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To gain a more comprehensive and systematic understanding of the impact of government assistance to poor households on
poverty reduction targets, a targeted poverty alleviation information statistics and analysis integrated with big data mining
algorithm is proposed. Combined with the big data knowledge of the new era, according to the machine learning (ML) pipeline
module in spark, a big data computing framework, combined with known data mining algorithms, massive sample data are used
to replace random stratified sampling data for modeling and analysis, and random forest model, logistic model, and newly
proposed waterfall model are constructed for poor households. Finally, through the comparative evaluation of several poor
household identificationmodels, the results show that when 100 real data test the accuracy of the three poor householdmodels, the
random forest model and logistic model are slightly reduced, which are 82% and 72%, respectively, but the waterfall model is
basically unchanged, which is 83%, and the three models have little change. *e new waterfall design proposed in this article has
the advantage of a high percentage of sample reuse and can effectively prevent overfitting, and there is no need for massive data. It
is a stable and reliable new model. *e combination of targeted poverty reduction algorithms and big information technology and
mining data can get the most common causes more accurate and convincing results.*e right rib trunk and rib are often separated
from the common cause because of the population.

1. Introduction

In the middle of the 20th century, getting rid of poverty has
become the primary problem of governments in the in-
ternational community and one of the problems that must
be solved in the national economic development strategy.
*e main reason is that the global economic level is de-
pressed. All countries regard economic development as the
primary task of national development and the core content
of international organizations to solve the problem of
poverty alleviation [1]. *en, in the 1980s, the international
community began to gradually realize that the reason for
poverty is not the lack of economic income, but a social
problem involving social resources, national policies,
medical education, and other aspects, even related to race.
China began to move towards the road of not relying solely
on economic growth to solve the problem of poverty

alleviation, in which sustainable development is one of the
main strategies to solve the problem of poverty [2]. From the
perspective of the state for the majority of poor households
who need to be supported, the previous extensive poverty
alleviation model has long been inapplicable to the poverty
alleviation population under the current conditions. Af-
terwards, General Secretary Xi proposed targeted poverty
alleviation. Targeted poverty alleviation is no longer the
extensive regional poverty alleviation model but targeted at
the poor population, that is, the smallest unit in poverty
alleviation. *e purpose of targeted poverty alleviation is to
offset the economic that is one of the necessary measures to
be taken to reduce the effectiveness of poverty alleviation due
to growth [3, 4].

Poverty has always been one of the major problems
faced. In order to ensure that China can build a well-off
society as soon as possible, we must solve the problem of
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poverty from the root [5]. *e first step to solve the problem
of poverty is to find out the real poor households and
eliminate poverty from the source through targeted assis-
tance to the real poor households. As an important part of
big data technology, mining algorithm is mainly responsible
for mining the potential logical relationship between data.
*e application core of data mining algorithm is to design
the data mining model, use the data mining model to cal-
culate the data, and then mine the potential associations. We
need to collect all the data required by the dataminingmodel
as the basic data to provide data support for data mining.
*en, the type of data is determined as the pattern division
standard of data mining model, and the framework of data
mining model is determined. Finally, the data mining model
is established by summarizing the data characteristic pa-
rameters. Although detailed identification studies are not yet
fully developed in China, in recent years, with the rapid
development of Internet technology and big data technol-
ogy, it may be faster and more efficient to use large data
technology and data mining algorithms to accurately reduce
poverty and more accurately identify real poor households.
Compared to traditional machine learning algorithms, due
to technological limitations and independent storage, they
are used only for small amounts of data and are based on
data sampling.*e advent of big data technology can help us
run machine learning activities, modeling on large amounts
of data [6, 7]. Figure 1 shows the in-depth integration of big
data and targeted poverty reduction.

2. Literature Review

Since the proposal of targeted poverty alleviation has only
been put forward for four or five years, and the time in
practical application is shorter, there is less research on
targeted poverty alleviation. Targeted poverty reduction has
been achieved in a short period of time, but with the strong
support of the central government and the joint efforts of
local governments, targeted poverty reduction has achieved
remarkable results in recent years. Today, many Chinese
scholars are making creative proposals to reduce poverty and
make a detailed description and analysis in combination
with the difficulties encountered in practical work. From the
perspective of family structure, Zhao S. and others used the
poverty measurement method to study the Multidimen-
sional Poverty Situation of different types of family poverty.
Finally, they came to the conclusion of what kind of family is
more likely to fall into poverty [8]. Awajan and others take
advantage of big data knowledge to help targeted poverty
alleviation. *ey compare big data poverty alleviation with
traditional poverty alleviation methods and conclude that
big data targeted poverty alleviation has more advantages
than traditional poverty alleviation methods, which is more
conducive to identifying and helping poor households [9].
By Gaye and others traditional poverty alleviation tech-
nologies andmodels have been challenged. In the past, large-
scale poverty alleviation models have been less regional-
oriented, making it difficult to identify the poorest house-
holds. At the same time, many new problems will appear if
the data of poor households are not updated for a long time;

there is an urgent need to change the traditional model of
poverty reduction. *e new model of poverty reduction
should be the comprehensive use of big data technology, to
reduce target poverty and increase the efficiency of targeted
poverty reduction [10]. Cui and others believe that there are
still some limitations in simply taking the economic income
of poor households as the poverty standard of poor
households. *erefore, based on the third-party assessment
and research task of targeted poverty alleviation, it is found
that 13.5% of the surveyed farmers believe that some poor
households who really need government assistance are
missed by the government in the process of filing and card
[11]. Vachkova and others analyzed and defined what tar-
geted poverty alleviation is and expounded their views on
why targeted poverty alleviation should be carried out. *is
paper gives a complete description of the poverty alleviation
model since the reform and opening up, analyzes that the
previous extensive poverty alleviation model is no longer
applicable to the current environment, summarizes the key
and difficult points of targeted poverty alleviation, and
expounds the new working methods [12]. Visuwasam and
others discussed and studied the mechanism of targeted
poverty alleviation through big data technology and con-
cluded that big data technology can be widely used in tar-
geted poverty alleviation [13]. Granat and others proposed
the research on the rural targeted poverty alleviation
mechanism in Guizhou Province under the background of
big data. Accurate identification is the most important link
in targeted poverty alleviation. How to find out the poor
households is the top priority [14]. Srivani and others
studied the research on accurate identification in targeted
poverty alleviation. *e most important thing in exploring
accurate identification is to explore the research on accurate
identification through Multidimensional Poverty Measure-
ment [15].

*is article mainly uses big data technology and data
mining algorithms to accurately identify poor households,
establishes a variety of different data mining models under
the big data computing framework spark, uses the models to
identify and classify poor households, and finally compares
and evaluates the results of the models. *en it classifies 100
real data with three poverty identification models, checks the
identification accuracy of the three models on the real
poverty data, and analyzes the modeling time of the three
models.

3. Research Methods

3.1. Big Data Analysis Technology. Big data analysis tech-
nology: Big data analysis is based primarily on machine
learning, cloud computing technology, and several data
mining algorithms, but also on some new information
analysis technologies. At the same time, it also depends on
some new data analysis technologies, mainly including
graph-based mining algorithm, group-based mining algo-
rithm, and data network-based mining algorithm. At the
same time, it adopts the fusion technology of object-based
data connection. In recent years, big data analysis tech-
nologies for various fields have emerged one after another,
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mainly using network behavior analysis, semantic analysis,
emotion analysis, syntax analysis, and user interest mining
[16].

In practical application, most of the data are data without
any rules. *e amount of these data is usually very large, but
they cannot be stored through relational database. Most of
the data are incomplete and have a large amount of noisy
data. However, this part of the data hides a large amount of
valuable user data, which has very important potential value
and academic knowledge. To obtain these valuable data, we
must clean these data through data mining algorithms, filter
out useless data, and finally retain valuable potential data.
*e more common data mining methods include clustering,
anomaly and trend discovery, association rules, dependency
models, etc. *e data objects of data mining mainly come
from the current mainstream relational databases, text data,
web data sources, heritage databases, etc. After data cleaning,
it enters the statistical stage. Statistical algorithms mainly
include regression analysis and cluster analysis based on data
multidisciplinary regression and autoregressive algorithms.
Data mining is also known as knowledge discovery in a
database. As the name suggests, data mining is from massive
and complex data. *e process of using certain algorithmic
research means to find effective information with certain
potential value and revealing significance hidden in data. As
a process of decision support, data mining can automatically
and intelligently analyze data by using artificial intelligence
technology, statistical principle, machine learning, and
pattern recognition methods, realize data visualization
through visualization technology, make inductive and
summary reasoning operations, andmine the laws contained

in the data and provide correct guidance for decision makers
in formulating strategies, reducing risks and preventing
major mistakes [17]. As a multistep processing process, the
knowledge in the database includes the operation stages of
data selection, preprocessing, data conversion, data mining,
result interpretation, and evaluation (see Figure 2).

3.2. Pretreatment ofMultidimensional Poverty Characteristics
of Farmers

3.2.1. Overview of Maslow’s Hierarchy of Needs 1eory.
Maslow’s demand hierarchy theory is one of the theories of
behavioral science. According to the pyramid model, human
needs from the bottom of the pyramid are divided into five
levels: physiological needs, security needs, love and be-
longing needs, respect, and self-realization needs (Figure 3).

3.2.2. Selection of Poverty Characteristics Based on Maslow’s
Demand Level. *emeasurement indicators selected for the
multidimensional poverty characteristics mainly form the
following at the current stage of development: the basic
needs of farmers and the overall characteristics of poor
groups, the correlation between research indicators and
poverty, the existing poverty research framework, etc. In the
selection process, there is not only a lack of corresponding
guiding theory, but also many restrictions on the acquisition
of data due to various reasons. *erefore, it is difficult to
make corresponding trade-offs and lack of norms and
systems for the measurement and selection of multidi-
mensional poverty characteristics.

Big data targeted proverty
alleviation cloud system

It can effectively solve the problems
of poor data and inaccurate data in the
current poverty alleviation work, and
effectively improve the efficiency of

targeted poverty alleviation

Accurate identification
of poverty
alleviation

Helping poverty
alleviation

through education

Help enterprises
to help

Accurate portrait
of poverty
Alleviation

Help
with

relocation

Figure 1: Deep integration of big data and targeted poverty alleviation.
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In the targeted poverty alleviation big data platform,
various data of farmers are recorded. In addition to farmers’
personal information, it also includes the most basic in-
formation of various types of farmers, such as food, clothing,
housing, and transportation, as well as relatively high-level
data on farmers’ income, subsidies, medical treatment, and
education. As we all know, the impact of various dimensions
on the causes of poverty is different. For example, the im-
portance of factors such as food, housing, and transportation

must be greater than that of family labor force and edu-
cation. Only after meeting the conditions of farmers’ food,
clothing, housing, and transportation can farmers have a
higher level of pursuit. Moreover, in the big data platform
for targeted poverty alleviation, there are some redundant
records of farmers’ basic information unrelated to the re-
search objectives, which will affect the results of the ex-
periment. Here, the basic information recorded by farmers
in the platform is screened and divided, as shown in Figure 4.

3.2.3. Unsupervised Discretization of Basic Household
Information. For the convenience of data mining, for the
continuous data contained in the basic information of
farmers, the unsupervised discretization of static attributes
needs to be carried out before using association rule analysis.

Uncontrolled sorting of farm information means
adjusting the interval values of the relevant digital attributes
stored in the database and using separate intervals to rep-
resent all continuous data, which drastically reduces the
number of attribute values and simplifies the initial data.*e
mining results can be improved with more buttons. *e
easier-to-operate, more logical representation, equally wide
interval method is used for unsupervised discretization of
farmer data and differentiation between two continuous
data: household income per farmer age and heavy network.
For dividing the age structure (Table 1).

Since the national poverty recognition standard for
farmers’ income is that the per capita annual net income is
below 2300, the discretization of per capita net income of
farmers’ families is formulated according to the national
poverty line standard (see Table 2).

*e evaluation scores are discretized according to the
hundred mark system, with excellent, good, medium, and
poor, as shown in Table 3.

3.3. Identification Model of Random Forest Poor Households

3.3.1. Random Forest Algorithm. Random forest algorithm is
a new and highly flexible data mining algorithm, an algo-
rithm for integrating multiple decision trees. *erefore, this
integrated learning method is often better than the pre-
diction made by any single classification. *e basic idea of
random forest mainly lies in “random” and “forest.” Each
time the decision tree is established, some characteristic
variables are randomly selected to build the tree through the
selected characteristic variables, and then the tree building
steps are repeated until the number of decision trees needs to
be established. In this way, many independent trees will be
established.*ese trees are the “forest” in the random forest,
and the final classification result is determined by the results
obtained by the established decision tree through voting
[18, 19].

In the application scenario of random forest, it is gen-
erally used for classification prediction. *e principle of
solving the classification problem is usually as follows:
generally, when using random forest algorithm for classi-
fication, because the random forest is constructed by many
decision trees, in order to obtain the final result of the

self-fulfilment

Respect for demand

Love and ownership needs

Security needs

physiological needs

Figure 3: Maslow demand hierarchy pyramid model.
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Figure 2: Process diagram of knowledge mining.
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random forest classification, it is necessary to vote and
summarize the classification results for each decision tree
erected. Each decision tree is based on a relatively in-
dependent random sample with the same distribution.
*e creator of random forest combines bagging with
random extraction method. *is operation not only ef-
fectively reduces the correlation between each decision
tree, but also improves the performance of random forest
tree.

3.3.2. Model Construction. *e information in this article is
taken from detailed file and card information on poverty
reduction in the province, but in order to make the analysis

results true and effective, the data also includes noncard
filing data. According to the card filing data of poor
households and nonpoor households, a total of 34 million
pieces of data are generated in proportion, including the data
of poor households and nonpoor households. Different from
the traditional statistical methods, this paper adopts large
data massive sample data set to replace the traditional hi-
erarchical random sampling to construct the data set. Based
on both practical and technical considerations, this paper
mainly refers to the international multidimensional poverty
index in the selection of characteristic variables, which re-
flects which poverty attributes are easy to make people fall
into poverty.

Spark, the big data computing framework used in this
paper, is used to model and analyze poor households. First,
spark needs to be started and the packages needed to build
the model need to be imported. Next, import the original
sample data set and preprocess all the data, including feature
transformation, which helps to speed up the iterative cal-
culation and model modeling. Finally, the processed data
and the random forest model are jointly established to es-
tablish pipeline. In the process of random forest modeling,
the parameters of the model can be set by setter or para-
mMap. In this paper, paramMap is selected to set the pa-
rameters, and the obtained model parameters are the best
model parameters obtained by the final cross validation.
*en, by importing the training set data for model training,
the random forest poor household identification model,
pipeline model, can be obtained, and the pipeline model is
used to classify and predict the test set data [20]. *e model
prediction results are derived together with the real results of
the test set and the probability value that the model pre-
diction is a poor household for analysis and comparison.*e
original sample data used in this paper is 34 million family
data. Each family selects the ten characteristic variables
described above, and the sample data size is 10.36.
According to the above steps, the sample size of the test
package, which randomly divided the training package and

self-fulfilment

Respect for demand

Love and ownership needs

Security needs

physiological needs

Housing area, current students, the
proportion of labor force

Education liabilities, personal
income

Clothing conditions and diet
conditions

Figure 4: Screening and division of farmers’ information.

Table 1: Age discretization structure.

Number Age Discretization
1 30 and below Youth
2 30–49 Mid-life
3 50–59 Quinquagenarian
4 60 and above Old age

Table 2: Income discretization structure.

Number Per capita family net income is discrete
1 Under 2300
2 2300–4999
3 5000 and above

Table 3: Evaluation of separation and dispersion structure.

Number Assess the score Evaluation scores were discretized
1 More than 89 Ample
2 80–89 Good
3 60–79 Center
4 Less than 60 Difference

Security and Communication Networks 5



the test package between 70% and 30%, is about 10.2 million.
*e results of the random forest model classification on the
experimental data are shown in Table 4, and the random
forest model evaluation index is shown in Table 5.

*e total running time of the random forest poor
household identification model under spark is 3 hours and
36 minutes. In the confusion matrix, 1 represents poor
households and 0 represents nonpoor households. *e
overall accuracy of the final result is 89.48% compared to the
actual results of the test package, the precision is 91.65%, the
recall is 86.68%, the FPR is 0.077, the specificity is 93.23%,
and the AUC value is 0.9718.*e sum of the number of poor
households and nonpoor households identified by the model
accounts for 89.48% of the total sample size, 86.68% of all
real poor households are identified, and 91.65% of all
identified poor households are real poor households. *e
ROC curve of the model is shown in Figure 5.

3.4. Logistics Poverty Identification Model

3.4.1. Introduction to the Logistic Algorithm. Assuming that
there is a random variable X, the distribution form of the
function of the random variable X is given by equation (1),
and the probability density function of the random variable
X is given by equation (2).

F(s) � P(X≤ s)

�
1

1 + e
− (x− u)/r,

(1)

f(s) � F′(s)

�
e

− (x− u)/u

c 1 + e
− (x− u)/r

􏼐 􏼑
2.

(2)

*en it can be considered that x obeys the logistic
distribution; in the above formula λ> 0 can be called shape
parameter and u can be called position parameter. Logistic
F(s) distribution function is a sigmoid function with dif-
ferent properties. *e shape of the sigmoidal function is a
curve similar to the s-shape, and the center of symmetry of
the function is (μ, 1/2), so it satisfies

F(− s + μ) −
1
2

� − F(s + u) +
1
2
. (3)

Because the sigmoidal function is an S-shaped curve, the
function image grows around the point of central symmetry
and changes significantly and changes very little at both ends
of the curve. In the distribution function according to
formula (3), if the value of the shape parameter Y is smaller,
the growth range of the function image S-shaped curve
around the center point will be larger [21].

3.4.2. Binomial Logistic Regression Model. Although the
binomial logistic regression model is called the regression
model, it is actually a classification model, which can be
classified according to different segmentation points. *e

binomial logistic regression model can be expressed by
conditional distribution P(Y|X) in the form of parametric
logistic distribution. In binomial logistic regression, variable
y can be taken as 1 or 0, where x is still a random variable.
*e conditional distribution of the binomial logistic re-
gression model is shown in

P(Y � 1|X) �
exp(w · x + b)

1 + exp(w · x + b)
, (4)

P(Y � 0|X) �
1

1 + exp(w · x + b)
, (5)

where x ∈ ℘n represents the input vector, Y ∈ 0, 1{ } repre-
sents the predicted output variable, and x ∈ ℘n and b ∈ ℘n
are the parameters of the two models. W is the model weight
vector to be estimated by the algorithm, and B is also the
parameter to be estimated by the algorithm, representing the
offset of the function. *en, compare the probability of 1
with that of 0, take the maximum value, and divide this
classification into the category with larger probability value.

Table 4: Results of classification of poor households by the random
forest model.

Confusion matrix Predicted value
0 1

True value 0 4631822 387851
1 662031 4270040

Table 5: Model evaluation indicators.

Model test index
Overall model identification accuracy 88.37%
Precision ratio 90.54%
Recall ratio 85.57%
Specificity 91.22%
FPR 7.6%
AUC 96.07%
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Figure 5: ROC curve of the model.
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In order to facilitate observation and calculation, the
model can be simplified by expanding the weight vector to
w � (ww(1), ww(2), . . . , ww(n), b)T and the input vector to
w � (ww(1), ww(2), . . . , ww(n), 1)T. *e internal product of
the vectors of this generation is the same as the first, and a
simplified logistic regression model is shown in

P(Y � 1|X) �
exp(w · x)

1 + exp(w · x)
, (6)

P(Y � 0|X) �
1

1 + exp(w · x)
. (7)

*e characteristics of logistic regression model: at this
time, it is necessary to introduce a new concept, odds ratio
odd. Assuming that the probability of an event is p, the
probability of its nonoccurrence is 1 − p. Odds ratio odd
refers to the ratio between occurrence and nonoccurrence
probability, which is p/1 − p. At this time, the logit function
of log odds of the event is shown in the following equation:

logit(p) � log
p

1 − p
􏼠 􏼡. (8)

For logistic regression, equation (9) can be obtained by

log
P(Y � 1|X)

1 − P(Y � 1|X)
� w · x. (9)

In the logistic regression model, the odds ratio (odds) of
the probability of an event is expressed by the linear function
of the input vector x. At the same time, through the defi-
nition of logistic regression model in the above two for-
mulas, based on the linear function, the logistic regression
model can be transformed into a probability calculation
formula (see equation (10)).

P(Y � 1|X) �
exp(w · x)

1 + exp(w · x)
. (10)

At this point, if you want the probability value of P to be
infinitely close to 0, the value of the linear function must be
infinitely close to negative infinity. If you want the proba-
bility value of P to be infinitely close to 1, the value of linear
function should be infinitely close to positive infinity. *e
final model is called logistic regression model.

3.4.3. Estimation of Model Parameters. Finally, the logistic
regression model can be obtained, as shown in equations
(11) and (12).

Hypothesis:

P(Y � 1|X) � π(X), (11)

P(Y � 0|X) � 1 − π(X). (12)

Probability function (13) is shown in the following
equation:

􏽙
N

I�1
π xi( 􏼁􏼂 􏼃

yi 1 − π xi( 􏼁􏼂 􏼃
1− yi . (13)

See equation (14) for log likelihood function is as follows:

L(w) � yi w · xi( 􏼁 − log(1 + exp(w · x))􏼂 􏼃. (14)

Assuming that w is calculated with the maximum
probability of w, then the probability formulas for the true
logistic regression model can be obtained by controlled
study, as shown in

P(Y � 1|X) �
exp(􏽢w · x)

1 + exp(􏽢w · x)
, (15)

P(Y � 0|X) �
1

1 + exp(􏽢w · x)
. (16)

3.5. Waterfall Model for Poor Households

3.5.1. Waterfall Design. A waterfall model can be used to
make classification assumptions. *is model is mainly in-
spired by the normal distribution graph created by the rapid
sand experiment and uses the graph model of the triangular
structure (Figure 6).

*emiddle node of layer 0 accounts for 100% of the total
data, while the middle node of layer 2 accounts for 50% of
the total data, and the middle node of layer 4 accounts for
37.5% of the total data. By analogy, the proportion of the
middle node of layer 2n in the total data is C2n. *is is
because by Stirling formulas:

n! ≈
����
2πn

√ n

e
􏼒 􏼓

n

e
(1/12n)− 1n(9n)/(9n)π − (9n)− π

( )
, (17)

(n!)
2 ≈

����
2πn

√ n

e
􏼒 􏼓

2n

e
(1/6n)− 21n(9n)/(9n)π − (9n)− π

( )
, (18)

(2n!) ≈
�����
2π2n

√ 2n

e
􏼒 􏼓

2n

e
1/24n− 1n(18n)/(18n)π − (18n)− π( )

. (19)

*erefore, when n⟶∞, the proportion of interme-
diate nodes in the total data tends to be close to 0; that is, the
limit is 0.

3.5.2. Construction of the Waterfall Model. Due to the
waterfall, it is more convenient to select the parameters of
the model [22, 23]. First, start the big data computing
framework spark. Since the waterfall model is a new model;
there is no model in spark’s machine learning library
pipeline. When importing the required package, you only
need to import other packages required for building the
model. *e sample data is also 34 million pieces of data, with
a size of 10.36. *e results of the waterfall model classifi-
cation and assumptions in the experimental set of data are
shown as follows. *e actual class label in the left test set
represents the waterfall model, which predicts the class label
of the test set data and the predicted value on the right. *e
evaluation parameters of the waterfall model are shown in
Tables 6 and 7.

*e overall running time of spark is only 1 hour and 42
minutes. *e actual results of the test package were
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compared with the results predicted by the model, and the
overall identification accuracy of the model was 83.71%, the
accuracy was 86.54%, the recall rate was also the recall rate,
and the TPR was 80.72%. . *e feature is 87,700%, the FPR
value is 0.1120, and the AUC value of the area along the ROC
curve is 0.9234. *e model is shown in the ROC curve in
Figure 7.

4. Results and Discussion

4.1. Multiple Selection Test Set EvaluationModel. In order to
compare and evaluate the three models for identifying poor
households, a new set of data that was not included in the
model training and experiment was selected from the three
sets of pilot models. *e data with a data size of 30% of the
total sample size are randomly selected from the new test set
for times as the test set; that is, the data size of each randomly
selected test set is about 10.2 million poverty-stricken
households. *ree models were tested to compare the av-
erage AUC of the three models and the stability of the three
models [24]. In 10 experiments, the AUC of the random
forest model was consistently higher than that of the logistics
model and the waterfall model. *e average AUC was 0.934
(Figure 8).

*e changes of AUC values of the three models are
small, which proves that the stability of the three models is
very good. However, the operating time is much shorter
than the other two models, with a random forest model
running time of 3 hours and 36 minutes, a logistics model
running time of 2 hours and 20 minutes, and a waterfall
running time of only 1 hour and 42 minutes. It is more
than half an hour of running even a small random forest
model.

4.2. Testing the Model with Real Data. *is is because 34
million pieces of data are generated proportionally from the
filing and card filing data of poor households when building
the model [25]. In order to test the accuracy of the con-
structed model on the filing and card filing data of fully real
poor households, 100 fully real poor households’ data were
randomly selected, including 50 real poor households and 50
nonpoor households, and 100 real data were used to test the

Figure 6: Waterfall model.

Table 6: Results of waterfall model classification of poor
households.

Confusion matrix Predicted value
0 1

True value 0 4452260 561631
1 958013 4077148

Table 7: Model evaluation indicators.

Model test index
Overall model identification accuracy 83.71%
Precision ratio 86.54%
Recall ratio 80.72%
Specificity 87.70%
FPR 10.1%
AUC 92.34%
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Figure 7: ROC curve of the model.
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three models, respectively. *e established random forest
poverty identification model is used to test 100 real data. For
the test results, see Table 8.

According to the classification results of 100 real data
by the random forest poor households identification model
constructed by spark, the overall identification accuracy of
the model is 83%, and 41 of the 50 poor households are
identified. 42 out of 50 nonpoor households were identi-
fied. *e recognition accuracy of random forest poor
households recognition model for 100 real data is slightly
reduced.

*e constructed logistic poor household identification
model is used to test 100 real data, and the test results are in
Table 9.

*rough the classification results of 100 real data by the
logistic poor households identification model built by spark,
a big data computing framework, it can be seen that the
overall identification accuracy of the model is 72, and 36 of
the 50 poor households have been identified.*e accuracy of
the logistic poor household identification model in identi-
fying the real data of 100 households also decreased slightly.

*e constructed waterfall poor household identification
model is used to test 100 real data, and the test results are in
Table 10.

According to the classification results of 100 real data
by the waterfall poor households identification model
constructed by spark, the big data calculation framework,
the overall identification accuracy of the model is 84%; 42
of the 50 poor households and 42 of the 50 nonpoor
households are identified. *e recognition accuracy of
waterfall poor household recognition model for 100 real
data is basically unchanged. When 100 real data are used to
test the accuracy of the three poor household models, the
random forest model and logistic model are slightly re-
duced, which are 82% and 72%, respectively, but the wa-
terfall model is basically unchanged, which is 83%, and the
three models have little change.

5. Conclusion

*e essence of targeted poverty alleviation is that the gov-
ernment effectively identifies poor families and members,
excavates the causes and extent of poverty, and carries out
practical and effective assistance, so as to fundamentally break
the barriers of poverty. With the rapid economic development,
the national income level is seriously unbalanced.*e previous
extensive regional poverty alleviation method has long been
inapplicable. In this case, targeted poverty alleviation came into
being. *rough the research, the logistic algorithm, random
forest algorithm, and the newly proposed waterfall model in
data mining are found. *e newly proposed waterfall model
has the advantages of high sample reuse rate, can effectively
prevent overfitting, and has no demand for massive data. It is a
stable and reliable new model. Visualize the research results,
design and implement the abnormal poverty assistance model
obtained in the above research work, and apply it to the actual
poverty alleviation work, so that the staff can get the effec-
tiveness of the government’s policy assistance to the village by
importing the basic information and assistance data of farmers
into the system. It canmake timely and effective adjustments to
the existing abnormal assistance phenomenon, so as to provide
help for the government in the targeted poverty alleviation
work.
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Table 8: Results of the classification of poor households by the random forest model.

Confusion matrix Predicted value
0 1

True value 0 41 7
1 8 40

Table 9: Classification results of poor households by the logistic model.

Confusion matrix Predicted value
0 1

True value 0 36 12
1 13 35

Table 10: Results of waterfall model classification of poor households.

Confusion matrix Predicted value
0 1

True value 0 41 7
1 7 41
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