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In this paper, a new cryptographic algorithm using a two-dimensional piecewise smooth nonlinear chao-
tic map is suggested. It depends on the confusion-diffusion model (permutation-substitution model).
Firstly, the plain image is shuffled using the logistic map (confusion). Secondly, chaotic sequences are
produced by two-dimensional piecewise smooth nonlinear chaotic map. Then, the produced sequences
are preprocessed to integers between 0 and 255. Finally, the shuffled image is masked using the chaotic
sequences (diffusion). The suggested algorithm is tested by different types of images. Furthermore, the
decryption algorithm is implemented to retrieve the plain (original) image using the secret key.
Experimental results and security analyses are applied using the suggested algorithm and its perfor-
mances are validated with recent cryptographic algorithms. The security and performance analyses con-
clude that the suggested algorithm is secure, fast, and resists various attacks.

� 2021 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Ain Shams Uni-
versity. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/

by-nc-nd/4.0/).
1. Introduction

In the current era where our lives depend on technology and the
exchange of information, information security has become an
important challenge. This information can take several forms, such
as images, video, audio, text, and others. Moreover, images specif-
ically have many applications in many sensitive areas, such as
medical, military, and personal data, among others. This is why sci-
entists are trying to protect the security of images while transfer-
ring them through various communication channels and
preventing attacks that hackers may perform. The security of infor-
mation can be achieved in three different ways: encryption,
steganography and watermarking.

Encryption was one of the famous algorithms used for informa-
tion security long time ago. Evidence was found that the ancient
Egyptians, Babylonians and the Romans used encryption, and that
the Romans were the first to use encryption for military purposes.
With the increase in data size transferred through images, the tra-
ditional encryption failed to perform their mission, as they needed
a lot of time and high capabilities. Now, faster and more efficient
methods are being sought. In fact, the encryption was previously
based on permutation or substitution. In either case, encryption
and decryption are used the same secret key. Now, most authors
are using the permutation-substitution model. Definitely, it will
increase secrecy and make the encryption difficult to break. Per-
mutations are used first to reduce the strong association between
pixels (confusion) and then substitution is made (diffusion). In this
case, the security key becomes stronger because it consists of two
parts, one for permutation and the other for substitution.

The encryption key must be unpredictable and highly sensitive
to very small changes in its value. This is why chaos maps are so
important because they have these properties. Chaos maps gener-
ate random numbers with certain characteristics like bifurcation,
unpredictability, and the initial conditions sensitivity. These com-
plex properties of chaotic maps can be expressed in a comparison
to several features of perfect ciphers like balance, confusion, diffu-
sion, and avalanche in the cryptographical process.

This paper is divided into several sections as follows. Section 2
introduces the literature survey. A brief introduction to 2D piece-
wise smooth nonlinear chaotic map is presented in Section 3. In
Section 4, the shuffling algorithm using logistic map is given. The
suggested cryptographic algorithm is introduced in more details
in Section 5. Experimental results are given in Section 6. Section 7
presents security analyses and some comparisons with algorithms
in literature. The conclusion is placed in Section 8.
2. Literature survey

In [20], the author was the first who published the algorithm of
encryption via chaotic map. After that, many authors used chaotic
maps to develop image encryption algorithms. In these algorithms,
gineer-
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Fig. 1. Bifurcation diagram of 2DPSNCM regarding the parameter k1 at
c1 ¼ 0:55; c2 ¼ 0:3; h ¼ 0:35; k2 ¼ 2; q1;0 ¼ 0:0002; q2;0 ¼ 0:0008 and k1 2 ½0;3�.
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some of them used only permutation [23] while the others used
only substitution like in [13]. In addition, many authors have
merged permutation and substitution in image encryption algo-
rithms using different types of chaotic maps. For example, in
[6,5] encryption algorithms based on one-dimensional chaotic
economic maps are suggested. Ref. [18] presented an image
encryption algorithm using 1-D Sine Powered chaotic map. A
new encryption algorithm using two-dimensional chaotic eco-
nomic map is proposed in [4]. Ref. [24] presented a cryptographic
algorithm via two-dimensional Henon-Chebyshev map (2D-HCM).
An encryption algorithm using both pixel level and bit level per-
mutation with Henon chaotic map is presented in [27]. Ref. [28]
suggested a cryptographic algorithm using 2D chaotic map. Image
encryption algorithm via image shuffling and 3D dimensional
chaotic economic map was proposed by [10]. Based on three-
dimensional Lorenz chaotic, a novel image encryption system
was presented in [19]. Ref. [12] proposed a cryptographic algo-
rithm via different chaotic maps. Other algorithms for color image
encryption via chaotic map and DNA sequence operations are pre-
sented in [35,32,31]. Ref. [29] developed a cryptographic algorithm
using Spatiotemporal chaos. Ref. [7] used a new chaotic system
which consists of joining the cubic chaotic map and the logistic
chaotic map to design image encryption algorithm. Optical encryp-
tion algorithm using hybrid 3D chaotic maps and discrete cosine
transform is proposed in [15]. In [16], a parameter-varying Baker
map (PVBM) has been introduced into process of image encryption.
Ref. [34] suggested a novel chaotic map combined with delay and
cascade to encrypt images. On the other hand, to improve high
computational complexity for generating a big number of chaotic
values using chaotic maps, some researchers have used various
methods to reduce the number of values to be generated [26,11],
while others have improved the characteristics of maps to con-
sume a less time [30,17,14]. Ref. [30] presented new real time
image encryption algorithms based on one-dimensional cosine
polynomial. Fast Fourier Transform and various chaotic maps have
been introduced for real time image encryption in [26]. A novel
image encryption based on logistic-sine system (LSS) and a new
S-Box has been proposed in [17]. In [14], the authors suggested a
cryptographic algorithm via 32-bit piecewise linear chaotic maps.
Ref. [11] proposed an algorithm for a 2D image encryption based
on 2D piecewise linear chaotic maps (PWLCM). In the current
paper, a cryptographic algorithm is designed using two different
kinds of chaotic maps. Initially, 1-D logistic map was used to per-
form the permutation process to reduce the correlation between
pixel values. Then a new chaotic map was used to perform the sub-
stitution process. This new map is two-dimensional, piecewise,
nonlinear and smooth. The goal of the current paper is to study
the effect of this new map on improving image encryption by
increasing the efficiency and security of the image encryption.
Experimental results of the suggested algorithm have been com-
pared with many new encryption algorithms that have used other
types of chaotic maps.

This paper is divided into several sections as follows. In Sec-
tion 2, A brief introduction to 2D piecewise smooth nonlinear
chaotic map. Shuffling algorithm using logistic map is given in Sec-
tion 3. The suggested cryptographic algorithm is introduced in
more details in Section 4. Experimental results are given in Sec-
tion 5. Section 6 presents security analyses and some comparisons
with algorithms in literature. The conclusion is placed in Section 7.
Fig. 2. Lyapunov exponent of 2DPSNCM regarding the parameter k1.
3. Two-dimensional piecewise smooth nonlinear chaotic map
(2DPSNCM)

Now, a new chaotic map have studied in [3]. It takes the
following form:
2

q1;tþ1 ¼ q1;t þ k1q1;t½1� 2ð1þ c1Þq1;t � hq2;t�; q2;tþ1

¼
q2;t þ k2q2;t ½hð1� q1;t � 2q2;tÞ � 2c2q2;t � if q1;t P f ðq2;tÞ;

q1;t if q1;t < f ðq2;tÞ;

( )

ð1Þ
where

f ðq2;tÞ ¼
q2;t½1þ hk2 � 2k2ðc2 þ hÞq2;t�

1þ hk2q2;t
:

q1;t and q2;t reflect the production’s quantities reached to the store
by Company 1 and Company 2, respectively. Map (1) shows the
2DPSNCM’s chaotic behavior with five different parameters. From
an economic point of view, these parameters are significant. c1
and c2 are the shift cost parameters where c1 is greater than c2.
The parameter h stands for the fraction where customers will pay
for buy new remanufactured goods such that c2 < h and 0 < h < 1.
The functions k1q1 and k2q2 are used to capture the speed of a com-
pany’s quantity adjustment with the change that can occur in the
marginal profit of a company. The chaotic behavior of 2DPSNCM
is observed by the values of the parameters: c1 ¼ 0:55;
c2 ¼ 0:3; h ¼ 0:35; k1 ¼ 2:95; k2 ¼ 2 and initial values
q1;0 ¼ 0:0002; q2;0 ¼ 0:0008. Fig. 1 shows the bifurcation diagram
of 2DPSNCM regarding the parameter k1. Lyapunov exponent of a
2DPSNCM regarding the parameter k1 is shown in Fig. 2. Based on
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the chaotic behavior and Lyapunov exponent of map (1), we will
study its effect on improving the image encryption. The chaotic
map (1) is very sensitive to initial conditions and control parame-
ters which make it suitable for image encryption.

4. Shuffling algorithm using a logistic map

To destroy the high correlations among pixels of the plain
image, the shuffling of rows and columns for the plain image are
required to modify the pixel positions. The position of the pixel
is shuffled randomly using the logistic map. The procedure is used
to produce random different values between 1 and the dimension
of the plain image. It can be processed as in algorithm. 1.

Algorithm 1. Shuffling algorithm

Input: Size of random numbers, n, the initial value, x0 and the
parameter l.
Output: The random numbers, RðiÞ; i ¼ 1;2; . . . ;n.
Step 1: Set Xð1Þ ¼ x0
Step 2: For i ¼ 2 to n, compute
XðiÞ ¼ l � Xði� 1Þ � ð1� Xði� 1ÞÞ
End
Step 3: For i ¼ 1 to n, compute
max=XðiÞ
index = 1
For j ¼ 2 to n, compute
If XðjÞ > max then
max=XðjÞ
index = j
End
End
RðiÞ=index
XðindexÞ ¼ 0
End

After calling the algorithm. 1, change the pixels of the plain
image according to the new indices. Fig. 3 shows the generation
of a 1� 15 size key.
5. The suggested work

The algorithm uses a chaotic system (logistic map) to scramble
the original image using the shuffling algorithm. Then, the cipher
image is obtained by diffusing the image via 2DPSNCM. The sug-
gested algorithm in the current paper encrypts the image signifi-
cantly and includes good encryption performance. In this section,
the generation of secret key, shuffling, and the image encryption/
decryption algorithms are presented.
Fig. 3. Shuffling process using logistic map with x0 ¼ 0:01.

3

5.1. The key generation

Assume that P ¼ ðpijÞ; i ¼ 1;2; . . . ;M, and j ¼ 1;2; . . . ;N, be the
plain. Now, the key mixing proportion factor K is used to generate
the key as follows [8]:

Kz ¼ 1
256

mod
X½zM4 �

i¼½ðz�1ÞM4 �þ1

Xn
j¼1

pij;256

0
B@

1
CA ð2Þ

and, the initial condition n0 is changed via the following formula:

n0  
ðn0 þ KzÞ

2
; ð3Þ

where n0 ¼ xr0; xc0; q1;0; q2;0 and ½x� is the nearest integer number of
the number x.

Then, for the logistic map, select two initial values, xr0; xc0, and
one parameter l for the shuffling stage, two initial values for the
2DPSNCM, q1;0; q2;0, with five parameters c1; c2; h; k1; k2 for diffusion
stage.

5.2. Encryption algorithm

Suppose that the plain image is P ¼ ðpijÞ;1 6 i 6 M;1 6 j 6 N
and pij is the pixel value at position i; j. The suggested encryption
algorithm is given as in algorithm. 2.

Algorithm 2. Encryption Algorithm

Input: Plain image, P ¼ ðpijÞ16i6M;16j6N
; xr0; xc0;l for Logistic

map, and c1; c2; h; k1; k2; q1;0; q2;0 for 2DPSNCM.
Output: Cipher image C ¼ ðcijÞ16i6M;16j6N .

Step 1: Read the plain image, and convert it to gray image A.
Step 2: Permute the columns and the rows of A using the

shuffling algorithm, say ShufA.
Step 3: Change ShufA from decimal to binary vector
B=fb1; b2; . . . ; bMNg.
Step 4: Generate two sequences ofMN values using 2DPSNCM
as follows:
Q1;1  q1;0
Q2;1  q2;0
for i = 1:MN + 299
Q  Q2;i � ð1þ k2h� 2k2ðc2 þ hÞQ1;iÞ=ð1þ hk2Q2;iÞ
if Q1;i P Q then
Q1;iþ1  Q1;ið1þ k1ð1� 2ð1þ c1ÞQ1;i � hQ2;iÞ
Q2;iþ1  Q2;ið1þ k2ðhð1� Q1;i � 2Q2;iÞ � 2c2Q2;iÞ
else
Q1;iþ1  Q1;ið1þ k1ð1� 2ð1þ c1ÞQ1;i � hQ2;iÞ
Q2;iþ1  Q1;i

end if
end for
Step 5: Pre-process the produced sequences as follows:

Y1 ¼ floorðmodðQ1;300:MNþ299 � ð1014Þ;256ÞÞ
Y2 ¼ floorðmodðQ2;300:MNþ299 � ð1014Þ;256ÞÞ
Step 6: Convert Y1 and Y2 to binary vectors and compute the
Map = XOR(Y1;Y2).
Step 7: Do bit-wise XOR among B and Map, say
B Map = XOR(B,Map).
Step 8: Change B Map to decimal vector, say
D ¼ fd1; d2; . . . ; dMNg.
Step 9: Rechange the D to M � N array, say C as the cipher

image.
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5.3. Decryption algorithm

The decryption algorithm is the inverse of the encryption algo-
rithm. The decryption algorithm may be given as in algorithm. 3.

Algorithm 3. Decryption Algorithm
Input: Cipher image, C ¼ ðcijÞ16i6M;16j6N; xr0; xc0 for logistic

map, and c1; c2; h; k1; k2; q1;0; q2;0 for 2DPSNCM.
Output: Plain image P ¼ ðpijÞ16i6M;16j6N

.

Step 1: Read the cipher image, C.
Step 2: Reshape C into vector of size 1�MN.
Step 3: Change the array C to the binary vector

D=fb1; b2; . . . ; bMNg.
Step 4:Generate two sequences of MN values using 2DPSNCM

as
follows:
Q1;1  q1;0
Q2;1  q2;0
for i = 1:MN + 299
Q  Q2;i � ð1þ k2h� 2k2ðc2 þ hÞQ1;iÞ=ð1þ hk2Q2;iÞ
if Q1;i P Q then
Q1;iþ1  Q1;ið1þ k1ð1� 2ð1þ c1ÞQ1;i � hQ2;iÞ
Q2;iþ1  Q2;ið1þ k2ðhð1� Q1;i � 2Q2;iÞ � 2c2Q2;iÞ
else
Q1;iþ1  Q1;ið1þ k1ð1� 2ð1þ c1ÞQ1;i � hQ2;iÞ
Q2;iþ1  Q1;i

end if
end for
Step 5: Pre-process the produced sequences as follows:

Y1 ¼ floorðmodðQ1;300:MNþ299 � ð1014Þ;256ÞÞ
Y2 ¼ floorðmodðQ2;300:MNþ299 � ð1014Þ;256ÞÞ
Step 6: Convert Y1 and Y2 to binary vectors and compute the
Map = XOR(Y1;Y2).
Step 7: Do bit-wise XOR among D and Map, say
D Map = XOR(D,Map).
Step 8: Change D Map to decimal vector, say
Z ¼ fz1; z2; . . . ; zMNg.
Step 9: Rechange the vector Z to M � N array, say O.
Step 10: Reshuffle the columns and the rows of O using
inverse of the shuffling algorithm, say P.
Step 11: P is the plain image.
6. Experimental results

Now, we investigate the result of the suggested algorithm. Eight
gray images of different sizes are tested. All codes are implemented
via Matlab R2016b and Laptop has the features: Intel(R) Core(TM)
i7-4700MQ, 2.40 GHz and 12 GB RAM. The secret key of our
algorithm is divided to xr0 ¼ 0:01; xc0 ¼ 0:02, and l ¼ 3:998
for the logistic map, and q1;0 ¼ 0:0002; q2;0 ¼ 0:0008;
h ¼ 0:35; c1 ¼ 0:55; c2 ¼ 0:3; k1 ¼ 2:95, and k2 ¼ 2 for 2DPSNCM.
Figs. 4 and 5 display the plain, cipher images and their correspond-
ing histograms.

7. Security analyses

The suggested algorithm must be tested efficiently using some
tests that confirm the results.
4

7.1. Histogram Analysis

A good algorithm has cipher images that have uniform distribu-
tion histograms. Fig. 4(b,f,j,n) and Fig. 5(b,f,j,n) show the his-
tograms for the images in Fig. 4(a,e,i,m) and Fig. 5(a,e,i,m),
respectively, while the histograms of cipher images (Fig. 4(c,g,k,
o) and Fig. 5(c,g,k,o)) are displayed in Fig. 4(d,h,l,p) and Fig. 5(d,h,
l,p), respectively.

Based on Fig. 4 and Fig. 5, the histograms of the cipher images
have an almost uniform distribution. Therefore, the suggested
algorithm can hold out against the statistical attacks.

On the other hand, to validate whether the cipher image’s his-
togram has the uniform distribution, the cipher image is checked
by chi-square test as follows [10]:

v2 ¼
X256
n¼1

ðOn � EnÞ2
En

ð4Þ

where On: the observed occurrence frequencies of n� 1,
En: the expected occurrence frequencies of n� 1. Table 1 dis-

plays the v2 values of the cipher images for the suggested algo-
rithm. Moreover, v2ðn� 1;aÞ ¼ v2ð255;0:05Þ ¼ 293. From
Table 1, all values are less than 293. Therefore, we can conclude
that the cipher image histograms obey the uniform distribution.

7.2. Information entropy analysis

Information entropy [33] checked the randomness of the cipher
image. It can be evaluated as follows:

HðsÞ ¼
X2n�1
i¼1

PðsiÞlogð 1
PðsiÞÞ ð5Þ

where 2n: the total states of the information source s,
PðsiÞ: the probability of symbol si.
The information entropies for the images before and after the

encryption using algorithm 2 are presented in Table 2. Based on
Table 2, the information entropies of the cipher images are close
to the theoretical value 8. Moreover, 100 different blocks of size
16� 16 are selected randomly from the cipher image. For each
block, the information entropy and the average entropy are evalu-
ated. A comparison with algorithms in [10,9,2] is performed and
the result is given in Table 3. From Tables 2 and 3, we can decide
that the randomness of cipher images is achieved using
algorithm 2 and it has good information entropy.
7.3. Correlation Analysis

Adjacent pixels of the plain image have a solid relationship. If
the relationship of adjacent pixels for the cipher image is low
enough, the cipher image avoids statistical attacks. The relation-
ship of adjacent pixels is measured by correlation coefficient. It
can be calculated by [10]:

rxy ¼ Covðx; yÞffiffiðp
DðxÞDðyÞÞ ð6Þ

where

Covðx; yÞ ¼ 1
N

XN
j¼1
ðxj � EðxÞÞðyj � EðyÞÞ; ð7Þ

EðxÞ ¼ 1
N

XN
j¼1

xj; ð8Þ

and



Fig. 4. Plain images, cipher images and their corresponding histograms.
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DðxÞ ¼ 1
N

XN
j¼1
ðxj � EðxÞÞ2: ð9Þ

From the three directions of both images, plain and cipher, adjacent
pixels are chosen randomly. Then, the correlation coefficients are
evaluated. Moreover, the correlation between adjacent pixels in
the plain image and the cipher image is discussed. Table 4 displays
its values for the image, before and after the encryption, in the three
directions. For all the plain images in Table 4, the values are close to
1, whereas the values are close to 0 for all cipher images and that
goes back to the solid relationship between pixels in the plain
image whereas the relationship between pixels in the cipher image
is a significant correlation among pixels in the three directions. The
relationship of adjacent pixels for the plain images, under the sug-
gested algorithm, is not existed. Fig. 6 displays the correlation coef-
ficients of adjacent pixels for the Lena(256� 256) before and after
the encryption in all directions. Table 5 shows comparison between
the suggested algorithm and the algorithms in literature based on
the correlation coefficient measurement.

7.4. Sensitivity analyses

Sensitivity analyses are important measurements in the image
encryption field. They are used to measure the sensitivity to: (i)
5

the secret key and (ii) the plain image. In the efficient algorithm,
a few modifications in any one of them lead to a nonidentical
cipher image [21].

7.4.1. Key sensitivity analysis
An effective cryptographic algorithm should be oversensitive to

secret keys. In the process of restoring plain images (decryption
process), small changes in the true key will fail to restore the plain
image. Now, the suggested algorithm is checked to the key sensi-
tivity. Suppose that a is initial value or parameter value in the true
secret key. It will be modified to aþ 10�14 and the modified key
will be applied to decrypt the cipher image. Table 6 displays the
decrypting images by using the true key and the modified true
keys. When any one of the initial values or parameters in the true
key is changed, the plain image cannot be restored. Therefore, the
suggested algorithm is sensitive to the secret key.

7.4.2. Plain image sensitivity analysis
In this type, the sensitivity is tested by modifying only one pix-

el’s value of the plain image and we have compared the cipher
images of the plain image and the cipher images of the modified
plain image. Two measurements will be used to measure the sen-
sitivity to the plain image. The first is the number of pixels change
rate (NPCR) and the second is the unified average changing inten-



Fig. 5. Plain images, cipher images and their corresponding histograms.

Table 1
Chi-square values before and after encryption at xr0 ¼ 0:01,
xc0 ¼ 0:02;l ¼ 3:998; q1ð0Þ ¼ 0:0002; q2ð0Þ ¼ 0:0008,h ¼ 0:35; c1 ¼ 0:55; c2 ¼ 0:3;
c2 ¼ 0:3; k1 ¼ 2:95, andk2 ¼ 2.

Image Chi-square
Plain Image Cipher Image

Lena(128 � 128) 7:9348� 103 239.3750

Lena(256 � 256) 3:9613� 104 240.4609

Lena(512 � 512) 1:5808� 105 287.1660

Cameraman(256 � 256) 1:0658� 105 281.0547

Cameraman(512 � 512) 4:1651� 105 265.6914

Barbara(512 � 512) 9:7202� 105 237.9238

Boat(512 � 512) 3654926 258.1367
Mandrill(512 � 512) 2:1121� 105 266.0781

A. Elghandour, A. Salah and A. Karawia Ain Shams Engineering Journal xxx (xxxx) xxx
sity (UACI). NPCR and UACI are evaluated by the following
formulas:

NPCR ¼

X
i;j

Dði; jÞ

M � N
� 100%; ð10Þ
6

UACI ¼ 1
M � N

X
i;j

j C1ði; jÞ � C2ði; jÞ j
255

" #
� 100%: ð11Þ

where

Dði; jÞ ¼ 0 ifC1ði; jÞ ¼ C2ði; jÞ;
1 otherwise

�
ð12Þ

M and N are the height and the width of the plain and the cipher
images, C1 and C2 are the cipher images before and after one pixel
is modified from the plain image, respectively. The exact values of
NPCR and UACI are 99:61% and 33:46%, respectively. Table 7 dis-
plays the NPCR and UACI of the tested images by applying the sug-
gested algorithm. The average values of NPCR and UACI are 99:63%
and 33:52%. These values are the nearest to the theoretical values.
On the other hand, a comparison among the suggested algorithm
and the algorithms in literature are displayed in Table 8. From
the result of Tables 7 and 8, it can be concluded that the suggested
algorithm is oversensitive to the modifications in the plain image
and the small modification in the plain image leads to obtain com-
pletely different cipher image. Therefore, the suggested algorithm
can hold out against the differential attacks.



Table 2
Information entropy before and after encryption at xr0 ¼ 0:01; xc0 ¼ 0:02;l ¼ 3:998; q1;0 ¼ 0:0002; q2;0 ¼ 0:0008; h ¼ 0:35; c1 ¼ 0:55; c2 ¼ 0:3; c2 ¼ 0:3; k1 ¼ 2:95, and k2 ¼ 2.

Image Plain Cipher

Entropy Actual entropy of the block Theoretical entropy of the block

a ¼ 0:01 a ¼ 0:05
7:16276745 7:16634107

Lena(256 � 256) 3:4594 7:9974 7:1798 Pass Pass
Lena(512 � 512) 3:4594 7:9994 7:1779 Pass Pass
Cameraman(256 � 256) 3:5778 7:9969 7:1723 Pass Pass
Cameraman(512 � 512) 3:5778 7:9993 7:1748 Pass Pass
Barbara(512 � 512) 3:1820 7:9993 7:1847 Pass Pass
Boat(512 � 512) 3:4594 7:9993 7:1753 Pass Pass
Mandrill(512 � 512) 3:7736 7:9993 7:1825 Pass Pass

Table 3
Comparison among the suggested algorithm and the algorithms in literature based on the information entropy.

Image Suggested algorithm Ref. [10] Ref. [9] Ref. [2]

Lena 7:9994 7:9992 7:9983 7:9086
Boat 7:9993 7:9993 7:9986 7:9025

Table 4
Correlation coefficient of two adjacent pixels of the image before and after the encryption.

Image Plain Image Suggested Image Plain Image Suggested

Algorithm Algorithm

Lena H 0.8826 0.0072 Lena H 0.9206 -0.0092
V 0.9480 0.0073 V 0.9578 0.0008
D 0.8447 0.0015 D 0.8992 -0.0035

Lena H 0.9697 �0.0010 Cameraman H 0.9327 0.0035
V 0.9848 -0.0017 V 0.9082 0.0025
D 0.9571 0.0002 D 0.9585 0.0002

Cameraman H 0.9830 0.0001 Barbara H 0.8938 0.0015
V 0.9900 �0.0036 V 0.9583 0.0003
D 0.9731 -0.0009 D 0.8817 �0.0036

Boat H 0.9355 -0.0008 Mandrill H 0.9320 -0.0026
V 0.9699 �0.0034 V 0.9117 0.0006
D 0.9204 0.0026 D 0.8654 0.0006
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7.5. Key Space Analysis

One of the famous features of an effective cryptographic algo-
rithm is the large key space. It must be greater than or equal to
2100 [36]. In the suggested algorithm, the key space has four parts:
the initial values of the logistic map, the parameter of the logistic
map, the initial values of 2DPSNCM, and the parameters of
2DPSNCM. The key space will be 10154ð� 2100Þ if the accuracy
was 10�14. Table 9 displays the key space of the suggested algo-
rithm and the algorithms in literature. The key space is large
enough (� 2100). Therefore, the security standard of the key space
is reached.

7.6. Noise attack analysis

While transmitting cipher images over the Internet or any
transmission tool, it can be distorted by noise and it is difficult to
retrieve the plain images. So, the performance of the suggested
algorithm must be tested against noise attack. To test that, the
Lina’s cipher image of size (256� 256) is modified by adding
Gaussian noise and Salt&Pepper noise with diverse variances and
densities, respectively.

Fig. 7 shows the decrypted images for all cases. The mean
square error (MSE) and the peak signal-to-noise ratio (PSNR) are
utilized to compute the effect of noise on the cipher image. MSE
and PSNR are defined by the following formulas:
7

MSE ¼ 1
M � N

XM
i¼1

XN
i¼1
ðpij � cijÞ2; ð13Þ
PSNR ¼ 10log10ð
Max2I
MSE

Þ ð14Þ

where
pij: the pixel value at the position i; j for the plain image,
cij: the pixel value at the position i; j for the cipher image,
MaxI: the largest pixel value of the image I.
Table 10 displays the MSE and PSNR for different noises. The

comparison with other algorithms is added to Table 10. The
decryption algorithm for the image with the Salt&Pepper noise
produces result better than the image with Gaussian noise. The
suggested algorithm gives result better than the algorithms in
[10,22]. Therefore, the suggested algorithm can hold out against
the noise attacks (see Table 11).

7.7. Chosen plaintext attack analysis

Since the suggested algorithm is oversensitive to the key mixing
proportion factor Kz in eqn(2) then any change of pixel values in
the plain image leads to changing in the generating sequences of
2DPSNCM. So, the suggested algorithm can hold out against the
plaintext attacks. For testing the chosen plaintext attack (CPA),
the cipher image and the running of the encryption machine for



Fig. 6. Correlation coefficients of adjacent pixels for the plain image (Lena(256� 256)) and its cipher image in all directions: (a,d) Horizontal direction, (b,e) Vertical direction,
and (c,f) Diagonal direction.

Table 5
Comparison among the suggested algorithm and the algorithms in literature based on Correlation coefficient measurement.

Image Suggested Ref. [10] Ref. [9] Ref. [2]

Algorithm

Lena H �0.0010 0.0025 �0.0045 �0.0048
V 0.0017 �0.0016 �0.0103 �0.0112
D 0.0002 �0.0037 0.0022 �0.0045

Boat H �0.0008 �0.0013 �0.0130 �0.0100
V �0.0034 �0.0020 0.0111 �0.0124
D 0.0026 �0.0009 �0.0182 �0.0185

Table 6
key sensitivity analysis result.
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Table 7
NPCR and UACI of the tested images.

Image NPCR(%) UACI%

Lena(128� 128) 99.63 33.7986
Lena(256� 256) 99.62 33.5188
Lena(512� 512) 99.63 33.4198
Cameraman(256� 256) 99.64 33.4553
Cameraman(512� 512) 99.62 33.4769
Barbara(512� 512) 99.62 33.5803
Boat(512� 512) 99.63 33.5271
Mandrill(512� 512) 99.63 33.4001

Average 99.63 33.5221

Table 8
Comparison of NPCR and UACI of Lena (256� 256) between the suggested algorithm
and the algorithms in literature.

Algorithm NPCR(%) UACI(%)

Expected exact value 99.61 33.46
Suggested algorithm 99.62 33.52
Ref. [9] 99.63 33.51
Ref. [10] 99.61 31.54
Ref. [2] 99.62 33.81

Fig. 7. (a) Decrypted image with Gaussian noise(mean = 0, variance = 0.01); (b)
Decrypted image with Gaussian noise(mean = 0, variance = 0.1); (c) Decrypted
image with Salt&Pepper noise(density = 0.05); (d) Decrypted image with Salt&Pep-
per noise(density = 0.1).

Table 9
Comparison of key space between the suggested algorithm and the algorithms in literatur

Algorithm Suggested algorithm R

Key space 10154 � 2500

Table 10
The MSE and PSNR between decrypted images with and without noise.

Noise Suggested algorithm

MSE PSNR

Gaussian var = 0:01 1967.8 15.2
noise var = 0:1 4665.3 11.4
Salt&Pepper d = 0:05 406.6 22.0
noise d = 0:1 782.0 19.2
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short time are available for the attacker. So, let P be the plain
image, C is the corresponding cipher image and D ¼ ðdijÞ;
dij ¼ 0;1 6 i 6 M;1 6 j 6 N is the designed image to find the deci-
mal array CD.

CPA may be processed via the algorithm in [1] as follows:
Step 1: Implement Algorithm 2 to encrypt D; the cipher. image

is referred by CD,
Step 2: Do RðRestoreplainimageÞ ¼ XORðC; CDÞ,
Step 3: Compare the plain image P and the restored plain image

R.
Fig. 8 shows that the restored plain image is perfectly unlike the

plain image. Therefore, the suggested algorithm can resist the cho-
sen plaintext attack.

7.8. NIST Statistical Tests

Nist is the famous standard test for pseudo-randomness. The
statistical package (NIST) contains 15 tests that were created to
test the randomness of generating sequences given by crypto-
graphic algorithms[25]. To check our results, the NIST is used to
test the randomness of a sequence which consists of 100 cipher
images of length 256� 256� 8 ¼ 524288 bits. Those cipher
images were generated by using random secret keys. Table 7
shows the results for 15 tests and the sequences are all passed.

7.9. Computational complexity analysis

The computational cost of the current algorithm is the total of
the permutation-substitution operations. For the generating key,
ðM � NÞ operations are required. The permutation process is
needed to ðM � NÞ operations for the shuffling process and
ð2�M � NÞ operations for generating the sequences from
2DPSNCM. ðM � NÞ operations are needed for the preprocessing
of these sequences. At the end, for the substitution process, the
XOR is required to ðM � NÞ operations. Therefore, the computa-
tional cost of the suggested algorithm is required to HðM � NÞ
operations.
8. Conclusion

In this paper, a new cryptographic algorithm, based on a two-
dimensional piecewise smooth nonlinear chaotic map, has been
proposed. 2DPSNCM produces chaotic sequences necessary to dig-
ital image encryption. NIST test has been executed on these
sequences and it has confirmed that the 2DPSNCM is appropriate
to digital image encryption. The security of the proposed algorithm
has been proved over many experimental analyses: histogram
analysis, information entropy analysis, correlation analysis,
e.

ef. [9] Ref. [10] Ref. [2]

2237 10182 � 2605 2312

Ref. [10] Ref. [22]

MSE PSNR MSE PSNR

2348.4 14.4 4410.1 11.7
5272.1 10.9 5631.4 10.6
444.1 21.7 869.9 18.7
909.3 18.5 1829.6 15.5



Table 11
NIST statistical test for 100 cipher images by the suggested algorithm.

Statistical test Suggested algorithm Result

Frequency monobit test 100/100 PASS
Block frequency test 98/100 PASS
Runs test 99/100 PASS
Longest runs test 99/100 PASS
Rank test 98/100 PASS
Discrete Fourier transform 99/100 PASS
Cumulative sums test 100/100 PASS
Random excursion test 57/58 PASS
Random excursion variant test 57/58 PASS
Approximate entropy 97/100 PASS
Universal test 99/100 PASS
Serial 100/100 PASS
Linear complexity test 99/100 PASS
Non Overlapping templates test 99/100 PASS
Overlapping templates test 100/100 PASS

Fig. 8. CPA analysis: (a) designed image D, (b) decimal code matrix ED , (c) cipher
image C, (d) restored image R.
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sensitivity analyses, key space analysis, noise attack analysis, and
chosen plaintext attack analysis. The experimental results have
concluded that the proposed algorithm can be used to image
encryption efficiently. Finally, the quantum image encryption algo-
rithm via 2DPSNCM will be proposed to increase the current algo-
rithm’s security in the future.
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