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Abstract

Network Security Situation Awareness (NSSA) is a security theory which can perceive the network threat from a global perspec-
tive. In this paper, we present a Cognitive Awareness-Control Model (CACM) for NSSA. CACM adopts the cross-layer architecture
and cognitive circle which can break through the interactive barrier between different network layers. Firstly, we propose a decision-
level fusion method in which different weights are assigned for different data sources so that the fusion accuracy can be improved.
Secondly, a hierarchical quantification approach is discussed which can avoid inferring the complex memberships among network
components. Finally, a cognitive regulation mechanism is analysed in order to solve the issue of automatic control. The simulation
experiments show that our model can perceive and regulate the threat situation effectively. To the best of our knowledge, this is the
first discussion which utilizes cognitive awareness-control to solve the regulation problem of NSSA.

Keywords: network security situation awareness, cognitive computing, multi-source fusion, threat gene, reinforced learning,
cognitive control

1. Introduction

Network technology becomes an indispensable part of pol-
itics and economy either globally or locally. It has reached a
higher level than ever before in serving national security and in-
terests. However, due to the heterogeneity, the complexity and
the continuous expansion of the scale in current network sys-
tem, traditional network security techniques are short of adapt-
ability and effective coordination to deal with the network se-
curity problems. This results in heavy economic losses, bad
social effect and fatal security accidents. Network Security Sit-
uation Awareness (NSSA) meets the demands of network sys-
tem and is regarded as one of the solutions to face the security
challenges. It can fuse the alerts acquired from multiple secu-
rity data sources and perceive the security threat in a real-time
manner.

The Situation Awareness (SA) originates from the study of
human factors in space flight. As a term, it is widely applied
in the military battlefield and regarded as an essential technique
to make decisions (Kalloniatis et al., 2017). SA considers se-
curity problems from a global perspective including perceiving,
understanding and projecting the states of the network elements
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in a certain space-time condition (Endsley, 1988). Bass intro-
duced SA into the field of network security and proposed the
term of Cyberspace Situational Awareness (CSA) (Bass, 1999).
After that, SA and the network security are integrated as a new
research direction committed to increasing the awareness abil-
ity against the network threat in both wire and wireless net-
works, even in Internet of Things (Saganowski, et al., 2016; Xu
et al., 2017). And many countries including USA, Australia,
France, Germany, Canada, UK, Netherlands, Russia and so on,
consider that CSA is a fundamental capability with respect to
the information and control systems of a country (Franke et al.,
2014). As an extension of what is mentioned above, we define
NSSA as a process to acquire, understand, predict and display
the threat evolution trends caused by the situation factors in a
large scale network environment.

In the past decades, some key issues have been studied and
many schemes have been proposed. However, some challeng-
ing problems remain to be investigated with the appearance
of new network systems. NSSA models cannot break the in-
teraction barriers among different network layers. The fusion
awareness method is also an interesting research point. Fur-
thermore, it is extremely important to construct an automatic
control mechanism which may promote the autonomy of NSSA
system. Faced with these challenges, we introduce the cross-
layer structure and the cognitive circle into the model design of
NSSA with four contributions to evolve the NSSA system from
awareness to awareness-control.

• We adopt cross-layer and cognitive circle to deal with
the information interaction obstacles among traditional
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network layers and form a close-loop feedback structure
which provides a novel network security situation awareness-
control mechanism without the intervention of human be-
ings.

• We propose a fusion algorithm which has the ability of
producing global optimal fusion within all different net-
work layers. We select the decision-level fusion because
it can obtain accurate fusion results and has less prior
probability requirement than fusion methods in other lev-
els.

• We extend NSSA to a hierarchical pattern so that we can
express the situation knowledge more intuitively than the
demonstration of the network traffic or raw alerts in a fig-
ure. In particular, we decrease the difficulty of threat gene
acquisition using the mathematic reasoning and reach the
aim of obtaining them easily without any complex anal-
ysis among network components.

• We present a cognitive regulation mechanism which can
control NSSA in an autonomic manner.

Using these four supporting points, we can form a complete
cognitive feedback structure in which the bridge between dis-
persed computing and continuous control is constructed. There-
fore, NSSA is able to perceive the outside network environment
and control the inner running states. Furthermore, we design
our simulation network and conduct a series of simulation ex-
periments to verify our model and methods in practice. For the
easy understanding, the abbreviation terms will be used in this
paper can be found in Table 1.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews the related works. Section 3 presents our cog-
nitive awareness-control model of NSSA. Section 4 discusses
cross-layer fusion algorithm. Section 5 proposes the hierarchi-
cal quantification awareness method. Section 6 provides our
cognitive control mechanism. Section 7 describes the simula-
tion experiments and the whole paper is concluded in Section
8.

2. Related work

The model and fusion awareness method have attracted the
increasing concerns in the study of NSSA. Although the awareness-
control model and algorithm are in their infancy, the advance-
ment of cognition science provides a solution for the construc-
tion of novel NSSA system.

The NSSA models can be classified into fusion-based model
and feedback-based model. The first fusion-based NSSA model
was proposed and it promoted fusion model to become a typical
research direction (Bass et al., 1999). The fusion-based model
holds that NSSA should include many components (factor ex-
traction, awareness and projection) and may be introduced to
multiple domains in order to perceive the threat of monitored
networks. Many fusion-based NSSA models are derived from
the model of Joint Directors of Laboratories (JDL), and they
approve of the viewpoint of Department of Defense (DoD) that

Table 1: List of abbreviation terms

Aabbrebiation terms Full name

SA Situation Awareness
CSA Cyber Situation Awareness
NSSA Network Security Situation Awareness
IDS Intrusion Detection System
D-S Dempster-Shafer
AHP Analytical Hierarchy Process
CC Cognitive Computing
OODA Observe-Orient-Decide-Act
NIDS Netwrk Intrusion Detection System
HIDS Host Intrusion Detetion System
BMM Bit Matrix Method
CACM Cognitive Awareness-Control Model
FADC Fusion-Awareness-Decision-Control
FOD Frame of Discernment
BBA Basic Belief Assignment
PSO Partical Swarm Optimization

CPSO-DS
Cross-layer Particle
Swarm Optimization D-S

SSS Service Security Situation
HSS Host Security Situation
NSS Network Security Situation
RL Reinforce Learning

HS-QRL
Historical Situation based Q-value
Reinforce Learning

the fusion awareness should contain all parts of JDL from level
0 to level 5 (Azimirad et al., 2015). With the development of
NSSA, more attention has been paid not only to the awareness
of the network threat but also to the situation regulation. In
the academic scope, Markov game theory has been adopted to
construct the feedback-based models with the aim of solving
the regulation problem of security situation through the scheme
of system reinforce (Zhang et al., 2011). The multi-scale trust
framework is also a novel feedback-based model which pro-
vides a dynamic adaptation mechanism for security system (Li
et al., 2015). In the military scope, the Observe-Orient-Decide-
Act (OODA) loop is adopted to form a feedback structure in
the battle field which focuses on providing the availability and
the robustness of weapons, missile systems and torpedo sys-
tems (Franke et al., 2014). In most of existing the NSSA mod-
els, the visualization is considered as an important technique to
evaluate the security situation in an intuitive manner, which is
a notable characteristic different from traditional security tech-
nology such as Intrusion Detection System (IDS) and Firewall.
It should be pointed out that many research results regard the
visualization of threat situation as an important component of
NSSA and the visualization technique greatly enhances the ad-
ministrators’s ability to monitor and manage the networks (Shi-
ravi et al., 2012; Hao et al., 2015; Angelini et al., 2017). Al-
though many novel models were designed to cope with the in-
creasing challenges in NSSA, the proposed methods and mech-
anisms remain to be examined through future applications. As
to the visualization, the demonstration of the network traffic,
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link state and raw alerts in a figure are difficult to obtain the
network security situation in an accurate manner.

The fusion awareness method is the critical part of NSSA
which is characterized by quantification threat evaluation under
the support of multisource fusion. The fusion algorithm plays
a significant role in ensuring accuracy awareness result. How-
ever, the priori probability and conditional probability are diffi-
cult to achieve for the randomness and suddenness of network
events which cause the lack of enough information to manip-
ulate the uncertainty in the process of fusion. The Dempster-
Shafer (D-S) evidence theory meets the requirements of fusion
and needs little communication bandwidth, low prior probabil-
ity and conditional probability (Khaleghi et al., 2013), which
has potential adaptability in NSSA. Two different schemes have
been proposed to promote accuracy and decrease data conflict
when D-S evidence theory is introduced into multisource fu-
sion. One viewpoint is that the traditional D-S combination
rule needs to be improved (Khaleghi et al., 2013). Adding lin-
ear weight can decrease uncertainty and avoid Zadeh paradox
to some extent (Wei et al., 2009). However, the linear weight
does not meet the requirement of associative law in the process
of evidence combination and the fusion algorithm is prone to
getting trapped in local optimization. Some researchers think
that the distinguished combination rules should be designed for
different data sources. For example, the conjunctive combina-
tion rule should be adopted if the data source is dependent (Fu
et al., 2014) and the cautious combination rule can be applied
if the data source is independent (Cattaneo et al., 2011). The
other viewpoint holds that the traditional D-S combination rule
should be kept in the original form and the conflict is caused by
the wrong application or inconsistent evidence. Then, the solu-
tions focus on dealing with the evidence before data fusion. For
instance, the distance between two Basic Belief Assignments
(BBAs) can be calculated to remove the inconsistent evidence
(Feng et al., 2011) or the evidence supporting measure of simi-
larity may regard as an outlier source identification tool so that
only part of consistent evidence is fused. The above-mentioned
methods are environment dependent and difficult to be applied
into heterogeneous sensors fusion in network security systems.
In addition, different approaches still have some issues to han-
dle in order to increase the fusion accuracy and decrease the
probability of data conflict in many practical networks.

Different from data fusion, the hierarchical security anal-
ysis, for its good scalability and low computational complex-
ity (Hong et al., 2016), has become a widely accepted mecha-
nism and attracted more concerns. The security situation may
be depicted in different abstraction levels (Li et al., 2016), that
is, the service level, the host level and the network level. Al-
though hierarchical awareness is an efficient method to express
the evolution trend of network threat, it is challenging to obtain
the distinguished weights in different levels. Analytical Hier-
archy Process (AHP) is a feasible solution adopted by many
researchers (Hu et al., 2007; Zhang et al., 2012; Wang et al.,
2018). However, AHP needs a complex correlation analysis
among threat factors. As a result, it is short of self-adaptability
and difficult to be applied into a dynamic network environment.

In recent years, the control of SA has attracted the atten-

tion of researcher (Evesti et al., 2015). It is eager to provide a
mechanism which can perceive the security situation and assist
the decision-making process as well (Rolim et al., 2016; Li et
al., 2017). Meanwhile, the ability to maintain state awareness
in the face of errors and threats is regarded as a defining feature
of resilient control system (Teixeira et al., 2017). However, ex-
isting studies focus on the awareness and neglect the automatic
control in NSSA.

The cognitive theory provides a novel solution to construct
NSSA model which can offer basic theoretical support for situ-
ation awareness (Dapoigny et al., 2013), and the feedback anal-
ysis improves the decision-making process to a large extent (
Erbachera et al., 2010; Skopik et al., 2013; Nscpoles et al.,
2016; Anjaria et al., 2018). Though the cognitive ability is an
attractive direction, the concrete architecture and the appropri-
ate method are great challenges in further study of NSSA.

Cognitive Computing (CC), derived from cognitive infor-
matics, is an intelligent computing methodology that simulates
the mechanism of brain by autonomous inference. It provides
a new mechanism to deal with the problems existing in current
NSSA. Although there is no unified infrastructure to be widely
accepted, CC which has the similar circle design as that of
OODA has become a research direction in the academic scope
(Sunilkumar et al., 2015). The cognitive circle of CC is ca-
pable of upgrading the adaptability of computing system and
is convenient in building close-loop feedback structure. Mean-
while, the cross-layer design is considered to be the foundation
of CC which can overcome the interaction obstacles between
different layers in traditional network architecture (Fortuna et
al., 2009; Kliks et al., 2017). The effectiveness of cross-layer
structure has been validated in the field of wireless networks
(Tran et al., 2013; Tefek et al., 2016; Sami et al., 2016). Dif-
ferent from wireless networks, the scope of cognitive ability in
a wire network is not limited to a given layer and CC needs to
solve the problem of optimal function overlap among all net-
work layers. The autonomous characteristic and dynamic con-
figuration are also regarded as preferable measures to actualize
the self-adaptation of running system. CC can form a scheme
which possess learning, remembering, thinking, awareness and
other intelligent abilities for the structure and technology used
in the next generation network (Wang et al., 2010). These in-
telligent activities simulate the basic autonomous evolvement
ability of system platform and provide self-configuration (Kim
et al., 2015) and running control without the participation of
human beings (Gomez et al., 2011; Gupta et al., 2011; Ogiela
et al., 2013; Chen et al., 2016).

3. Cognitive awareness-control model for NSSA

We introduce the cognitive idea into the framework design
of NSSA and propose a Cognitive Awareness-Control Model
(CACM) for network security situation based on fusion as shown
in Fig.1. CACM inherits the layering structure which is com-
patible with traditional networks and embeds the cognitive abil-
ity in NSSA in order to solve the issues of cross-layer interac-
tion and autonomous control. Specifically, CACM is composed
of a network cognitive layer, a host cognitive layer, a service
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Figure 1: Network security situation cognitive awareness-control model

cognitive layer and a cognitive cross-layer. The network cog-
nitive layer is the lowest one which includes routers, switches
and other network entities. These entities run network proto-
col stack and are embedded in many security sensors such as
the Network Intrusion Detection System (NIDS) and firewall.
The host cognitive layer is formed by software and hardware
resources of network systems. It also possesses the Host Intru-
sion Detection System (HIDS), the host log sensor and other
host sensors. The service cognitive layer is to prepare all ser-
vices provided by servers and strategies database. Similar to
the network and host cognitive layers, it also has many sensors
to monitor the operation states of the services.

In our model, the cross-layer structure is a critical part dis-
tinguished from the traditional network architecture. It inher-
its existing layering network structure and meets the hierar-
chical awareness demands of NSSA. This design solves the
problem of communication obstacles among different network
layers. Information can be exchanged freely and the interac-
tions through cross-layer provide a solid support for coping
with complex network threats. The core of this layer is a cog-
nitive circle constructed by Fusion, Awareness, Decision and
Control (FADC). The FADC cognitive circle forms a close-loop
feedback structure as shown in Fig.2 and endows NSSA with
the characteristic of concurrency and synchronization.

The FADC cognitive circle is one of the rare attempts to
integrate cognitive capability into SA and renders the SA sys-
tem effective in regulating the security situation instead of only
fusing or perceiving the security threat of monitored network.
We actualize the fusion component through an optimal tech-
nique with cross-layer fusion ability (Section 4) which makes
the network threat more possible for quantification awareness
(Section 5). Different from all the NSSA models in the current
literature, we formalize the control component and propose the
practical control algorithm by improving the machine learning
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Figure 2: Cognitive circle synchronization response model

mechanism (Section 6). All components of FADC circle will
be detailedly discussed in subsequent sections according to the
sequence of awareness-control.

4. Cross-layer multi-source fusion

As one of the critical techniques and the foundation of situa-
tion awareness, the multi-source fusion determines the accuracy
and robustness of quantification evaluation. Though D-S evi-
dence theory is a generally accepted fusion method in NSSA, it
is noted that direct fusion of all raw alerts of heterogeneous sen-
sors in various layers with the same credibility is a key reason
of producing fusion conflict. Here, we adopt two steps to deal
with the above-mentioned issues: (a) eliminating the inconsis-
tent evidences, and (b) constructing new evidence combination
rules.
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4.1. Eliminating inconsistent evidence
The inconsistent evidence is one of the key factors that pro-

duces fusion conflict. The authors in (Feng et al., 2011) illus-
trated the issue of inconsistent evidence which produced unrea-
sonable fusion results. Many solutions, such as in (Li et al.,
2011; Guo et al., 2011), fused the consistent evidences under
the support of measuring the similarity of evidences. Different
from existing results, we propose a novel scheme called Bit Ma-
trix Method (BMM) to eliminate the inconsistent evidence and
fuse the non-conflict evidence set. BMM consists of two steps,
that is, the decision of conflict and the elimination of conflict
evidence.

Assumed that a finite Frame of Discernment (FOD) Θ =

{A1, A2, · · · , AN} and an evidence set E = {E1, E2, · · · , En}. The
Basic Belief Assignment (BBA) is represented as m which is a
mapping from the power set of Θ to [0, 1], m : P(Θ) → [0, 1]
and satisfies the following conditions:

(1) m(∅) = 0;
(2)

∑
A∈P(Θ) m(A) = 1.

Let mi and m j be two BBAs for P(Θ) where i, j = 1, 2, · · · , 2N .
Take mi as an instance, mi denotes the support probability of the
i-th evidence (Ei) to the elements in P(Θ). Then, the BBA vec-
tor of mi can be represented as−→mi = (mi(A1),mi(A2), · · · ,mi(AN)
, · · · ) where A j ∈ P(Θ). The distance between mi and m j is de-
fined in the following Equation (1) (Feng et al., 2011).

di j(mi,m j) =

√
1
2

(‖−→mi‖
2 + ‖−→m j‖

2 − 2 < −→mi,
−→m j >) (1)

where < −→mi,
−→m j > is the scalar product of mi and m j, ‖−→mi‖

2 and
‖
−→m j‖

2 are the square norms of mi and m j, respectively. By (1),
the distances among all evidences can be depicted by a BBA
Distance Matrix (DM).

DM =

∣∣∣∣∣∣∣∣∣∣∣
d11 d12 · · · d1n

d21 d22 · · · d2n

. . . . . . . . . . . . . . . . .
dn1 dn2 · · · dnn

∣∣∣∣∣∣∣∣∣∣∣ (2)

where di j = di j(mi,m j) and dii = 0 for i, j = 1, 2,..., n.
β is a predefined threshold of di j and can be used to evaluate

the compatibility between different evidences as follows.

Ci j =

{
1, di j ≤ β
0, di j > β

(3)

The relation between evidences can be represented using a
symmetry Bit Matrix (BM) whose elements are equal to 0 or 1
according to Equation (2) and Equation (3).

BM =

∣∣∣∣∣∣∣∣∣∣∣
1 C12 · · · C1n

C21 1 · · · C2n

. . . . . . . . . . . . . . . . . .
Cn1 Cn2 · · · 1

∣∣∣∣∣∣∣∣∣∣∣ (4)

In matrix BM, Ci j = 0 (1 ≤ i, j ≤ n) represents that the i-th
evidence and the j-th evidence are incompatible or inconsistent,
and Ci j = 1(1 ≤ i, j ≤ n) denotes that these two evidences
are compatible and consistent. We only need to fuse consistent
evidences in order to decrease the probability of conflict and
increase the accuracy of fusion.

The ith layer

The jth layer

The kth layer

e1

{
}eh

e2

x

y

z

Figure 3: Particle swarm optimization

4.2. PSO-DS multi-source fusion
Although the traditional combination rules can be applied

to multi-source fusion in a homogeneous network environment,
they are not applicable in networks with heterogeneous secu-
rity detectors for the reason that the heterogeneous detectors
have different importance for the final fusion result. Note that
assigning weight for different data sources is a good solution
in D-S fusion. It can satisfy important properties of evidence
combination (Cattaneo et al., 2011). Therefore, adding distinct
weights for evidences become a widely used approach to im-
proving the multi-source fusion in NSSA. However, the linear
weight (Wei et al., 2009) does not meet the requirement of as-
sociative law in the process of evidence combination and the
exponential weight depends on the experience recursion of ex-
perts. The nature of these two approaches is a process of param-
eter optimization by assigning different weights to distinct evi-
dences from multiple data sources. In addition, these methods
do not meet the requirement of cognitive awareness-control in
the aspects of fusion accuracy and adaptability. Particle Swarm
Optimization (PSO) is to obtain the global optimum through
the corporation and competition among the particles (Ali et al.,
2013; Tsekouras et al., 2013). It is widely applied in the fields
of nonlinear and multi-peak optimization, especially in network
field (Shakibian et al., 2014; Cao et al., 2018) including net-
work security (Sun et al., 2018). We here extend the PSO to the
cognitive fusion and propose a cross-layer PSO algorithm com-
bined with the D-S combination rule (CPSO-DS), as shown in
Fig.3, to solve the problem of cognitive fusion. We use the fol-
lowing Equation (5) in PSO to update the velocity (vtd) and the
position (xtd) of the particles distributed in every layer of our
model, with the aim of searching for the exponential optimal
weights for D-S evidence fusion.

vtd = ω · vtd + c1 · rand − num() × (ptd − xtd)+
c2 · rand − num() · (pgd − xtd)
x(t+1)d = xtd + vtd

(5)

where t = 1, 2, · · · , s and s is the population size; c1 and c2 are
constants and they can push the particles to the local optimal
weight (ptd) and global optimal weight (pgd); rand − num() is

5
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a random number function whose value is in [0,1]; w is the de-
creasing inertia weight. Meanwhile, the optimal weights need
to satisfy the fitness function declared in Equation (6).

Fi = max{m(Ai) − max[m(A j)]} (6)

where j , i, j = 1, 2, · · · , h and h is the number of proposi-
tions. If Ai is the decision object, then m(Ai) is the BBA of Ai.
Fi indicates that it can maximize the difference between the de-
cision object and other non-decision objects. In other words,
the D-S fusion can recognize a network attack more easily and
accurately after searching for the optimal exponential weights
by CPSO. Constrained by fitness function, the CPSO assigns
different fusion weights, e1, e2, · · · , eh, for various data from
different data sources and the D-S combination rule is improved
to Equation (7).

m(A) =

∑
A1∩A2∩···∩Ah=A m(B)

1 − Kh
(7)

where A , ∅, m(B) = m1(A1)e1 m2(A2)e2 · · ·mh(Ah)eh and Kh =∑
A1∩A2∩···∩Ah=∅ m1(A1)e1 m2(A2)e2 · · ·mh(Ah)eh .

Through searching for the optimal fusion weights by CPSO,
the new combination rule satisfies the basic properties of D-S
evidence theory, such as the associative law and the distributive
law. Furthermore, CPSO assigns different credibility to distinct
data sources. As a result, the improved D-S combination rule
can decrease the uncertainty and the rate of conflict. In addition,
CPSO itself has the favorable self-adaptability. Even though
there are unknown network attacks appearing in a network, we
only need to train CPSO using the new attack patterns without
duplicated training with all primary samples.

5. Network security situation quantification awareness

After the improvement of D-S evidence theory, we solve
the problems of accuracy and consistency in fusion. The sit-
uation awareness is a procedure of situation factor quantifica-
tion according to the fusion results. The situation factors are
the reductive information representation of security threats in a
higher abstraction layer which can generate security situation
more easily. In this section, we discuss an acquisition method
of threat genes and a situation awareness method with the char-
acteristic of hierarchy.

5.1. Situation factor quantification

For a successful NSSA system, effective awareness depends
on reasonable factor quantification. The situation factors should
include all critical attributes causing the change of threat situa-
tion, such as threat gene (threat degree), attack intensity (event
frequency) and asset importance. Among these factors, the at-
tack intensity and the asset importance are easy to deal with.
However, the threat gene is a prerequisite for the perceiving of
security situation which is difficult to be quantified. The experi-
ence recursion and AHP hierarchical analysis (Hu et al., 2007)
are widely accepted methods to overcome the challenge in the
current research of threat gene obtaining. Note that, the former

x

f(x)

IncreasingDecreasing

Figure 4: Threat gene pattern

relies on the subjective knowledge and the latter needs complex
association analysis among the network components. In the re-
maining part of this section, we define the connotation of threat
gene and discuss a novel method to assess the threat gene.

Definition 1. The threat gene is the quantitative represen-
tation of severity degree. In a time window, a network entity
undergoes n attacks which can be classified into g (0 ≤ g ≤
n) threat grades (the different attacks may belong to the same
threat grade). Then, the threat gene of the k-th grade is defined
as Equation (8).

lk =


1
2 +

√
−2ln 2k

n
6 , 1 ≤ k < n

2
1
2 , k = n

2
1
2 −

√
−2ln[2− 2k

n ]
6 , n

2 < k < n

(8)

We expand the weighted coefficient theory in the field of
multi-object decision (Chen et al., 2002) into NSSA through
discretization of the normal distribution in order to provide a
relatively easy way to obtain quantitative threat gene (as shown
in Equation (8)). Assumed that there are n different kinds of
objects which need to be assigned threat genes. The decision
object is to acquire g threat genes for n objects. We regard
every threat gene as a binary random variable, xi, with the val-
ues being 1 or -1 for the purpose of ensuring that the variable
meets the demand whose mean is zero. Let Xn =

∑n
i=1 xi and

Y = Xn√
n respectively. If Y obeys the normal distribution, then

Xn approximately obeys the normal distribution N(0,
√

n) when
n → ∞. In the coordinate, the abscissa (x) represents the im-
portance of the decision objects (the numerical values of threat
genes) and the ordinate ( f (x)) stands for the number of decision
object (be sorted by threat grade from high to low). According
to the characteristic of normal distribution, we describe the pat-
tern of threat gene as shown in Fig.4. The threat genes of more
serious network events are near to the right in the first quad-
rant. On the contrary, the threat genes of less serious network
events are far to the left in the second quadrant. We divide the
ordinate with the scaling factor α in Fig.5 and execute symme-
try axis transformation using line f (x) = f (0) which transforms
Fig.5 to Fig.6. The goal of the following inference process is
that we should calculate the threat genes only in the condition
of knowing threat grade.
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Figure 5: Threat averaging separation using interval α

x

f(0)

2f(0)

3σ-3σ

Figure 6: Symmetry axis transformation

The general form of normal density function can be ex-
pressed as Equation (9) where µ and σ are the mean value and
the standard deviation respectively.

f (x) =
1
√

2πσ
e−

(x−µ)2

2σ2 (9)

The Equation (9) can be represented as Equation (10) in the
condition of µ = 0.

f (x) =
1
√

2πσ
e−

x2

2σ2 (10)

Then, the functional relation in Fig.6 can be formalized as
Equation (11).

f (x) =


1

σ
√

2π
e−

x2

2σ2 , x > 0
1

σ
√

2π
, x = 0

2
σ
√

2π
− 1

σ
√

2π
e−

x2

2σ2 , x < 0

(11)

We assume that the values of independent variable are ap-
proximately distributed in (−3σ,+3σ) in Fig.6. After that, we
shift the normal distribution curve to the left for 3σ and the
Fig.6 is transformed to Fig.7. Therefore, the expression of Fig.7

2f(0)

f(0)

1α

2α

3α

...

x

f(x)

α

0
1σ 2σ 3σ 4σ 5σ 6σ

σ

Figure 7: Curve shifting with 3σ

f(0)
1σ

2σ

...1α 2α 3α

α

x

2f(0)

0 f(x)

σ

6σ

4σ

5σ

3σ

Figure 8: Coordinate transformation

can be deduced to Equation (12) according to Equation (11).

f (x) =


1

σ
√

2π
e−

(x−3σ)2

2σ2 , x > 3σ
1

σ
√

2π
, x = 3σ

2
σ
√

2π
− 1

σ
√

2π
e−

(3σ−x)2

2σ2 , x < 3σ

(12)

In Fig.7, the ordinate is an independent variable (threat grade)
and the abscissa is function value (numerical value of the threat
genes). This does not accord with the usual representation of
function and we change Fig.7 to Fig.8 using coordinate trans-
formation.

Next, we derive the expression of x using f (x) according to
Equation (12). Meanwhile, we replace x with y, substitute x for
f (x) and obtain Equation (13).

y =


3σ +

√
−2σ2ln[σ

√
2πx], 0 < x < b1

3σ, x = b1

3σ −
√
−2σ2ln[σ

√
2π( 2

σ
√

2π
− x)], b1 < x < b2

(13)

where b1 = 1
σ
√

2π
and b2 = 2

σ
√

2π
.

According to Equation (13), we know that the domain of
x is (0, 2

σ
√

2π
) and can be divided into n equal parts, xi = i

n ×

2
σ
√

2π
= 2i

nσ
√

2π
(1 ≤ i ≤ n). We substitute xi into Equation (13)
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and yi is the threat gene of i-th queue grade.

yi =


3σ +

√
−2σ2ln[σ

√
2πxi], 0 < xi < b1

3σ, xi = b1

3σ −
√
−2σ2ln[σ

√
2π( 2

σ
√

2π
− xi)], b1 < xi < b2

(14)

where b1 = 1
σ
√

2π
and b2 = 2

σ
√

2π
.

From Fig. 8, we can know the maximum threat gene, ymax,
is approximately equal to 6σ. Then, we replace xi in Equation
(14) with 2i

nσ
√

2π
and the i-th threat gene, Gi, can be quantified

as Equation (15).

Gi =
yi

ymax
=


1
2 +

√
−2ln 2i

n
6 , 1 ≤ i < n

2
1
2 , i = n

2
1
2 −

√
−2ln[2− 2i

n ]
6 , n

2 < i < n

(15)

Then, Definition 1 is concluded according to Equation (15).
After that, the quantitative threat gene can be obtained if we
know the number of different threat types (n) and the threat
grades (i). This method also has better adaptability. The new
threat gene can be achieved using Equation (15) autonomously
without depending on expert knowledge and subjective expe-
rience when NSSA is applied into other networks. In addi-
tion, we do not need complex correlation analysis similar to
AHP and decrease the difficulty in the obtaining of threat gene.
For example, the NSSA system is migrated to another network
which has m threat types and j threat grades. We only need to
set n = m and i = j in Equation (15) and the new threat genes
are quantified.

5.2. Threat quantification evaluation
We classify the network security situation into three levels

including the service level, the host level and the network level.
The core idea is that the security situation value can be gener-
ated from the situation factors at all levels.

5.2.1. Service security situation
The service security situation is related to not only threat

gene but also attack intensity or other situation factors.
Definition 2. The Service Security Situation (SSS) is a

symbol of threat that a certain service suffers from. Under the
condition of Definition 1, the weights of attacks are quantified
as lk (1 ≤ k ≤ g) using Equation (8). Assumed that there are
u services deployed in a network system and the i-th service
is presented as S i (0 ≤ i ≤ u). The total number of the at-
tacks aiming at S i is Ni and the number of j-th type of attacks
is expressed as Ni j. Ni j is called attack intensity which satisfies
Ni =

∑g
j=0 Ni j. Then, we describe SSS of S i as Equation (16)

with the above-mentioned factors.

VS i =

g∑
k=1

(Nik 10lk ) (16)

In Equation (16), we choose 10lk as the situation parameter
in order to emphasize the importance of threat gene and weaken
the influence degree of attack intensity on SSS.

5.2.2. Host security situation
The host security situation is mainly related to the number

of services, service weights, service security situation and so
on.

Definition 3. The Host Security Situation (HSS) is the
threat that a host undergoes in a network system. Let that there
are u services running on host Hl (1 ≤ l ≤ v) and v is the num-
ber of hosts in a monitored network. The threat factor of the
i-th service is fS i (1 ≤ i ≤ u). Then, HSS can be defined as
Equation (17).

VHl =

u∑
i=1

(VS i fS i ) (17)

where u represents the number of services on host Hl. We quan-
tify the threat gene of the i-th service, tS i , out of u services using
Equation (8) and normalize it with Equation (18).

fS i =
tS i∑r
j=1 tS i

(18)

where i = 1, 2, · · · , r and r different threat grades are deter-
mined by the kickback caused by the services failure. Then,
we can normalize all service threat genes, tS 1 , tS 2 , · · · , tS r , with
Equation (18) and represent the threat of service with quantifi-
cation value.

5.2.3. Network security situation
Different from the former two security situations, network

security situation expresses the network threat from an overall
perspective. It is related to every situation factor discussed in
service and host security situation. In addition, the number of
hosts and the host importance are also significant parts of net-
work security situation.

Definition 4. The Network Security Situation (NSS) per-
ceives the threat situation from the perspective of whole net-
work. In a network system, there are v hosts which are divided
into p grades according their importance to the network system.
Then, the importance weight of the i-th grade is gHl (1 ≤ l ≤ p).
Combined with the HSS, the NSS may be elaborated as Equa-
tion (19).

VNS =

p∑
l=1

(VHl gHl ) (19)

As one of the importance weights, the threat genes of all
hosts, qH1 ,qH2 ,...,qHp , are assigned by Equation (8), then we nor-
malize them using Equation (20) in order to obtain gHl (1 ≤ l ≤
p) in Equation (19).

gHl =
qHl∑p

j=1 qH j

(20)

The importance weights of host are composite parameters
which depend on different network applications. We will illus-
trate other environment-dependent parameters in the simulation
experiment.

The proposed hierarchical awareness method can change
the discrete situation factors to risk values and provide a new
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threat presentation in combination with the visualization tech-
nique. With the application of this new method, the administra-
tors need not pay most of their efforts to deal with the serious
false alerts and they may monitor their network and perceive
the threat evolution simultaneously instead.

6. Cognitive control based on reinforce learning

The awareness-control by manual system enhancement (Zhang
et al., 2011) is an optional approach to guaranteeing the control
ability of NSSA. However, this method is prone to errors and
poor in real-time nature. Moreover, it places high requirements
on administrators. Faced with these issues, we propose a cog-
nitive control mechanism based on Reinforce Learning (RL) to
form the close-loop structure of FADC cognitive circle (shown
in Fig.2) and achieve the autonomous awareness-control. In this
section, our contributions are twofold including a formal de-
scription of NSSA cognitive control and an automatic approach
of situation regulation.

6.1. Formal mode of RL in NSSA

A network security system can not only perceive the threat
but also possess the abilities of self-control. The cognitive con-
trol mechanism based on RL provides an unsupervised regula-
tion method which can adjust the states of NSSA autonomously.
RL is independent from the specific mathematical model and
has been applied into many automatic control scenarios (Schaal
et al., 2010; Bhasin et al., 2011) including network domain
(Akhtar et al., 2016; Wang et al., 2016). Compared with other
machine learning techniques (e.g., artificial neural network and
support vector machine), three aspects have a direct impact on
driving us to choose RL as the favorite control mechanism in
NSSA. (i) RL endows different importance to the same expe-
rience at different times. (ii) RL needs less training than other
machine learning techniques. (iii) RL provides more support
for Markov decision. Although RL may be more suitable to
the control of NSSA, the curse of dimensionality prevents RL
from being directly introduced into the scenario with contin-
uous states. In this section, we present a Historical Situation
based Q-value RL (HS-QRL) in order to solve the issue of cog-
nitive control in NSSA.

Take a nonlinear dynamic control system based on RL into
consideration (Chen et al., 2013),

ṡ(t) = f (s(t), a(t)) (21)

where s ∈ S ⊂ Rn represents the state and a ∈ A ⊂ Rm denotes
the action in RL. The instant reward can be described as

r = r(s(t), a(t)) (22)

The goal of control is to search a map (policy) π in Equation
(23) and meet the requirements that the cumulative reward is
maximized and the cost is reduced at the same time.

a(t) = π(s(t)) (23)

Then, a continuous integral function Vπ(S ) is obtained,

Vπ(s(t)) =

∫ ∞

t
e−(y−t)/τr(s(y), a(y))dy (24)

where τ is a time constant, r(s(y), a(y)) represents the continu-
ous integrable reward function and s(y) (t ≤ y ≤ ∞) is a state
function that satisfies Equation (21) and (23). The optimal value
function V∗ of optimal policy π∗ can be defined as follows:

V∗(s(t)) = max
a[t,∞)

[
∫ ∞

t
e−(y−t)/τr(s(y), a(y))dy] (25)

where a[t,∞) denotes the actions in t ≤ y ≤ ∞. If r(s(y), a(y))
is non-integrable in the whole interval but it is piecewise inte-
grable, we can transform Equation (25) to a distribution integral
according to the additive property.

V∗(s(t)) = max
a[t,∞)

[
∫ t1

t
e−(y−t)/τr(s(y), a(y))dy+∫ t2

t1
e−(y−t)/τr(s(y), a(y))dy + · · ·+∫ ∞

tn
e−(y−t)/τr(s(y), a(y))dy]

(26)

Based on the optimal value function, a newly designed or
an existing policy may be chosen to actualize the regulation of
NSSA. We utilize the improved Q-value RL as our cognitive
control method and define the related functions as follows in
order to achieve the better control performance in NSSA.

According to the formal description, the core of RL is the
reward function and the value function. We hope to design an
online control mechanism and the Q-value function based on
Sarsa algorithm is a reasonable choice.

Qt+1(st, at) =Qt(st, at) + α(r(s(t), a(t))+
γQt(st+1, at+1) − Qt(st, at))

(27)

where α ∈ [0, 1] and γ ∈ [0, 1] are the learning rate and the
discount factor respectively. Qt(st, at) is the Q-value in time t
with initial value 0. r(s(t), a(t)) is the reward function which
can be defined using Equation (28).

r(s(t), a(t)) = VBe f
S S − VA f t

S S (28)

where VS S is the Security Situation (SS) which may be SSS,
HSS or NSS achieved through Equation (16), (17) or (19). The
reward function represents the difference between SS before the
control is executed (VBe f

S S ) and SS after the control is carried out
(VA f t

S S ). Then, the optimal policy π can be adopted according to
Equation (29) through maximizing the Q-value function.

π∗t+1(s) = arg max
a

Qt+1(st, at) (29)

If we utilize Equation (29) as the principle of policy choos-
ing, the most severe policy will always be the optimal one for
the reason that the most severe policy may desert more data
packets and shut down more ports, which causes the greater
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reward value according to Equation (28). As a tradeoff, the pol-
icy with minimal reward in all feasible policies is chosen in the
condition that VA f t

S S is less than the control threshold Ω which
is considered as a flag to determine whether the regulation is
needed or not. Namely, Equation (29) must meet the require-
ments of Equation (30). VA f t

S S < Ω

a = min
a

(r1, r2, · · · , rm) (30)

where m is the number of possible policies and a is the executed
action when a policy is adopted. Under the constraint of Equa-
tion (30), the more moderate control policy is the favorite one
which results in the minimal impact on data packets of normal
activity.

In a certain time window, NSSA can achieve a SS using
Equation (16), (17) or (19). Different SS values denote different
states and the distinctive response policies need to be adopted
accordingly. We can store a SS (also called state in RL) with
its corresponding policy in data base and a state-policy pair
is formed for the future response if the awareness component
perceives the same SS at successive time intervals. However,
NSSA will produce innumerable SSes as the time goes on and
the states explosion will arise unavoidably. This is the main rea-
son why Q-value RL is not suitable when it is directly applied
into a nonlinear dynamic system with continuous states and ac-
tions. As a reasonable solution, we present a term called ε-state
(ε ≥ 0) and two or more SSes may be considered as one state if
their difference is no more than ε.

Definition 5. Let si and s j (si, s j ∈ S ) be two arbitrary SSes
(states), they are defined as ε-state and regarded as the same
state if and only if

|s1 − s2| ≤ ε (31)

6.2. Cognitive control mechanism
In our cognitive control mechanism, we utilize the histori-

cal state-policy pair as experience data and present the HS-QRL
cognitive control method. In the process of cognitive control,
we need to coordinate many elements such as resources, algo-
rithms and parameters. These elements stay in components of
the FADC circle and also need to be combined with historical
state-policy pair in order to actualize the cognitive awareness-
control. The HS-QRL cognitive control mechanism can be de-
picted in Fig. 9.

Let the situation function, ϕ(tk), be a two-dimension func-
tion or a piecewise function in a time window tk. We evaluate
the SS (ϕ(tcur) = s) in the current time window and search for
the precursor state-policy pair which has the same SS with s in
the state-policy data base, PS P = {s1 → p1, s2 → p2, · · · , sn →

pn}. If there is a state-policy pair whose SS,sk (1 ≤ k ≤ n), is
a ε-state with s, the policy pk is chosen and the corresponding
action is executed. Otherwise, the reward values and Q-values
of all feasible actions are calculated using Equation (27) and
(28). The action with maximal Q-value under the constraint of
Equation (30) is regarded as the optimal one and a new state-
policy pair is stored into PS P. The proposed HS-QRL control
method of NSSA is shown in Algorithm 1.
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Figure 9: The HS-QRL cognitive control mechanism

In Algorithm 1, we configure a threshold Ω which deter-
mines whether the control policy needs to be executed or not.
If the situation value is higher than the threshold, the regulation
will be adopted. Otherwise, the regulation will be ignored. The
same approach can be adopted to regulate the SSS and the HSS.
The difference is that we should utilize different reward func-
tions r(s(t), a(t)) = VBe f

S i
− VA f t

S i
and r(s(t), a(t)) = VBe f

Hl
− VA f t

Hl

respectively compared with the regulation of NSS. Algorithm
1 can be regarded as a Markov decision process with contin-
uous state and action which has been proved to be convergent
(Wei et al., 2017). This guarantees that the HS-QRL control al-
gorithm is bounded and we are capable of obtaining an optimal
policy to carry out the corresponding action or actions in a finite
time complexity. The complexity of Algorithm 1 mainly comes
from the searching of situation-policy pair and the calculating
of reward value and Q-value. We take the worst case into con-
sideration. A new attack pattern emerges and a state-policy pair
is not found in historical data base. Assumed that the number
of state-policy pairs is n in PS P (|PS P| = n), then the algorithm
need to search n times in historical data base. In addition, the al-
gorithm executes all feasible actions (|actions| = m) one by one
(line 7 to line 9) in order to calculate reward value and Q-value.
Therefore, the searching complexity of our algorithm is O(n)
and the computation complexity is O(2m) in the worst condi-
tion. The searching complexity may be decreased if we sort the
state-policy pairs in PS P. Take Binsearch as an instance, the
searching complexity can be promoted to O(logn).

Through the above mentioned treatment, NSSA possesses
the abilities of decision and execution without the manual inter-
vention. Along with the fusion and awareness component in the
FADC cognitive circle, the feedback structure is formed, which
can not only perceive the security situation but also execute the
control policy autonomously.

7. Simulation experiments and analysis

7.1. Simulation experiment setup

We design an experimental network as shown in Fig.10 and
deploy Netflow, Snort and Snmp sensors in different layers of
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Figure 10: Experimental topology

our model. We utilize XML to treat the format and the transmis-
sion of heterogeneous sensor data. The relations between three
sensors and the cross-layer cognitive circle are demonstrated in
Fig.11 including the detailed design structure of Snmp sensor.

The training set and the test set are 20% and 9% of the
DARPA 10% dataset respectively and we extract the number
of different attacks in proportion to the traffic in a real network
in order to simulate the Internet to a large extent. Using the de-
tection results of the three sensors, we initialize the CPSO-DS
fusion engine with iterative training in which the population
size is 55 and search the optimal weights in [0, 1]. The BBAs
of three sensors are obtained using expectation deviation, port
changing rate of Netflow and in-out ratio of the traffic. We list
all the data for subsequent experiments in Table 2.

Table 3: Performance comparison with other D-S fusion

Parameters TDS EDS TPDS CPSO-DS

DR 73.33% 82.60% 86.67% 88.11%
FDR 9.86% 5.80% 5.63% 5.06%

7.2. Fusion performance

We replayed the testing set and utilized the CPSO-DS to
fuse the alerts provided by Snort, Netflow and Snmp sensors.
We compare our fusion method with the traditional D-S (TDS)
fusion, empirical weight D-S (EDS) fusion and two data source
PSO-DS (TPDS) fusion (Liu et al., 2012) in the Detection Rate
(DR) and False Detection Rate (FDR). The experiment results
shown in Table 3 indicate that CPSO-DS fusion is superior to
other fusion methods in DR and FDR. As a decision-level fu-
sion algorithm, CPSO-DS has the better ability in dealing with
the heterogeneous and multiple dimension inputs than data-level
and feature-level fusions. Compared with two sensors fusion,
adding sensors may provide higher DR and lower FDR.However,
more sensors do not promote the DR and FDR to a great extent.
This proves that more sensors do not necessarily produce a bet-
ter result. We should not simply improve the fusion ability by
increasing the number of sensors. The fusion performance is
not only related to the number of sensors but also restricted by
the accuracy and property of a single sensor.

7.3. Hierarchical quantification awareness

7.3.1. Service Security Situation
According to the outputs of CPSO-DS fusion engine, we

follow the steps of factor extraction, factor quantification and
hierarchical awareness to evaluate the network threat. The situ-
ation factors are attack intensity, attack type, threat gene and
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Table 2: Initial experimental data

Attack Type Training Set Testing Set
Netflow
BBA

Snort
BBA

Snmp
BBA eNet f low eS nort eS nmp

Threat
Grade

Threat
Gene

R2L 226 98 0.098 0.194 0.347 0.26 0.71 0.67 1 0.726
U2R 31 11 0.146 0.203 0.261 0.23 0.91 0.69 1 0.726
DoS 78291 33665 0.283 0.189 0.167 0.93 0.34 0.22 2 0.611
Probe 822 354 0.367 0.288 0.188 0.88 0.60 0.41 3 0.389
New * * 0.106 0.126 0.037 0.58 0.71 0.43 0 1

Algorithm 1 HS-QRL control algorithm
Input: Time window tk, control threshold Ω

Output: Optimal policy π∗tk and action(s)
1: Calculate the NSS in time window tk using Equation (19),
ϕtk = V tk

NS =
∑p

i=1(VHi gHi );
2: if ϕtk ≥ Ω then
3: Use ϕtk as an index to search for ε-state situation-policy

pair in PS P;
4: if s j ∈ PS P is a ε-state with ϕtk then
5: Choose p j as the optimal control policy π∗tk ;
6: else
7: for i = 1 to |actions| do
8: Calculate reward value r(ϕ(tk), ai(tk)) and

Q-value Q(tk) for each action ai;
9: end for

10: Choose an optimal policy according to π∗tk (ϕtk ) =

arg max
ai

Qtk (ϕtk−1, atk−1) under the constraint

of Equation (30);
11: Store ϕtk with π∗ (state-policy pair (stk → ptk ))

to PS P;
12: end if
13: end if
14: return π∗ and related action (or actions);

so on. The factor quantifications of the former two factors
are relative easy. For example, we can obtain the attack inten-
sity through counting the outputs of CPSO-DS in a time win-
dow. The attack types are R2L, U2R, DoS, Probe and unknown
attack according to the standard of DARPA. We quantify the
threat genes using Equation (8) and show them in Table 2 where
the threat type is n = 5 and the threat grade is g = 4. The sim-
ulation network ran for a week and the testing set was replayed
by the attackers. We obtained the SSS by Equation (16) and set
two hours as the size of the time window. Fig.12 is the SSS of
Email, Http and Snmp on host H1. Http and Snmp services suf-
fered from a serious attack on Sunday and the threat situation of
Http also needed close attention on the afternoon and evening
of Wednesday. The service of Snmp was in a serious threat situ-
ation at the midnight of Saturday. But the situation of the Email
service was relatively stationary at the monitoring time. Form
Fig.12, we find that there is a disciplinarian which gradually be-
comes severe before a very serious threat appears. According
to this, the administrators should take action in advance when a
noteworthy security situation arises. We only demonstrate the
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Figure 12: Service security situation of host H1 in a week where threat type
n = 5 and threat grade g = 4

SSS of H1 and omit other service security situation views of H2
and H3 that may be generated using the same method as H1.

7.3.2. Host security situation
From the perspective of H1, the importance degree of Email,

Http and Snmp, tS i (1 ≤ i ≤ 3), can be classified into three
grades, medium(ts1 )), high(ts2 ) and low(ts3 ) respectively. The
quantification values of tS i (1 ≤ i ≤ 3) can be calculated by
Equation (8) where g = n = 3 and formalized by Equation
(18) ( fs1 = 0.33, fs2 = 0.50 and fs3 = 0.17). According to
above-mentioned parameters and SSS, the values of HSS were
achieved using Equation (17). As for hosts H2 and H3, the same
method could be adopted to obtain respective SS and we show
them in Fig.13. These three hosts encountered very serious at-
tacks at the weekend. Besides, H1 was subject to a notable
security situation on the afternoon and evening of Wednesday.
The view of HSS reflects the activity regularity that more se-
rious attacks usually occur in the afternoon or the evening. In
these time quantum, the administrators need to pay more atten-
tion to the monitored network and take the response measures
in advance before the most severe threat appears.

7.3.3. Network security situation
The network security situation needs to determine the weights

of the hosts that are more complex than the services. These
weights are closely related to the asset value (Vh), the pivotal
degree to whole network (Cs), the access frequency (A f ) and the
confidential level (Dc). We arrange the grades of these factors
in Table 4 and quantify them using Equation (8). The weight
of a host is a composite one and we set the weight of the i-th
host as qHi where qHi = kVVhi + kCCS i + kAA fi + kDDci and

12
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Figure 13: Host security situation of H1, H2 and H3

Table 4: Host factor grades

Host Vh Cs A f Dc

H1 High Medium Medium High
H2 Medium Low Medium Medium
H3 Medium Low Low Low
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Figure 14: Network security situation

kV = 0.20, kC = 0.30, kA = kD = 0.25. Based on HSS and
Table 4, we utilized Equation (19) to obtain the view of NSS
in Fig.14 which illustrated the situation evolution in a week.
Although the security situations did not reach a serious degree
and the network maintenance was not necessary on Thursday,
the threat evolution deserved our attention. This may be caused
by the attack attempts. However, the very serious situation ap-
peared and the proper measures should be taken on Sunday in
order to avoid the poor performance which may result in the
failure of network even crash.

7.3.4. Self-adaptation ability of hierarchical quantification
The hierarchical fusion awareness method can evaluate the

security situations of service level, host level and network level.
Besides, the method has favorable environmental suitability which
reflects the cognitive ability to a certain degree. From the per-
spective of fusion, CPSO-DS multi-source fusion algorithm does
not need complex repeated learning and we only train CPSO-
DS with the new samples when the situation awareness system
is migrated to a new network. From the viewpoint of threat
gene, our generation method has minor requirements for ex-
pert knowledge and we can obtain the threat gene automati-
cally by providing a new threat grade. We demonstrate the self-

Table 5: Host threat grades and threat fenes of new network

Service Threat Degree Threat Grade New Threat Gene

E-mail High 1 0.50
Snmp Medium 2 0.33
Http Low 3 0.17
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Figure 15: Host security situation of H1 after self-adaptation

adaptation ability of HSS instead. Let host H1 be deployed to
a network that has the different service importance as shown in
Table 5.

We calculated the threat genes using Equation (8) without
complex analysis among all the network components and sit-
uation factors. We generated the situation evaluation views of
three hosts in Fig.15 according to Table 5. We only demon-
strate the HSS of H1 using the new threat genes. The figure
shows the same situation evolution trend as Fig.13. However, it
demonstrates a different threat situation in the new network en-
vironment even under the same attacks and SSSes. Compared
with the awareness methods proposed in (Hu et al., 2007; Zhang
et al., 2012; Dapoigny et al., 2013), we do not need to define
the complex relations between attacks and services, the new
threat genes and the HSS of new network environment can be
obtained automatically using Equation (8) and Equation (17).

7.4. Cognitive control

In the current experiment, we design a simple response pol-
icy to filter the traffic based on source address, destination ad-
dress, source port and destination port as demonstrated in Table
6. During the control process, the components of FADC cogni-
tive circle call the fusion component and awareness component
to fuse the alerts and perceive the new security situation. Tak-
ing the ability of network tolerance into consideration, we set
a situation threshold Ω = 150 in Equation (30) and ε = 30
in Equation (31). The cognitive unit will not make any oper-
ation if the situation values are less than the threshold and the
aim is to avoid frequent regulation and decrease the appearance
probability of control jitter. We utilized the same attack pattern
in Table 2 to validate the effectiveness of our cognitive mecha-
nism. In this section, we only demonstrate the HSS view of H1
after autonomous control and show it in Fig.16.

Fig.16 denotes that the threat of H1 decreases to a great
extent without artificial participation through the autonomous
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Table 6: Policies and actions

Policy Policy Level Action

P1 Low a1=Null
P2 Moderate a2=Close a port of hosts

P3 Medium
a3=Desert attack packets with
specified source IP address

P4 Medium
a4=Desert attack packets with
specified destination IP address

P5 Severe a6=Desert all packets
· · · · · · · · ·
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Figure 16: Host security situation of H1 after cognitive control based on HS-
QRL

cognitive control compared with HSS in Fig.13. HSQ-RL demon-
strates the favorable performance in the situation of continuous
threat (on Thursday and Sunday). However, the performance in
certain short slots should be improved (on Thursday). This is
related to the hysteresis of control, the size of time window and
the control policy. Furthermore, the least severe policy is also
an important reason. This denotes that we should set a smaller
time window and design more complex policies due to the ran-
dom nature of attacks. However, the advantages are remarkable
and they prove that HS-QRL is a good tradeoff between normal
and abnormal activities. (i) HS-QRL decreases the influence to
the normal activity. As it is should be, the severe policy can de-
crease the threat situation to a lower degree even zero, but many
data packets of normal activity will also be deserted in a practi-
cal system. (ii) HS-QRL has the resilience to forged IP attack.
In the process of attacking, the attacker may utilize different
IP addresses to launch abnormal activities. In this condition,
we cannot eliminate the threat situation under the threshold Ω

through executing policy P3. HS-QRL will choose the policy
P4 to decrease the threat value and avoid applying the more se-
vere polices such as P5 and P6 to defend against the forged IP
address attack. (iii) HS-QRL can decrease the times of control
and improve the control jitter. Table 7 shows the distribution
of policies in our experiment and this guarantees that the con-
trol actions are executed as few as possible (65.5% P1 Null ac-
tion) and the optimal policy is prone to be applied between the
moderate level and the medium level (P2 to P4). Through the
analysis of HSQ-RL cognitive control, we know that our con-
trol mechanism is feasible, but more reasonable improvements
still need to be studied. We can also apply HS-QRL into the

Table 7: Policy distribution

Policy Policy Level Execution times Percentage

P1 Low 55 65.5%
P2 Moderate 16 19.0%
P3 Medium 10 11.9%
P4 Medium 3 3.6%
P5 Severe 0 0%

situation regulation of SSS and NSS, which will be discussed
in our future study.

In the process of validation of our awareness-control mech-
anism, we can set a different time window and show the secu-
rity situation views with the intervals of hours, minutes even
seconds from Fig.12 to Fig.16 to realize the finer granularity
awareness. NSSA not only transforms the discrete alerts to con-
tinuous situation evolution view instead of reporting the mas-
sive alerts to the administrators, but also undermines the false
alerts to the statistic characteristic. This provides a novel threat
presentation. We can obtain the changing trend and the law of
the network abnormality from the current and historical situa-
tions, which makes the automatic response possible.

We discuss the situation awareness-control mechanism based
on fusion which has a prominent feature in the aspects of threat
gene obtaining, quantification awareness and cognitive control
as shown in Table 8. In comparison with those typical mecha-
nisms discussed in the current researches, CACM is suitable for
the heterogeneous system and broadens the application prospect
of the NSSA in the current and next generation networks. Mean-
while, the obtaining of the threat gene based on weighted coef-
ficient possesses a better adaptability and the complex associa-
tion analysis is not needed compared with AHP. Furthermore,
our formal description of the hierarchical awareness method
standardizes the process of quantification awareness and defines
the relations among the situation factors. As a result, we can ex-
press the situation knowledge and its evolution law in a different
target field. In addition, the HS-QRL control mechanism may
realize the autonomous and unattended regulation. The CACM
and the proposed methods form a close-loop feedback FADC
cognitive circle which can perceive the threat situation and reg-
ulate the system state autonomously. As a result, the purpose of
managing technology by technology is achieved.

8. Conclusion and future work

NSSA has become a novel technology in defending the net-
works from being compromised. Through analyzing the model,
the fusion algorithm, the awareness method and the cognitive
computing, we come to the conclusion that the research on
NSSA is pushing ahead form awareness to awareness-control.
In the framework of CACM, we proposed our heterogeneous
multi-source fusion algorithm, hierarchical awareness method
and HS-QRL mechanism to deal with the problem of cognitive
awareness-control. We examined our model and validated the
effectiveness and feasibility of the proposed methods through
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Table 8: Comparison with typical researches

Related work Data Source
Fusion
Algorithm

Evaluation
Pattern Threat Gene Adaptability

Control
Mechanism

Bass (1999) IDS/Sniffer – Qualitative – – –
Hu et al.(2007) IDS – Hierarchy AHP Weaker –

Wei et al.(2009)
Vulnerability/

Log D-S Node level
Subjective
experience Weak –

Erbachera et al.(2010) Raw attack/log – Visualization – –
Inter-external
response

Zhang et al.(2011)
Vulnerability/

IDS/Firewall – Game analysis
Threat propagation
network Weaker Manual

Feng et al.(2011) Evidence case D-S Hierarchy Fuzzy weight Weak –
Zhang et al.(2012) Numerical example D-S Hierarchy AHP Weak –

Skopik et al.(2013)
Link/Traffic/

Access Monitor – Hierarchy – – Response cycle

Li et al.(2015) – – Hierarchy Dynamic trust Weaker Trust feedback
Li et al.(2016) IDS – Hierarchy Hidden Markov Weaker Genetic algorithm

Xu et al. (2017)
Vulnerability/

attack netflow –
Ontology
model – Weaker –

Wang et al.(2018) IDS/Firewall D-S Hierarchy AHP Weak –

Ours
IDS/Traffic/

SNMP PSO-DS Formalization Weight coefficient Stronger Autonomous

a series of simulation experiments. The results show that the
model and the methods can perceive the evolution trends of
the security situation and possess the favorable cognitive abil-
ity by constructing a closed feedback circle. This study has
achieved the purpose of autonomous awareness-control which
can be used for promoting the security level and providing a
new approach to resisting against the attacks aiming at the mon-
itored network.

This paper only proposed a series of preliminary solutions
to certain critical problems in the study of NSSA. We are pursu-
ing the formal validation of CACM model and the states space
of FADC cognitive circle. Research on the fusion algorithm
with better real-time nature and accuracy should be addressed,
which may provide a more solid support for the fusion, aware-
ness and control. Finally, the complex regulation policy and
situation forecast should be discussed in subsequent studies in
order to improve the problem of regulation hysteresis and con-
struct a practical NSSA system that supports the current net-
work and the next generation security system.
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