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Abstract: Assuming the most common control structure for zero and primary control of
inverter-based microgrids, i.e. three cascades with the highest one being droop control, the
potential benefit of optimizing the control parameters is investigated. A detailed nonlinear
plant model is derived that compactly describes the dynamics in local dq-coordinates. Then,
the design of the decentralized, cascaded controllers is converted into the problem of designing
one centralized static controller with structural restrictions. To tune the controller parameters,
a direct method for pole-assignment is used. The simulations show that the oscillations in the
transient response can be reduced greatly by choosing appropriate control parameters, while the
speed of the system is restricted due to the low-pass filtering of the power for primary control.
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1. INTRODUCTION

The stability analysis of electricity grids has been of
great research interest for a long time. Yet relatively few
textbooks or publications actually treat the selection of the
control parameters, and even fewer question the typically
used control structure. This might be due to the fact that
for large power systems the detailed model often is not
available. But when considering microgrids, this should
not be an issue. Another reason might be the difficulties
arising due to the decentralized nature of grid control. And
yet, the occurring problems have long been tackled by the
control society, e.g. Litz (1983), Konigorski (1988), Siljak
(1991), Lunze (1992).

Combining the modeling approaches broadly used in power
system stability analysis and the results from the control
society on the design of decentralized controllers, we tune
the controller parameters of a microgrid to improve its
transient behavior.

2. BASIC ASSUMPTIONS AND NOTATION

Assume a symmetrically constructed power system that is
symmetrically operated. Then, only symmetrical signals
occur. Let three-phase AC signals be written in vector

notation: xabc = (xa xb xc)
T
. Let VN be the set of vertices

and EN the set of edges of the network. Let I ⊂ VN be
the set of vertices to which inverters are connected and
VL ⊂ VN the set of vertices to which loads are connected.
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After power flow calculation, edges are added to represent
the loads. Denote the set of these edges EL. They are
connected to the ground node, which is the only element of
VL0. The sets of vertices and edges of the resulting network
used for the dynamical analysis are V = VN ∪ VL0 and
E = EN ∪ EL. Let | • | be the cardinality of the set •. We
assume following numbering of the busses

I = {1, . . . , |I|}
VL = {|I|+ 1, . . . , |I|+ |VL|}

VN \ I \ VL = {|I|+ |VL|+ 1, . . . , |VN|}
VL0 = V \ VN = {|VN|+ 1} = {|V|}

and of the edges

EN = {|V|+ 1, . . . , |V|+ |EN|}
EL = E \ EN = {|V|+ |EN|+ 1, . . . , |V|+ |E|}.

With this consecutive numbering of nodes and edges,
currents injected into vertices and voltages at vertices,
which have a subscript i ∈ V, and voltages over edges
and currents flowing through edges, which have a subscript
i ∈ E, can easily be distinguished. Let the subscripts
I,VL,VN,VL0,V,EN,EL,E denote ordered column vectors
from the corresponding set. For example, the voltages at

the vertices are denoted uT
abc,V :=

[
uT
abc,1 . . . uT

abc,|V|

]
.

Define the function diag, which creates a diagonal ma-
trix from its argument. Let the Kronecker product be
denoted by ⊗, the Hadamard product by ◦ and the inverse
Hadamard product by A◦(−1) := (1/aij). Define the dq-
transformation

Tdq(θ) :=√
2

3

[
cos (θ) cos

(
θ − 2π

3

)
cos

(
θ + 2π

3

)
− sin (θ) − sin

(
θ − 2π

3

)
− sin

(
θ + 2π

3

)
]

(1)

and the inverse dq-transformation

Tabc(θ) := Tdq(θ)
T (2)

such that
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xdq = [xd xq]
T
= Tdq(θ)xabc (3)

Tabc(θ)xdq = xabc.

3. COORDINATE SYSTEMS

The coordinate systems are chosen as described in typ-
ical textbooks on the modeling of electricity networks,
e.g. Kundur (1994), Anderson and Fouad (2003), Sauer
and Pai (1997). The network will be described in dq-
coordinates revolving with the angular velocity ω̆. The
transformation angle is

θ = mod2π(ω̆t) ∈ T, (4)

where T := {x ∈ R|0 ≤ x < 2π} and the operator mod2π
is used so that θ ∈ T. Signals in network dq-coordinates
will be underlined. Each inverter is described in its own
dqi∈I-coordinate system. The rotation frequencies ωi∈I

of these local coordinate systems are set by the power
controllers of the respective inverters. Then, the angle
between the global network dq-coordinates and the local
dqi-coordinates can be tracked by integration

δi(t) = δ0,i +

∫ t

0

(ωi(τ)− ω̆)dτ, i ∈ I, (5)

where δ0,i is the value of δi at t = 0. Since the signals
in the final equations will be in local coordinates, signals
in local coordinates will not specifically be marked. The
transformation from local coordinates of inverter i to
global coordinates is a rotation by δi

Ti∈I :=

[
cos (δi) − sin (δi)
sin (δi) cos (δi)

]
. (6)

Define the block-diagonal transformation matrix

TI := diag
(
T1, . . . ,T|I|

)
. (7)

Then, the voltages and currents at the inverter nodes can
be transformed from local to global coordinates by

iI = TIiI, uI = TIuI. (8)

4. NETWORK MODEL

Let the electrical network be modeled by concentrated
parameters. Conduct a power-flow calculation for a given
operating point and compute the typical impedances as
load models. To derive a dynamical model of the network
with loads, we use the single-phase representation and
Matlab’s power statespace command. This way, a state
space model with voltages as input ua,I and currents as
output ia,I is obtained:

ẋa = Axa +Bua,I (9)

ia,I = Cxa.

Denote the order of the model n. First, extend the model
to represent all three-phases

ẋabc = [A⊗ I3]xabc + [B⊗ I3]uabc,I (10)

iabc,I = [C⊗ I3]xabc.

Then, transform the model to global network dq-coordinates,
which we denote by an underline, c.f. section 3. To do so,
apply the inverse dq-transformation (3)

ẋabc = [A⊗ I3] [In ⊗Tabc]x (11)

+ [B⊗ I3]
[
I|I| ⊗Tabc

]
uI

iabc,I = [C⊗ I3] [In ⊗Tabc]x

and multiply the first equation of (11) by In⊗Tdq and the
second equation by I|I| ⊗ Tdq from the left. Considering

the mixed-product property of the Kronecker-product, this
leads to

[In ⊗Tdq] ẋabc = [A⊗ I2]x+ [B⊗ I2]uI (12)

iI = [C⊗ I2]x.

To compute [In ⊗Tdq] ẋabc consider

ẋ =
d [In ⊗Tdq]xabc

dt
(13)

=

[
In ⊗

[
0 ω̆
−ω̆ 0

]]
x+ [In ⊗Tdq] ẋabc.

Inserting (13) into (12) leads to

ẋ =

[
A⊗ I2 + In ⊗

[
0 ω̆
−ω̆ 0

]]
x+ [B⊗ I2]uI (14)

iI = [C⊗ I2]x,

which is the network model in dq-coordinates. Since the
inverters will all be described in local dq-coordinates,
transform input and output of (14) to local coordinates,
too. Application of (8) yields

ẋ = Ãx+ B̃TI(δI)uI (15)

iI = T−1
I (δI)C̃x,

where we abbreviated

Ã :=

[
A⊗ I2 + In ⊗

[
0 ω̆
−ω̆ 0

]]
,

B̃ := [B⊗ I2] , C̃ := [C⊗ I2] .

In this formulation, δI is an input of the network model.
Since δI will not be needed anywhere else, we augment the
model by (5) which results in a model of the network with
inputs ωI, uI and output iI:

ẋnet =
d

dt

[
x
δI

]
=

[
Ãx+ B̃TI(δI)uI

ωI − 1|I|ω̆

]
(16)

iI = T−1
I (δI)C̃x.

5. INVERTER AND PLANT MODEL

Fig. 1 shows the block diagram of the coupled inverters.
The coupling inductance has been modelled as a line of
the network. Therefore, the inverter node vi∈I is actually
inside the inverter and no loads are connected to these
vertices, which justifies our indexing. Subscript f is used
to denote the remaining filter parameters Lf,i, Cf,i, the
current flowing through the filter inductance if and the
voltage over the filter uf. Reference values given by the sec-
ondary controller are denoted with superscript o. Since the
secondary controller is not investigated, these inputs are
assumed to be constants corresponding to the operating
point of the network. Setpoints from inner control loops
are denoted by superscript *. The absolute value of the
voltage is denoted by û. Subscript m is used to differentiate
low-pass filtered measured values from the actual values.

Before focusing on the controllers, the inverters must
be modeled. As customary in these kinds of models, we
neglect the switching process of the inverters: uf = u∗

f . The
relationship between voltage decline and current flowing
through the filter is described by

uabc,f,i − uabc,i = Rf,iiabc,f,i + Lf,i
diabc,f,i

dt
(17)

duabc,i

dt
=

1

Cf,i
(iabc,f,i − iabc,i) , i ∈ I. (18)
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Inserting (13) into (12) leads to

ẋ =

[
A⊗ I2 + In ⊗

[
0 ω̆
−ω̆ 0

]]
x+ [B⊗ I2]uI (14)

iI = [C⊗ I2]x,

which is the network model in dq-coordinates. Since the
inverters will all be described in local dq-coordinates,
transform input and output of (14) to local coordinates,
too. Application of (8) yields

ẋ = Ãx+ B̃TI(δI)uI (15)

iI = T−1
I (δI)C̃x,

where we abbreviated

Ã :=

[
A⊗ I2 + In ⊗

[
0 ω̆
−ω̆ 0

]]
,

B̃ := [B⊗ I2] , C̃ := [C⊗ I2] .

In this formulation, δI is an input of the network model.
Since δI will not be needed anywhere else, we augment the
model by (5) which results in a model of the network with
inputs ωI, uI and output iI:

ẋnet =
d

dt

[
x
δI

]
=

[
Ãx+ B̃TI(δI)uI

ωI − 1|I|ω̆

]
(16)

iI = T−1
I (δI)C̃x.

5. INVERTER AND PLANT MODEL

Fig. 1 shows the block diagram of the coupled inverters.
The coupling inductance has been modelled as a line of
the network. Therefore, the inverter node vi∈I is actually
inside the inverter and no loads are connected to these
vertices, which justifies our indexing. Subscript f is used
to denote the remaining filter parameters Lf,i, Cf,i, the
current flowing through the filter inductance if and the
voltage over the filter uf. Reference values given by the sec-
ondary controller are denoted with superscript o. Since the
secondary controller is not investigated, these inputs are
assumed to be constants corresponding to the operating
point of the network. Setpoints from inner control loops
are denoted by superscript *. The absolute value of the
voltage is denoted by û. Subscript m is used to differentiate
low-pass filtered measured values from the actual values.

Before focusing on the controllers, the inverters must
be modeled. As customary in these kinds of models, we
neglect the switching process of the inverters: uf = u∗

f . The
relationship between voltage decline and current flowing
through the filter is described by

uabc,f,i − uabc,i = Rf,iiabc,f,i + Lf,i
diabc,f,i

dt
(17)

duabc,i

dt
=

1

Cf,i
(iabc,f,i − iabc,i) , i ∈ I. (18)
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Fig. 1. Block diagram of coupled inverters

Dq-transformation, transformation to local dq-coordinates
and summarizing the equations for all inverters yields

dif,I
dt

=

(
L
◦(−1)
f ⊗

[
1
1

])
◦ (uf − uI) (19)

+

(
diag

(
−Rf ◦ L◦(−1)

f

)
⊗
[
1
1

]

+ diag(ωI)⊗
[
0 1
−1 0

])
if,I

duI

dt
=

(
C

◦(−1)
f ⊗

[
1
1

])
◦ (if − iI) (20)

+

(
diag(ωI)⊗

[
0 1
−1 0

])
uI.

Equations (19) and (20) constitute a nonlinear state space
model describing the filters with states if, uI and inputs
ωI, uf, iI. Connecting this nonlinear state space model
with the network state space model (16) as in Fig. 1
leads to a nonlinear model of the plant with input uT

P =[
ωT

I uT
f

]
and state xT

P =
[
xT δTI iTf uT

I

]
. For the control

of the inverters, we want the output to be ordered as
illustrated in Fig. 2: yT

P =
[
iTf uT

I iTI PT
I QT

I

]
. The output

equations for if and uI are trivial since these outputs are
also states. The output equation for iI is as in (16). The
values of PI and QI are derived from uI and iI:

Pi = uT
i ii, Qi = uT

i

[
0 −1
1 0

]
ii, i ∈ I . (21)

We reformulate (21) in one matrix equation:
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Fig. 2. Block diagram for controller design

PI =
(
I|I| ⊗ [1 1]

)
(uI ◦ iI) , (22)

QI =
(
I|I| ⊗ [1 1]

) [((
I|I| ⊗

[
0 1
−1 0

])
uI

)
◦ iI

]
.

With this, the nonlinear plant model

ẋP = f (xP,uP) , yP = g(xP) (23)

has been derived as illustrated in Fig. 2.

6. CONTROLLER STRUCTURE

6.1 Cascaded Controller

From Fig. 2 it is evident that the task is to design
decentralized multiple-input multiple-output controllers.
Designing such controllers without consideration of the
industrial practice will be part of our future research. For
now, we assume the typically used, e.g. by Pogaku et al.
(2007), cascaded control structure shown in Fig. 3. The
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Fig. 3. Cascaded controller structure commonly used
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common way to design cascaded controllers is to design
the inner loops first and independently from the outer
ones. The outer loops are then designed considering the
inner closed loop. Here, we follow a different approach
and reformulate the control design problem such that all
the loops can be designed simultaneously. Then, the inner
loops are designed under consideration of the outer loops.

Commonly used current controllers are described by

ẋCC,i = i∗f,i − if,i, (24)

uf,i = KpC,i(i
∗
f,i − if,i) +KiC,ixCC,i

− Lf,i

[
0 ω̆
−ω̆ 0

]
if,i, i ∈ I

and commonly used voltage controllers by

ẋVC,i = u∗
i − ui, (25)

i∗f,i = KpV,i(u
∗
i − ui) +KiV,ixVC,i + FpV,iii

− Cf,i

[
0 ω̆
−ω̆ 0

]
ui, i ∈ I.

For the usage in the power controller, the active and
reactive power components are low-pass filtered:

Ṗm = −ωc ◦Pm + ωc ◦PI, (26)

Q̇m = −ωc ◦Qm + ωc ◦QI.

Then, droop control is applied

ωI = ω̆ − kP ◦Pm + kP ◦Po
m (27)

u∗
I = (ûo

I − kQ ◦Qm + kQ ◦Qo
m)⊗

[
1
0

]
.

To summarize, there are the current controllers (24),
voltage controllers (25) and power controllers (27) with
the respective low-pass filters (26). The controllers are
all linear and from Fig. 3 it is evident that they can
be summarized to a linear state space model with in-
put uT

d =
[
iTf uT

I iTI PT
I QT

I

]
, reference input rTd =[

ω̆T ûoT

I PoT

m QoT

m

]
and output yT

d =
[
ωT

I uT
f

]
:

ẋd = Adxd +Bdud + F1drd (28)

yd = Cdxd +Ddud + F2drd.

With this, the design of the cascaded controllers has been
reformulated to the design of a structurally constrained,
dynamic output controller (28). From now on, the con-
troller (28) after coordinate displacement into the operat-
ing point of the plant

∆ẋd = Ad∆xd +Bd∆ud (29)

∆yd = Cd∆xd +Dd∆ud

yd = ∆yd + yd,0, ud = ∆ud + ud,0,

is considered, where constant reference inputs are assumed
and ∆ denotes the difference of the signal to the corre-
sponding value in the operating point.

6.2 Reduction to the Design of a Static Controller

The design of (29) based on the linearized plant with the
system matrices AP,BP and CP can be reduced to the
design of a static controller as described e.g. by Föllinger
(2008). Doing so yields the augmented plant

ẋa = Aaxa +Baua (30)

ya = Caxa,

where the abbreviations

xa =

[
∆xP

∆xd

]
, ua =

[
∆ẋd

∆uP

]
, ya =

[
∆xd

∆yP

]
,

Aa =

[
AP 0
0 0

]
, Ba =

[
0 BP

I 0

]
, Ca =

[
0 I
CP 0

]

were used, and the static controller K that needs to be
designed

ua =

[
Ad Bd

Cd Dd

] [
∆xd

∆yP

]
= Kya. (31)

It is easy to recognize that the system matrices of (30)
contain only matrices of the plant, while (31) contains the
matrices of the dynamic controller and therefore all the
tunable control parameters.

7. CONTROLLER DESIGN METHOD

The design of K must respect the fixed structure of the
matricesAd,Bd,Cd,Dd that result from the decentralized
setup and from the usage of cascaded controllers with
predefined structure for each inverter. To tune the param-
eters of the controllers, the direct method of Konigorski
(1987b) for eigenvalue assignment is applied. Treating the
intricacies of the method is beyond this work, but the basic
principle will be described in what follows. The method is
based on the comparison of the characteristic polynomial
of the closed loop in dependence of the controller

PK(λ) = det (λIn −Aa +BaKCa)

with the desired characteristic polynomial defined by the
desired eigenvalues λK,1, . . . , λK,n

det (λIn −Aa +BaKCa)
!
=

n∏
i=1

(λ− λKi).

This is, at least for single eigenvalues λKi, equivalent to

det (λKiIn −Aa +BaKCa)
!
= 0, i = 1, . . . ,n.

But the eigenvalues cannot always be arbitrarily assigned,
especially in the case of decentralized control. Therefore,
the functions

ei(K) = det(λKiIn −Aa +BaKCa), i = 1, . . . ,n

are combined into a vector

e(K) = [e1(K), . . . , en(K)]
T
.

Then, the eigenvalue assignment problem can be solved at
least approximately by minimizing

J =
1

2
eTWe,

where W is a diagonal weighting matrix. The analytic
computation of the gradient ∂J

∂k , where

k = [k11, . . . , k1q, k21, . . . , k2q, . . . , kp1, . . . , kpq]
T

contains the entries of the controller matrix K, is given
by Konigorski (1988). Because of the cascaded controllers,
the parameters of the controller matrix K cannot be tuned
arbitrarily. Indeed, the optimization variables of the test
network are not entries ofK, but entries of following vector
r:

r =
[
KT

pC KT
iC KT

pV KT
iV FT

pV kT
P kT

Q ωT
c

]T
.

The entries of K therefore are functions of r and the
gradient given by Konigorski (1988) needs to be adapted
accordingly:
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troller (28) after coordinate displacement into the operat-
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is considered, where constant reference inputs are assumed
and ∆ denotes the difference of the signal to the corre-
sponding value in the operating point.

6.2 Reduction to the Design of a Static Controller

The design of (29) based on the linearized plant with the
system matrices AP,BP and CP can be reduced to the
design of a static controller as described e.g. by Föllinger
(2008). Doing so yields the augmented plant

ẋa = Aaxa +Baua (30)
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ua =

[
Ad Bd

Cd Dd

] [
∆xd

∆yP

]
= Kya. (31)

It is easy to recognize that the system matrices of (30)
contain only matrices of the plant, while (31) contains the
matrices of the dynamic controller and therefore all the
tunable control parameters.

7. CONTROLLER DESIGN METHOD

The design of K must respect the fixed structure of the
matricesAd,Bd,Cd,Dd that result from the decentralized
setup and from the usage of cascaded controllers with
predefined structure for each inverter. To tune the param-
eters of the controllers, the direct method of Konigorski
(1987b) for eigenvalue assignment is applied. Treating the
intricacies of the method is beyond this work, but the basic
principle will be described in what follows. The method is
based on the comparison of the characteristic polynomial
of the closed loop in dependence of the controller

PK(λ) = det (λIn −Aa +BaKCa)

with the desired characteristic polynomial defined by the
desired eigenvalues λK,1, . . . , λK,n

det (λIn −Aa +BaKCa)
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=
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(λ− λKi).

This is, at least for single eigenvalues λKi, equivalent to

det (λKiIn −Aa +BaKCa)
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= 0, i = 1, . . . ,n.

But the eigenvalues cannot always be arbitrarily assigned,
especially in the case of decentralized control. Therefore,
the functions

ei(K) = det(λKiIn −Aa +BaKCa), i = 1, . . . ,n

are combined into a vector

e(K) = [e1(K), . . . , en(K)]
T
.

Then, the eigenvalue assignment problem can be solved at
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J =
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where W is a diagonal weighting matrix. The analytic
computation of the gradient ∂J

∂k , where

k = [k11, . . . , k1q, k21, . . . , k2q, . . . , kp1, . . . , kpq]
T

contains the entries of the controller matrix K, is given
by Konigorski (1988). Because of the cascaded controllers,
the parameters of the controller matrix K cannot be tuned
arbitrarily. Indeed, the optimization variables of the test
network are not entries ofK, but entries of following vector
r:

r =
[
KT

pC KT
iC KT

pV KT
iV FT

pV kT
P kT

Q ωT
c

]T
.

The entries of K therefore are functions of r and the
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Table 1. Controller parameters

No optimization Optimization without power sharing Optimization with power sharing

KT
pC

[
10.5 10.5 10.5

] [
11.969 9.493 10.046

] [
11.560 9.943 10.002

]
KT

iC

[
16 000 16 000 16 000

] [
16 957 15 627 15 474

] [
18 205 16 161 14 049

]
KT

pV

[
0.05 0.05 0.05

] [
0.0625 0.0508 0.0405

] [
0.0645 0.0510 0.0324

]
KT

iV

[
390 390 390

] [
370.84 434.47 385.06

] [
272.17 510.11 380.29

]
FT

pV

[
0.75 0.75 0.75

] [
0.7683 0.7635 0.7296

] [
0.7141 0.7507 0.7550

]
kT
P 10−6

[
94 94 94

]
10−6

[
12.2 5.8 38.4

]
10−6

[
18.2 18.2 18.2

]
kT
Q 10−4

[
13 13 13

]
10−4

[
33.19 9.1 32.9

]
10−4

[
21.47 −2.3 11.9

]

Inverter 1

Lf = 1.35mH
Rf = 0.1Ω
Cf = 50µF

Inverter 2

Lf = 1.35mH
Rf = 0.1Ω
Cf = 50µF

Inverter 3

Lf = 1.35mH
Rf = 0.1Ω
Cf = 50µF
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v7
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R11 = 0.23Ω

L12 ≈ 1.85mH
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Li∈{8,9,10} = 0.35mH

Ri∈{8,9,10} = 0.03Ω

Fig. 4. Test System

∂J

∂ri
=

∂J

∂k11

∂k11
∂ri

+
∂J

∂k12

∂k12
∂ri

+ · · ·+ ∂J

∂kpq

∂kpq
∂ri

.

8. APPLICATION AND SIMULATION

For comparability, the system described by Pogaku et al.
(2007) is used and displayed in Fig. 4. An operating point
close to the one used by Pogaku et al. (2007) is chosen. A
slight difference in operating points is unavoidable due to
the virtual resistors Pogaku et al. (2007) add between each
node and ground. Starting with the controller parameters
from Pogaku et al. (2007), the controller parameters are
tuned to achieve a better dynamical behavior of the
network. We display the resulting controller parameters

in Table 1. The corresponding closed loop eigenvalues are
shown in Fig. 5. Trying to shift the dominant eigenvalues
further to the left quickly shows that this can primarily be
achieved by choosing larger bandwidths for the filter (26)
parameters ωc as is clear intuitively. However, the filters’
task is to slow down the primary controllers such that they
don’t react to higher oscillations induced by the switching
processes of the inverters. Since we neglected this switching
process in the model, ωc should not be changed. Fixing ωc

and trying to dampen and accelerate the slow oscillatory
modes at the same time leads to the closed loop eigenvalues
denoted by triangles in Fig. 5. The corresponding control
parameters are given in the second column of Table I.
Because all entries of kP were changed, the better transient
behavior is achieved only by giving up on power sharing
after a load change. Repeating the procedure while keeping
the entries of kP equal, i.e. holding on to power sharing
behavior after load changes, resulted in the eigenvalues
denoted by squares in Fig. 5. The attempt to also dampen
the oscillatory modes of higher frequencies worsened the
locations of the slow oscillatory modes and was therefore
not further pursued.

To demonstrate the improvement in transient behavior,
the first experiment conducted by Pogaku et al. (2007) is
reproduced: A step change of about 3.8 kW real power
of the load connected to vertex 4. We model this by
changing the load impedance from 25Ω to 15Ω after 0.05 s
simulation time. The simulations are conducted using the
nonlinear plant model, which is changed accordingly after
the incident. Unlike Pogaku et al. (2007), we do not display
the low-pass filtered powers Pm,Qm, but PI,QI.

Fig. 6 displays the real power output of the inverters for
all three cases. With the original controller parameters, the
inverters share the additional load. But, in the transition
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Fig. 5. Eigenvalues of the closed plant
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Fig. 6. Simulation of a step change of additional 3.8 kW
of the load connected to vertex 4

to the new steady state, the power output of the inverters
is oscillating considerably. In the second case, where the
controller parameters were optimized without restricting
the real power droops, the oscillations have clearly been
reduced and the system response is not much slower. As
discussed, the power is not shared anymore. In the third
case, where the parameters were tuned while still holding
on to the goal of power sharing, the system is also well
dampened. The response of the third controller in this
case is fairly slow, but since the goal of power sharing
is not very important for short time periods, but rather in
steady state, this is not much of a downside.

9. CONCLUSION AND OUTLOOK

It has been shown that the oscillations in a microgrid
can be reduced considerably just by tuning the controller
parameters. The overall system speed is restricted by the
low-pass filter parameters ωc, i.e. by the higher oscilla-
tions that were not modeled in this work. Still, it might
be possible to enhance the system behavior even further
by generating more degrees of freedom. To investigate
this possibility, the commonly used controller structure
with three cascaded controllers should be reconsidered.
Instead, the application of general multiple-input multiple-
output controllers, one for zero-level control and another
for primary control, should be investigated. Especially
breaking the structure of the zero-level controller seems
promising. First of all, there is no need for two cascaded

PI controllers. Therefore, the dynamical order of the con-
troller could be reduced. At the same time, the degrees
of freedom could easily be increased from the five control
parameter available with the common control structure
KpC,KiC,KpV,KiV, FpV to twelve degrees of freedom of a
controller matrix with six inputs and two outputs plus the
degrees of freedom due to the dynamics of the controller.
Since the zero-level controller uses unfiltered measure-
ments, it is much faster than primary control. Therefore,
one might also be able do dampen the faster oscillating
modes, which should reduce the content of harmonics in
the network and might allow to raise the bandwidths ωc

of the low-pass filters.

Also, the optimization of the control parameters had
predefined eigenvalue locations as objective, which often
are not crucial. Additional degrees of freedom from point
of view of the optimization can be generated, when an area
is specified in which the eigenvalues have to lie, instead of
precise locations, e.g. Konigorski (1987a).

We designed the controllers simultaneously. This has the
advantage that each controller is designed considering
the other controllers. And yet, this is not necessarily the
best approach, since the optimization problem that must
be solved for eigenvalue assignment is not convex. With
the size of the network, this drawback becomes more
severe. Considering this, a better approach might be to
design zero and primary controllers independently based
on matched models. Besides this time-scale decomposition,
other decomposition techniques like the ε-decomposition
and the overlapping decomposition, e.g. Siljak (1991),
should be considered for larger networks.
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