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With the development of Internet ofThings, the number of network devices is increasing, and the cloud data center load increases;
some delay-sensitive services cannot be responded to timely, which results in a decreased quality of service (QoS). In this paper, we
propose a method of resource estimation based on QoS in edge computing to solve this problem. Firstly, the resources are classified
and matched according to the weighted Euclidean distance similarity.The penalty factor and Grey incidence matrix are introduced
to correct the similarity matching function.Then, we use regression-Markov chain prediction method to analyze the change of the
load state of the candidate resources and select the suitable resource. Finally, we analyze the precision and recall of the matching
method through simulation experiment, validate the effectiveness of thematchingmethod, and prove that regression-Markov chain
prediction method can improve the prediction accuracy.

1. Introduction

With the development of Internet of Things (IoT) [1], more
andmore devices, especiallymobile devices, constantly access
the Internet. CISCO predicts that 50 billion devices will con-
nect to the Internet by 2020 [2]. These devices will generate
large amounts of data at the end of the network, which leads
to the increment of the burden of cloud data center.Moreover,
the remote distance between the mobile devices and cloud
data center makes the transmission delay increase, which
makes some delay-sensitive services can not get response and
processing rapidly. IoT services, such as connected vehicle
and video streaming, require high bandwidth and low latency
content delivery to guarantee QoS. Edge computing [3] plays
an important role by using network resources near the local
network to provide a low latency service and improve QoS.

Edge computing is located between the end devices and
cloud data center. It transfers data and computing power from
the cloud to the edge of the network, which processes data
locally [4]. Due to the fact that edge servers are close to end
users, the latency between mobile devices and data center is
reduced.Moreover, the resources are close to the user that can
improve QoS to some extent.

In the IoT environment, the number of network devices
is increasing constantly. The resources with the same service
function are also increasing gradually. The complexity of
user requirements makes resource management a challenge.
Among the many available resources, selecting the suitable
resources to meet the needs of users has become the main
goal.

Although the latency is reduced, the resources in edge
computing are limited compared to cloud computing. The
availability and short-term prediction of resources load [5,
6] have some influence on task scheduling, application
performance, and the QoS of users. The method of resource
prediction can provide the appropriate resource for users
by analyzing the load of the resource itself. Therefore, the
estimation of Resource QoS is significant to user satisfaction
and task allocation in edge computing.

In this paper, we first propose an edge computing
framework. Then, we introduce the penalty factor and Grey
incidencematrix to improve the accuracy of similaritymatch-
ing and select resources which satisfy the needs of users.
We use the regression-Markov chain prediction method for
candidate resources to analyze the change of the load state of
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the resource itself. Finally, we prove the effectiveness of the
estimation method through simulation experiment.

The remainder of this paper is organized as follows. The
related works are introduced in Section 2. We describe the
architecture of the edge computing in Section 3. In Section 4,
we describe the method of dynamic resource estimation.
The experiment results are presented in Section 5. Section 6
concludes the paper.

2. Related Work

Edge computing is the extension of cloud computing to
network edge. There is no standard architecture. The work
of resource estimation has not been well addressed. Mao et
al. [7] developed a joint radio and computational resource
management algorithm for multiuser MEC systems, with the
objective of minimizing the average weighted sum power
consumption of the mobile devices and the MEC server.
Shekhar and Gokhale [8] proposed Dynamic Data Driven
Cloud and Edge Systems (D3CES) as a framework for adap-
tive resource management across cloud and edge resources
to provide QoS guarantees for performance-sensitive appli-
cations. Wang et al. [9] developed an Edge NOde Resource
Management (ENORM) framework to manage edge nodes.
They proposed amechanism for provisioning and autoscaling
edge node resources. Their method reduced data transmis-
sion and communication frequency between the edge node
and cloud.

Aazam and Huh [10] proposed a dynamic resource
estimation and pricing model for IoT.Their work was mainly
focused on considering different types of customers and
devices, and the service-oriented relinquish probabilities.
Based on previous studies, Aazam et al. [11] proposed a
QoE-based resource estimation model to enhance QoS.They
devised MeFoRE method on the basis of service relinquish
probability and historical records. And they considered pre-
vious QoE and Net Promoter Score records to enhance QoS.
Zuo et al. [12] proposed a resource estimationmodel based on
entropy optimization and dynamicweightedmethod to accu-
rately grasp the dynamic load and availability information of
resources. They used the objective function and constraint
condition of maximum entropy to select the resources which
meet the QoS of user.Thismethod achieved optimal schedul-
ing and guaranteed the QoS of user. Dynamic weighted load
evaluation was carried out on the filtered resources to realize
load balancing and improve system utilization.

Zhao et al. [13] proposed a multidimensional resource
model for dynamic resource matching in the IoT, with the
multidimensional description of the IoT resources. They
considered the ontology structure and ontology description
to calculate the similarity by matching the hardware features
and software feature between resources. Zhou et al. [14]
proposed a multiple QoS resource selection and estimation
algorithm. They used Multiple Attribute Decision Making
and Analytic Hierarchy Process (AHP) algorithm. Their
method mainly considered the preference information of
users. Dong et al. [15] analyzed the QoS of a single resource
node. They used a local optimization algorithm to select the

appropriate cloud resources that meet the needs of users.
Ding et al. [16] proposed QoS-aware resource matching
and recommendation method in cloud computing. They
described a resource matching algorithm that considers both
functional requirements and QoS attributes and designed a
resource recommendation method for cloud computing.

3. Edge Computing

Edge computing, located between themobile end devices and
cloud data center, provides computing, storage, and network
services. Edge computing has the ability of decentralized
computation and storage compared with cloud computing.
The resources near the user can support mobile devices for
real-time communication. The main goal of edge computing
is to preprocess data, reduce the delay, and serve the appli-
cations of low delay and real-time response. Currently, the
common edge computing architecture is a three-tier network
architecture, as shown in Figure 1.

As the underlying node, the end devices not only con-
sume data but also produce data. In particular, mobile
devices will require more resource from edge servers rather
than cloud data center. The end devices include all IoT
devices, such as smart mobile phone, intelligent vehicle, and
virtual sensor nodes. These devices are able to sense data,
communicate with the upper layer through sensor networks,
3G, WiFi, and so on, and transmit the collected raw data.
Compared with the servers in data centers, most of the IoT
devices or sensors at the edge are somewhat limited in both
computing power and battery capacity [17]. Edge devices
include some traditional network devices (routers, switches,
etc.) and some specially deployed devices (local servers).
Edge devices have the ability of computing, processing, stor-
age, and forwarding data to the cloud servers. Edge servers
can be connected directly to nearby mobile devices via one-
hopwireless link.Micro data center (MDC) resources include
computing resources, network resources, storage resources,
and software resources. On the one hand, resources come
from the cached local resources; on the other hand, they come
from the data obtained by the monitoring equipment. As the
top layer, cloud computing layer includes data center (DC)
and some cluster servers. The cloud servers can receive data
sent by edge devices for processing and storage.

Figure 2 shows the request process of the service in the
edge computing. The user first submits the request to the
system administrator through the end devices. The system
administrator stores the submitted information and transmits
the statistical QoS requirements to the edge servers through
the edge gateway. Monitoring equipment generates statistics
log by tracking resource utilization and availability of sensor,
applications, and services.Themonitoring data is transmitted
to the edge servers. The edge servers analyze the QoS of
requested service for end users and process locally. The
service is divided into several tasks which are processed
locally as far as possible. Each task selects the best matching
resource from the resource pool based on the estimation
results.Then, the selected resource is allocated and scheduled
to meet the QoS requirements.
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Figure 2: The request process of service in edge computing.

4. Dynamic Estimation Method

In this section, we describe the dynamic estimation method
and estimate the resource with the same service function.The
specific process is shown in Figure 3.

As shown in the figure, the dynamic estimation method
includes two phases: similarity matching algorithm and
regression-Markov chain prediction method. First, we estab-
lish a Resource QoS matrix to calculate the matching degree
between QoS requirements of users and resources through
similarity matching. Then, resources which satisfy the needs
of the users are selected by threshold. Finally, we analyze

the change of resource load and select the optimal resource
through regression-Markov chain prediction method.

4.1. Similarity Matching Method

4.1.1. Resource Description. The resources in the edge nodes
can be provided to meet the QoS requirements of users. In
this paper, resource set which have the same service function
is defined as follows:𝑅𝑠 = {𝑟1, 𝑟2, . . . , 𝑟𝑛} . (1)
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Figure 3: Flow chart of resource estimation method.

Each resource has different QoS attributes. According to
these attributes, the resource is evaluated to determine the
matching between the needs of users and resources. Resource
set 𝑅𝑞𝑖 denotes a collection of the QoS attributes of resource.𝑅𝑞𝑖 = {𝑟𝑞1, 𝑟𝑞2, . . . , 𝑟𝑞𝑚} , (2)

where index 𝑚 represents that each resource has 𝑚 different
QoS attributes, including response time, availability, reliabil-
ity, and price. The price attribute in this paper is defined as
follows: 𝑝 = 𝑈 ∗ 𝑏𝜇𝜑 ∗ 𝐷dev, (3)

where 𝑈 is the basic price of service. 𝜇 is the number of
service requests completed in unit time. 𝜑 is the number of
service requests received in unit time. 𝑏 is a price adjustment
factor, determined by the service provider. 𝐷dev represents
the device type, which can generally be divided into static
devices, small mobile devices, and large mobile devices. The
relative reserved resources of each device are 1, 1.25, and 1.5
times, respectively [10].

The QoS attributes requested by the users are the same as
the resources. The QoS attributes set is defined as follows:𝑢𝑞 = {𝑢𝑞1, 𝑢𝑞2, . . . , 𝑢𝑞𝑚} . (4)

In this paper, we construct a QoS attribute matrix of
resources as the decision matrix.

𝑅 = (𝑟𝑖𝑗)𝑛×𝑚 =(
𝑟11 𝑟12 ⋅ ⋅ ⋅ 𝑟1𝑚𝑟21 𝑟22 ⋅ ⋅ ⋅ 𝑟2𝑚... ... ... ...𝑟𝑛1 𝑟𝑛2 ⋅ ⋅ ⋅ 𝑟𝑛𝑚), (5)

where 𝑟𝑖𝑗 is the 𝑗th QoS attribute value of 𝑖th resource.
Since the measurement units of the QoS attributes are

different, it is meaningless to process the matrix directly.
Therefore, according to the relationship between attributes
and user satisfaction, we use the following formula to stan-
dardize processing:

𝑧𝑖𝑗 = {{{{{{{{{{{
𝑟𝑖𝑗 − 𝑟min

𝑗𝑟max
𝑗 − 𝑟min

𝑗

, 𝑞 is positive attribute𝑟max
𝑗 − 𝑟𝑖𝑗𝑟max
𝑗 − 𝑟min

𝑗

, 𝑞 is negative attribute.
(6)

The above formula indicates two cases: if QoS attribute 𝑞
is positive attribute, the greater the value of the attribute is,
the higher the satisfaction of the users is. On the contrary,
the negative attribute indicates that the smaller the attribute
value is, the higher the user satisfaction is.

In order to ensure the objectivity of the estimation results,
we use the entropy weight method to calculate entropy value𝑒𝑗 and entropy weight 𝑤𝑗 for the QoS attribute of resources.
The formula is as follows:𝑒𝑗 = − 1ln 𝑛 𝑛∑

𝑖=1

𝑓𝑖𝑗 ⋅ ln𝑓𝑖𝑗
𝑤𝑗 = 1 − 𝑒𝑗𝑚 − ∑𝑚𝑗=1 𝑒𝑗𝑓𝑖𝑗 = 𝑧𝑖𝑗∑𝑛𝑖=1 𝑧𝑖𝑗
𝑚∑
𝑗=1

𝑤𝑗 = 1.
(7)

4.1.2. Similarity Matching Algorithm. In order to reduce the
matching time and improve the matching efficiency, the
resources are firstly classified before similarity matching.
Based on theQoS attributes value requested by the users, each
resource can be regarded as a point in the multidimensional
space. The distance between the resources and the needs of
users is measured by Euclidean distance. Since each user may
have preferences for one attribute, or each attribute of the
resources affects the result of the measurement differently,
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therefore, we set objective weight for each attribute and use
weighted method to calculate.

𝑑 (𝑖, 𝑢𝑞) = √ 𝑚∑
𝑗=1

𝑤𝑗 ∗ (𝑟𝑞𝑗 − 𝑢𝑞𝑗)2
𝑑sim (𝑖, 𝑢𝑞) = 11 + 𝑑 (𝑖, 𝑢𝑞) , (8)

where 𝑤𝑗 represents the weight of resource attribute. 𝑑(𝑖, 𝑢𝑞)
indicates the distance between the 𝑖th resource node and the
ideal node (the node indicates theQoS requirements of users)
in the space. 𝑑sim(𝑖, 𝑢𝑞) is the degree of proximity, whose
range is from 0 to 1. The resource is close to the ideal node
when 𝑑(𝑖, 𝑢𝑞) is smaller.

We set the proximity threshold 𝜀 by computing the
proximity degree between the resource node and the ideal
node. The range of threshold is from 0 to 1. It divides the
resources into two sets.𝑅󸀠 (𝜀) = {𝑟𝑘 | 𝑑sim (𝑘, 𝑢𝑞) ≥ 𝜀} . (9)

On the basis of the resource classification, we establish the
matching matrix between the requested QoS of users and the
QoS of the candidate resources.

𝑃 =( 𝑝11 𝑝12 ⋅ ⋅ ⋅ 𝑝1𝑚𝑝21 𝑝22 ⋅ ⋅ ⋅ 𝑝2𝑚... ... ... ...𝑝(𝑛+1)1 𝑝(𝑛+1)2 ⋅ ⋅ ⋅ 𝑝(𝑛+1)𝑚), (10)

where the first 𝑛 row represents theQoS attributes value of the𝑛 resources. The 𝑛 + 1 row represents the QoS attribute value
of the expectation of users.We use formula (6) to standardize
the matrix and calculate the matching degree between the
expectation resource of users and the resources.

In this paper, we use Pearson correlation coefficient to
calculate the matching degree of resources.

sim (𝑥, 𝑦) = Σ𝑟∈𝑅 (𝑞𝑟,𝑥 − 𝑞𝑥) (𝑞𝑟,𝑦 − 𝑞𝑦)√Σ𝑟∈𝑅 (𝑞𝑟,𝑥 − 𝑞𝑥)2√Σ𝑟∈𝑅 (𝑞𝑟,𝑦 − 𝑞𝑦)2 , (11)

where sim(𝑥, 𝑦) is the similarity between attributes 𝑥 and𝑦. 𝑞𝑟,𝑥 and 𝑞𝑟,𝑦 represent the corresponding value of the
QoS attributes 𝑥 and 𝑦 of all resources, respectively. 𝑞𝑥 and𝑞𝑦 represent the average value of attributes 𝑥 and 𝑦 of all
resources, respectively.

In order to ensure that the QoS attribute value of
candidate resources is within the expected range of users,
we introduce the penalty factor and Grey incidence matrix
to analyze the gap between the resource attribute value.
The penalty factor 𝜆 is set on the condition of resource
constraint. The smaller the penalty factor is, the closer the
user expectation range is, and the higher the correlation is.
On the contrary, when the penalty factor is larger, the distance

is more away from the expectation range of users, the lower
the correlation is, and the lower the matching degree is.

𝜆𝑗 = {{{{{{{{{{{
0 𝑟𝑗 < 𝛿𝑗𝑟𝑗 − 𝛿𝑗𝛾𝑗 − 𝛿𝑗 𝛿𝑗 ≤ 𝑟𝑗 ≤ 𝛾𝑗1 𝑟𝑗 > 𝛾𝑗, (12)

where 𝛿𝑗 and 𝛾𝑗 represent correspondingminimumvalue and
maximum value of the expectation range of users for each
attribute of the resources, respectively.

We introduce the penalty factor into the Grey relational
coefficient to calculate correlation degree and correct match-
ing function.The attribute correlation coefficient is calculated
as follows: 𝜉𝑖𝑗 = min + 𝜂 ⋅max𝜆𝑗 󵄨󵄨󵄨󵄨𝑝𝑛+1 (𝑗) − 𝑝𝑖 (𝑗)󵄨󵄨󵄨󵄨 + 𝜂 ⋅max

min = minmin 󵄨󵄨󵄨󵄨𝑝𝑛+1 (𝑗) − 𝑝𝑖 (𝑗)󵄨󵄨󵄨󵄨
max = maxmax 󵄨󵄨󵄨󵄨𝑝𝑛+1 (𝑗) − 𝑝𝑖 (𝑗)󵄨󵄨󵄨󵄨 . (13)

The Grey incidence matrix is defined as follows:

𝜉 = [[[[[[[
𝜉11 𝜉12 ⋅ ⋅ ⋅ 𝜉1𝑚𝜉21 𝜉22 ⋅ ⋅ ⋅ 𝜉2𝑚... ... ... ...𝜉𝑛1 𝜉𝑛2 ⋅ ⋅ ⋅ 𝜉𝑛𝑚

]]]]]]] . (14)

𝜉𝑖𝑗 is correlation coefficient of the 𝑗th attribute of the 𝑖th
resource. 𝜂 is the distinguishing coefficient, with a general
value of 0.5. 𝜆𝑗 is a penalty factor of the 𝑗th attribute. min and
max represent the maximum difference and the minimum
difference. 𝑝𝑖(𝑗) and 𝑝𝑛+1(𝑗) are standardized values.

The modified matching function is

sim (𝑟𝑖, 𝑢𝑞) = 𝛼 ∗ sim (𝑟𝑞𝑖, 𝑢𝑞𝑖) + (1 − 𝛼) ∗ 1𝑚 𝑚∑
𝑗=1

𝜉𝑖𝑗, (15)

where 𝛼 represents weight. When the matching degree
reaches the threshold 𝑘, that is, sim(𝑟𝑖, 𝑢𝑞) ≥ 𝑘, this indicates
a successful match. The resources that successfully match are
put into a candidate resource set 𝑅𝑠󸀠.

The specific matching algorithm is illustrated in
Algorithm 1.

4.2. Regression-Markov Chain Prediction Estimation.
Through the above analysis, we select a candidate resource
set which satisfy the QoS requirements of users. Because
of the dynamic and uncertain nature of the resources, the
amount and value of data collected of QoS will fluctuate.
Moreover, the inherent mobility of the IoT makes mobile
users have certain volatility when using resources. Therefore,
we further select resources by analyzing the load changes of
resources themselves.
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Input: 𝑅𝑠 = {𝑟1, 𝑟2, . . . , 𝑟𝑛}, 𝑅, 𝑢𝑞
Output: 𝑅𝑠󸀠
(1) Normalized matrix 𝑅
(2) [𝑛,𝑚] = size(𝑅)
(3) for 𝑗 = 1 → 𝑚 do
(4) get the 𝑤𝑗
(5) end for
(6) 𝑄 = [𝑅; 𝑢𝑞]
(7) [row, col] = size(𝑄)
(8) 𝑅𝐴[] ← 0
(9) 𝑅𝐵[] ← 0
(10) 𝑢 ← 1
(11) V← 1
(12) for 𝑖 = 1 → row-1 do
(13) get the 𝑑(𝑖, 𝑢𝑞) and 𝑑sim(𝑖, 𝑢𝑞)
(14) if 𝑑sim(𝑖, 𝑢𝑞) ≥ 𝜀 then
(15) 𝑅𝐴[𝑢] ← 𝑟𝑖
(16) 𝑢 ← 𝑢 + 1
(17) else
(18) 𝑅𝐵[V] ← 𝑟𝑖
(19) V← V + 1
(20) end if
(21) end for
(22) 𝑅𝑠󸀠[] ← 0
(23) 𝑡 ← 1
(24) while resource 𝑟𝑖 ∈ 𝑅𝐴 do
(25) get the matrix 𝑃𝐴
(26) calculate the 𝜆𝑗 and 𝜉𝑖𝑗
(27) calculate the sim(𝑟𝑖, 𝑢𝑞)
(28) if sim(𝑟𝑖, 𝑢𝑞) ≥ 𝑘 then
(29) 𝑅𝑠󸀠[] ← 𝑟𝑖
(30) 𝑡 ← 𝑡 + 1
(31) end if
(32) end while
(33) return 𝑅𝑠󸀠

Algorithm 1: Multiattribute QoS resource matching.

Due to the randomness and volatility of the load, the
single resource predictionmethod is difficult to predict accu-
rately. The load has the characteristics of frequent changes
in the short term [18]. The future load will be affected
by the current load, and the load at the next time can
be predicted by current load value. Therefore, this paper
adopts the regression-Markov chain prediction method to
better reflect the changing trend and stochastic fluctuation
characteristics of resources.

According to the difference of time 𝑡, the original data
sequence of the resource load value is recorded as{𝑋(0) (𝑡)} = {𝑋(0) (1) , 𝑋(0) (2) , . . . , 𝑋(0) (𝑝)} . (16)

Firstly, we use the linear regression method to generate
the predicted sequence{𝑋(0) (𝑡)} = {𝑋(0) (1) , 𝑋(0) (2) , . . . , 𝑋(0) (𝑝)} (17)

and calculate the relative residuals of the original sequence
and the predicted sequence{𝑋(1) (𝑡)} = {𝑋(0) (𝑡) − 𝑋(0) (𝑡)} . (18)

Then, we divide the relative residual sequence {𝑋(1)(𝑡)}
into 𝑠 state intervals. According to the state distribution𝑆 = (1, 2, . . . , 𝑠), a one-step transition probability matrix is
calculated.𝑀𝑠×𝑠 = 𝑀(𝑠𝑖) (𝑠𝑗) = 𝑝𝑖𝑗 (𝑋𝑠+1 = 𝑗 | 𝑋𝑠 = 𝑖)

𝑀 = [[[[[[[
𝑀11 𝑀12 ⋅ ⋅ ⋅ 𝑀1𝑠𝑀21 𝑀22 ⋅ ⋅ ⋅ 𝑀2𝑠... ... d

...𝑀𝑠1 𝑀𝑠2 ⋅ ⋅ ⋅ 𝑀𝑠𝑠
]]]]]]] .

(19)

If matrix 𝑀 satisfies the following conditions: 𝑀𝑖𝑗 ≥ 0,𝑖, 𝑗 ∈ 𝑆, and ∑𝑀𝑖𝑗 = 1, 𝑖, 𝑗 ∈ 𝑆, 𝑀 is a random matrix.𝑃(𝑛) = (𝑝𝑖𝑗(𝑛)) = 𝑃𝑛 represents 𝑛 step transfer matrix.
It is assumed that the Markov chain reaches a stable

state after the 𝑛 step transition. The stable state vector 𝑥 =[𝑥1, 𝑥2, . . . , 𝑥𝑠] satisfies 𝑥 = 𝑥𝑀
𝑠∑
𝑖=1

𝑥𝑖 = 1. (20)

We set the initial state to obtain the probabilities𝑝1, 𝑝2, . . . , 𝑝𝑠 corresponding to the error state interval by
solving the distribution probability of the stable state. Accord-
ing to the maximum probability principle, the state corre-
sponding to the maximum probability is taken as the state
of the next moment. The predictive value is brought into the
corresponding state interval to solve the prediction interval
value. On this basis, we predict the availability of resources
over a period of time and rationally select the right resource.

5. Experimental Results

To test the performance of estimation method, we use the
performance indicators in [13] as the estimation indicators.
The performance indicators in this experiment are defined as
follows.

Precision (Prec = |𝐴|/|𝐵|) is used tomeasure the accuracy
of resource selection. Specifically, candidate resources that
successfully match the user QoS make up the percentage of
all resources, where 𝐴 represents candidate resources that
successfully match the user QoS and 𝐵 represents all the
resources.

Recall (Rec = |𝐴|/|𝐴 ∪ 𝐶|) is used to measure the
effectiveness of resource selection. Specifically, the candidate
resources that successfully match the user account for the
percentage of all matching successful resources, where 𝐶
represents the matching successful resources that are not
within the candidate resources set.
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Figure 4: Variation of precision and recall under different matching
threshold.

𝐹-measure (𝐹-measure = (2 ∗ Prec ∗ Rec)/(Prec + Rec))
is the weighted average of precision and recall, which is used
to reflect the overall performance. The more the 𝐹-measure
tends to 1, the more effective the estimation method is.

The experimental platform adopts MATLAB to set up a
different number of resource nodes randomly. Each resource
node includes multiple QoS attribute information. The QoS
attributes information is set by simulation of resources
characteristics on edge servers, including response time,
availability, and price. The proximity degree 𝜀 and the weight𝛼 are 0.5. In order to ensure the effectiveness of the result, we
conduct the experiment 20 times and take the average value
as the experimental result.

In order to obtain the best performance, we set up a
matching threshold 𝑘 to filter irrelevant resources by low
similarity. Taking into account the contradictory relation
between precision and recall, we decide to use 𝐹-measure as
the initial standard to find the optimal threshold.

Figure 4 shows the variation of precision and recall
under different matching threshold. As can be seen from
Figure 4, the precision and recall are inversely related. When
the matching degree is higher, the precision is lower, and
the recall is higher. In order to ensure the precision and
recall within acceptable limits, the threshold 𝑘 should be
between 0.5 and 0.6. Figure 5 shows the change of 𝐹-measure
under different matching threshold. It can be seen that,
with the increase of threshold, the 𝐹-measure is significantly
decreased. When the 𝑘 value is 0.5, the 𝐹-measure is in the
higher position, so 𝑘 = 0.5 is taken as thematching threshold.

Figures 6 and 7 show the precision and recall performance
of the method, respectively. Our method is compared with
two methods where the first does not consider the penalty
factor (denoted as SMNP method) and the second does
not consider the penalty factor and Grey relational grade
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Figure 5: Variation of 𝐹-measure under different matching thresh-
old.
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Figure 6: The comparison of precision of different methods under
different numbers of resources.

(denoted as SMNGmethod), respectively. As we can see, our
method is superior to other methods on precision and stays
above 90%. Since the penalty factor improves the similarity
of resources, it makes the resources meet the needs of users
as much as possible. But the recall is lower than the other two
methods and remains at around 72%, within the acceptable
level. Although the method can avoid the constraint and
relationship between the attributes of resources, it only
matches the quantity attribute of the resources.

Figure 8 shows the 𝐹-measure under the different num-
bers of resources. It can be seen that our method is superior
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Figure 7: The comparison of recall of different methods under
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Table 1: Residual state interval.

State Residual interval
(1) (−20%, −10%]
(2) (−10%, −5%]
(3) (−5%, 0%]
(4) (0%, 5%]
(5) (5%, 10%]
(6) (10%, 20%]
to other methods. The 𝐹-measure is maintained above 80%,
which further validates the effectiveness of our method.

In this paper, we take CPU utilization as resource load
index to predict. We record CPU utilization of downloading
files every 5 seconds to obtain time series data.Weuse the first
10 times’ load data to make short-term prediction of the next
5 times’ CPU utilization and prove the effectiveness of the
method by the error values. The residual sequence is divided
into the following 6 states by linear regression analysis, as
shown in Table 1.

As the regression-Markov chain prediction method is
interval prediction method, the prediction result is interval
distribution. We select the state interval with the maximum
probability as the prediction interval. We select (−5%, 0%]
state interval as a result by analyzing the probability of each
state interval in the stable state.

The error result of the regression-Markov chain pre-
diction method is shown in Figure 9. It can be seen that
the method has a higher prediction accuracy and less error
compared with the linear regression prediction method. Due
to the large fluctuation and randomness of the load, the single
prediction method has a poor effect. The linear regression
method can predict the changing trend of the load state,
but it can not reflect the stochastic volatility. The Markov
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Figure 8:The comparison of 𝐹-measure of different methods under
different numbers of resources.
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Figure 9: Comparison of errors between regression prediction and
regression-Markov chain prediction in the future time.

chain solves the stochastic volatility problem and improves
the accuracy of the prediction method.

6. Conclusion and Future Work

With the rapid development of Internet of Things and cloud
computing, service QoS and user satisfaction become an
important challenge. Local computing and storage capabili-
ties of edge computing can reduce latency and improve user
satisfaction. In this paper, we useweighted Euclidean distance
similarity to classify multiple QoS attribute resources. We
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select the appropriate resources by similarity matching and
regression-Markov chain prediction method. Since the QoS
attributes system is extensible and the user QoS requirements
are dynamic, the estimation method has certain scalability.
On the basis of the existing work, we can design a reasonable
method of resource estimation to balance the satisfaction
between users and service providers and improve the utiliza-
tion of resources.
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