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A B S T R A C T

Previous studies have shown that online data, such as search engine queries, is a new source of data that can be
used to forecast tourism demand. In this study, we propose a forecasting framework that uses machine learning
and internet search indexes to forecast tourist arrivals for popular destinations in China and compared its
forecasting performance to the search results generated by Google and Baidu, respectively. This study verifies
the Granger causality and co-integration relationship between internet search index and tourist arrivals of
Beijing. Our experimental results suggest that compared with benchmark models, the proposed kernel extreme
learning machine (KELM) models, which integrate tourist volume series with Baidu Index and Google Index, can
improve the forecasting performance significantly in terms of both forecasting accuracy and robustness analysis.

1. Introduction

All over the world, the tourism industry contributes significantly to
economic growth (Gunter & Onder, 2015; Song, Li, Witt, &
Athanasopoulos, 2011). According to the China National Tourism Ad-
ministration, in 2016 the tourism income of China reached 4.69 trillion
RMB, increasing by 13.6% compared to the previous year, and ac-
counted for 6.3% of China's GDP. Thus, forecasting tourist volume is
becoming increasingly important for predicting future economic de-
velopment. Tourism demand forecasting may provide basic information
for subsequent planning and policy making (Chu, 2008; Witt & Song,
2002). Methods used in tourism modeling and forecasting fall into four
groups: time series models, econometrics models, artificial intelligence
techniques and qualitative methods (Goh & Law, 2011; Song & Li,
2008). In addition to simple tourist data announced by the State Sta-
tistics Bureau, Internet search queries, which reflect the behavior and
intentions of tourists, have increasingly been used in tourism fore-
casting models (Croce, 2017; Goodwin, 2008). However, the search
index has created big opportunities in the modeling process of tourism
forecasting (Li, Pan, Raw & Huang, 2017).

Internet search data has been applied to many aspects, such as hotel
registrations (Pan & Yang, 2017; Rivera, 2016), tourist numbers
(Bangwayo-Skeete & Skeete, 2015; Yang, Pan, Evans, & Lv, 2015),
economic indicators (Choi & Varian, 2012), unemployment rates

(Askitas & Zimmermann, 2009), private consumption (Vosen &
Schmidt, 2011), and stock returns (Zhu & Bao, 2014). When introdu-
cing the Baidu Index or Google Index into forecasting models, keywords
and the composition of indexes must be selected carefully. Keywords
can be selected according to the correlation coefficient, the tendency
chart or the crowd-squared method (Brynjolfsson, Geva, & Reichman,
2016). Additionally, the composition of indexes can be achieved by the
HE-TDC method (Peng, Liu, Wang, & Gu, 2017) or the principal com-
ponent analysis (PCA). Obviously, efforts should be made to avoid
problems related to multi-collinearity and over-fitting to the greatest
extent possible.

In this study, we proposed a new framework integrating machine
learning and Internet search index to forecast tourist volume. The
forecasting power of the framework is attributable to two features: first,
relevant Internet search queries greatly contribute to the goodness of
fit; second, Kernel-based extreme learning machines have short com-
puting time and good generalization ability. However, as far as we
know, few studies have adopted extreme learning machine to forecast
tourism demand. The proposed framework is utilized to forecasting
Beijing tourist arrivals. Relevant Internet search keywords cover the
various aspects of tourism including dining, lodging, recreation, shop-
ping, tour and traffic. Different from previous studies, this paper con-
siders both Baidu Index and Google Index, which reflect the current
situation of domestic tourists and foreign travelers. The experimental
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results illustrate that the proposed forecasting framework is sig-
nificantly superior to the traditional time series models and some other
machine learning models. Meanwhile, the forecasting power of the
models with Baidu Index and Google Index is stronger than that without
one index or both indexes, which may provide solid evidence that
Internet search queries are of great significance to tourism demand
forecasting.

The remainder of this paper is organized as follows: Literature re-
view is provided in Section 2. Kernel extreme learning machine is in-
troduced in Section 3. Forecasting framework is shown in Section 4.
The empirical study is given in Section 5. Finally, Section 6 offers
concluding work and implications for further research.

2. Literature review

This section reviews relevant literature about tourist arrivals fore-
casting and tourism forecasting with search engine query data. A list of
these literature is provided in Table 1.

NOTE: state space models with exogenous variables (SSME) model;
exponential smoothing (ES) model; Autoregressive Mixed-Data
Sampling (AR-MIDAS) models; empirical mode decomposition (EMD);
back propagation neural network (BPNN); autoregressive distributed
lag model (ADLM); time-varying parameter (TVP); vector auto-
regressive (VAR) model; error correction autoregressive distributed lag
model (EC-ADLM); Bayesian vector autoregressive (BVAR); auto-
regressive moving averaging (ARMA); seasonal autoregressive in-
tegrated moving average (SARIMA); generalized dynamic factor model
(GDFM); principal component analysis (PCA); generalized auto-
regressive conditional heteroskedasticity (GARCH); autoregressive in-
tegrated moving average with exogenous variables (ARIMAX); state
space models (SSM); Dynamic linear model (DLM); modular genetic-
fuzzy forecasting system (MGFFS); structural time series model (STSM);
support vector regression (SVR); fruit fly optimization algorithm (FOA);
seasonal index adjustment (SIA); root mean square error (RMSE); mean
error (ME); mean absolute error (MAE); mean absolute percentage error
(MAPE); Diebold-Mariano (DM) statistic; mean absolute deviation
(MAD); the number of hotel nonresident registrations (NHNR).

2.1. Tourist volume forecasting

Autoregressive integrated moving average (ARIMA) is the most
widely used time series forecasting model. This model has also been
widely applied to tourism forecasting and performed well
(Athanasopoulos, Hyndman, Song, & Wu, 2011; Brida & Risso, 2011;
Chang & Liao, 2010; Chen et al., 2012; Du Preez & Witt, 2003;
Jungmittag, 2016; Li & Sheng, 2016; Liang, 2014; Lim & McAleer,
2002; Shahrabi et al., 2013). However, ARIMA models do not always
outperform others. These models perform well in the traditional
econometric models, but they are sometimes inferior to intelligence
methods. Song and Witt (2000) used a variety of techniques to predict
tourism demand for a specified region and found that a neural network
approach outperformed ARIMA model. Similarly, previous research on
tourist arrivals in China demonstrated that support vector regression
(SVR) outperformed back propagation neural network (BPNN) and
ARIMA models.

Exponential smoothing (ES) has been widely used in tourism fore-
casting and many scholars use the model as a benchmark (Fildes et al.,
2011; Park, Rilett, & Han, 1999; Witt & Witt, 1995). Other time series
models include but are not limited to state space models
(Athanasopoulos & Hyndman, 2008; Beneki, Eeckels, & Leon, 2012; Du
Preez & Witt, 2003), error correction models (ECM) (Lee, 2011; Shen,
Li, & Song, 2009; Vanegas, 2013; Wong et al., 2007), and generalized
autoregressive conditional heteroskedastic (GARCH) models (Chan,
Lim, & Mcaleer, 2005; Liang, 2014).

In recent years, artificial intelligence (AI) techniques have emerged
in the tourism study, such as fuzzy logic theory, artificial neuralTa
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networks (ANNs), support vector machines (SVM) and genetic algo-
rithms (GA). The key advantage of AI is that they do not need any
assumptions such as stationarity or distribution. Hence, these AI tech-
niques have been widely applied to tourism demand forecasting.

For example, ANNs are soft computational techniques used in
computer science and other research disciplines. The unique features of
ANNs, such as the adaptability, nonlinearity, make this technique a
useful alternative to the classical regression forecasting models (Song &
Li, 2008). The first computational model for ANNs was proposed by
McCulloch and Pitts (1943) by means of threshold logic algorithms and
mathematics. After this, ANN had a rapid development and continuous
improvement. For tourism forecasting, the overall performance of ANNs
has been shown to be better than traditional time series models and
econometric models. ANN applied to predict Japanese tourist arrivals in
Hong Kong outperformed naïve, multiple regressions, exponent
smoothing, and moving average (Law & Au, 1999).

Generally, SVMs are used to solve classification, regression esti-
mation and forecasting problems. SVM was firstly introduced to tourism
forecasting in the late 1990s and improved versions of SVM have
continued to appear post-2000. Sencheong and Turner (2005) given the
literature review of the applications of SVMs to tourism forecasting. The
empirical results demonstrate that SVMs commonly outperform the
time series models and multiple regression models in tourism fore-
casting. For instance, Claveria, Monte, and Torra (2016) showed that
the SVM improved the forecasting performance with respect to the
benchmark model. Similar findings were also obtained by Pai, Hung,
and Lin (2014), who concluded that the performance of SVM out-
performed ARIMA model in tourism demand forecasting at Hong Kong
and Taiwan.

2.2. Tourism forecasting with search engine data

In recent years, a number of authors have paid more attention to the
application of web search data for tourism forecasting. A common web
search using Google Trends or Baidu Index, which are essentially search
volumes of keywords, can be used to identify potential tourists and as
indicators of tourist behaviors, including where and how tourists travel.

The use of web search data can significantly improve the precision
of tourist volume forecasting. For instance, Pan, Wu, and Song (2012)
showed that forecasting accuracy improved significantly when Google
search data were included in the ARMA models, which provide strong
support for the use of search engine data in demand forecasting of hotel
rooms. Similar conclusions were reached by Artola, Pinto, and Garcia
(2015), who improved forecasts of tourism inflows into Spain using
Google Indexes on internet searches measuring the relative popularity
of keywords associated with travelling to Spain. In addition, Baidu
Index has been used to predict tourism demand in China. Yang et al.
(2015) used search engine query data to forecast tourist arrivals to
Hainan Province. Their empirical results showed that search engine
query data from both Google and Baidu helped significantly improve
forecasting performance; furthermore, Baidu index data performed
better more, likely due to its larger market share in China. Similarly, Li
et al. (2017) employed search engine query data to create a composite
search index and used a generalized dynamic factor model (GDFM) to
forecast tourist arrivals of Beijing.

3. Kernel extreme learning machine

Extreme learning machine (ELM) is a type of single-hidden layer
feed-forward neural networks (SLFNs) (Huang, Zhu, & Siew, 2006).
ELM models have been widely used to many fields by means of its fast
learning speed and generalization ability. The key highlight of the ELM
models is that the input weights and biases are randomly generated and
the hidden layer parameters need not be tuned. The output weights are
obtained by simple matrix computations, so the computing time is very
short.

For N arbitrary samples R R∈ ∈ = ⋯x y x y i N( , ), , , 1,2, ,i i i
N

i
N ,

if the activation function of hidden layer is h x( ) and the output matrix is
Y , then the typical SLFNs can be defined as
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where β represents the network output weights between the hidden
layer and the output layer, = …w ω ω ω[ , , , ]i i i iN

Τ
1 2 is the input weight

between the ith hidden layers and input layers the, l is the number of
hidden nodes, and b is the threshold of the hidden layer. The above
equations can also be written as:

R R= ∈ ∈ = = +× ×Hβ Y Y β H H ω b h ωx b, , , ( , ) ( )N m N m (2)

where H is the output matrix of the hidden layer. The weights and
biases of input layer are randomly produced instead of being tuned. The
only unknown parameter is the output weight β which can be solved by
the ordinary least square (OLS) method. The solution of the above
equation is given by

= = −β H Y H H HHˆ , ( )T T† † 1 (3)

where H† denotes the Moore-Penrose generalized inverse of H (Huang
et al., 2006). According to Ridge regression theory and the orthogonal
projection method, β can be calculated by adding a positive penalty
factor C1/ as follows:

= + −β H C HH Yˆ (1/ )T T 1 (4)

Then, the output function of ELM can be expressed as follows,

= = + −f x Hβ HH C HH Y( ) ˆ (1/ )T T 1 (5)

This method overcomes some shortcomings of the typical gradient-
based learning algorithms, such as over-fitting, local minima and long
computation time. The topology structure of ELM is shown in Fig. 1.

A Kernel-based ELM was proposed by Huang (2014). In Huang's
proposal, the activation function h x( ) of the hidden layer is replaced by
a kernel function in terms of Mercer's conditions. The output function of
KELM can be formulated as follows,

= =
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in this formula, the feature mapping h x( ) need not be known to users;

Fig. 1. The topology structure of ELM.
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instead one may use its corresponding kernel k x x( , )i . This situation
means that a kernel function can replace the random mapping of the
ELM, and the output weights are more stable. Therefore, the KELM
achieves better generalization ability than the ELM. In this paper, four
different kernel functions are employed as follows:

(1) Linear kernel function:

=K x x x x( , )i T
i (7)

(2) Polynomial kernel function:

= + >K x x γx x r γ( , ) ( ) , 0i
T

i
p (8)

(3) RBF kernel function:

= − − >K x x γ x x γ( , ) exp( ), 0i i
2 (9)

(4) Wavelet kernel function:

= ∗ − − − >K x x α x x γ x x α γ( , ) cos( ( ))exp( ( ) ), , 0i i i
2 (10)

4. Forecasting framework

During the travel planning process, visitors need to make a large
number of decisions about all aspects of travel, such as selecting a
destination, traffic, lodging, and dining. Prior to arriving, visitors make
these decisions based on their own time, and vary from person to
person. To aid in decision-making, visitors often employ search engines.
Therefore, the different types of information required by visitors re-
flected by the search query may be captured at different times on these
search engines. Hence, we propose a forecasting framework that uses
machine learning and internet search indexes to forecast tourist arrivals
(Fig. 2). The framework describes the modeling process starting with
data extraction, data fusion and data computing.

5. Experimental study

Beijing was selected as the location of this empirical study to
evaluate the effectiveness of the proposed forecasting framework. The
experimental design is introduced in Section 5.1 and the experimental
results are provided in Section 5.2. Finally, these results are summar-
ized and discussed in Section 5.3.

5.1. Experimental design

5.1.1. Data collection
Data for monthly Beijing tourist arrivals, which is the sum of

mainland tourist arrivals and overseas tourist arrivals, during the
period of January 2011 to April 2017 were obtained from the Wind
Database (http://www.wind.com.cn/). The data were divided into in-
sample subsets and out-of-sample subsets. In-sample subsets were used
for model training with data from January 2011 to April 2016, as
shown in Fig. 3, whereas out-of-sample subsets were used for empirical
testing with data from May 2016 to April 2017. The detailed data can
be obtained from the Wind Database or the authors upon request.

Furthermore, in order to verify the internet search results from
different search engines for forecasting tourist arrivals, this study col-
lected search query data from two major search engines, Baidu Index
(http://index.baidu.com/) and Google Trends (https://trends.google.
com/trends/). Baidu occupies the biggest market share in China ac-
counting for 80.5% approximately and is used to reflect search beha-
viors of domestic tourists in this paper; Google is the world's most
popular search engine, accounting for 92.5% market share, and is used
to reflect the search behaviors of overseas tourists in this paper. The
search query history generated by the two search engines is available to
the public. Although Google Trends and Baidu Index calculate their
indexes by different methods, they both reflect the popularity of spe-
cific queries and user interests at specific times (Yang et al., 2015).
Thus, to compare the two search engines, we chose monthly search
query data of the two search engines respectively, from January 2011 to
April 2016. The following sections detail a systematic way to choose
search keywords and to construct internet search indexes for fore-
casting Beijing tourist arrivals.

5.1.2. Evaluation criteria
To verify the forecasting accuracy of different models, we adopted

two main evaluation criteria to compare the in-sample and out-of-
sample forecasting performance: normalized root mean squared error
(NRMSE) and mean absolute percentage error (MAPE).

∑ ∑= − = −

= =

NRMSE
x N

x x MAPE
N

x x
x

100 1 ( ˆ ) , 100 ˆ
,

t

N

t t
t

N
t t

t1

2

1 (11)

Where N is the number of observations, xt denotes the actual tourist
volume, and x̂t indicates the forecast value of tourist volume.

Additionally, in order to evaluate forecasting performance from a
statistical perspective, the Diebold-Mariano (DM) statistic was em-
ployed to test the statistical significance of all models (Diebold &
Mariano, 2002). The DM statistic was used to test the null hypothesis of
equality of expected forecast accuracy against the alternative of dif-
ferent forecasting abilities across models. In this study, mean square
prediction error (MSPE) was used as the loss function. Thus, the null
hypothesis of the DM test was that the MSPE of the tested model te is
not smaller than that of the benchmark model be. For the tested model
te and the benchmark model be, the DM statistic can be defined as:

=
ˆ

S
g

V N( / )
DM

g
1/2

(12)

where = ∑ =g g N( )/t
N

t1 ( = ∑ − − ∑ −= =g x x x x( ˆ ) ( ˆ )t t
N

t te t t
N

t be t1 ,
2

1 ,
2 ) and

= + ∑ −
∞V̂ γ γ2g l l0 1 ( = −γ g gcov( , )l t t l ). x̂te t, and x̂be t, are forecasting values

of xt calculated by the tested model te and the benchmark model be,
respectively, for a period t.

5.2. Experimental results

In this section, we first construct both Baidu and Google internet
search indexes by composite leading search index. Secondly, we test the
co-integration and Granger causality between the tourist arrivals and

Fig. 2. Forecasting framework with machine learning and Internet search
index.
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these two indexes. Thirdly, we design different forecasting models in
terms of tourist arrivals series and these two indexes, and evaluate the
in-sample and out-of-sample forecasting performance of each model.
Finally, the robustness of all forecasting models is analyzed, and con-
clusions are drawn from the empirical analysis.

5.2.1. Internet search index
This subsection followed a five-stage process to select candidate

queries and construct an Internet search index using the related sear-
ches function of Baidu Index and Google Trends (Yang et al., 2015):

(1) We initially chose 24 basic search queries based on all aspects of
tourism planning, including travel, traffic, lodging, dining, recrea-
tion and shopping (Li et al., 2017). The queries are listed in Table 2
with the corresponding category.

(2) We first searched the 24 keywords in Baidu Index and Google
Trends as seed keywords and retrieved related keywords. We then
iteratively got the recommended keywords as the second round of
keywords. This process was repeated for several rounds, during
which keywords with unavailable or extremely low volume data
were eliminated. The number of keywords converged to a total of
154 for Baidu Index, and 69 for Google Trends.

(3) We calculated the Pearson correlation coefficient between Beijing
tourist arrivals and each of the search keywords with different lag
periods. A total of four correlation coefficients were calculated for
each search keyword, including the correlations between tourist
arrivals of the current period and search keyword volumes of 0–3

months previous, respectively. In addition, we chose the keywords
with the highest correlation coefficient when building our internet
search index. A total of 24 keywords from Baidu Index and 16
keywords from Google Trends were selected (shown in Table 3 and
Table 4). To obtain the right number of keywords, we used a
threshold correlation coefficient between tourist arrivals and the
two engine indexes: 0.75 for Baidu and 0.7 for Google.

(4) To forecast future tourist arrivals, we chose only the keywords that
have at least one lag period prior to the arrival month, because
Baidu and Google only release the data at the end of each month.
Finally, a total of 22 keywords with one or two lag periods were
selected as Baidu Index predictors, and 13 keywords as Google
Trends predictors.

Fig. 3. Trend of monthly Beijing tourist arrivals.

Table 2
Search queries related to Beijing tourism.

No Search queries No. Search queries No. Search queries

Tourism Traffic Lodging

1 Beijing tourism 5 Beijing airlines 9 Beijing hotels
2 Beijing weather 6 Beijing shuttle bus 10 Beijing accommodation
3 Beijing maps 7 Beijing railway

tickets
11 Beijing farmhouses

4 Beijing travel
agency

8 Beijing bus
schedules

12 Beijing resorts

Dining Recreation Shopping
13 Beijing food 17 Beijing nightlife 21 Beijing shopping
14 Peking duck 18 Beijing recreation 22 Beijing specialties
15 Beijing food

websites
19 Beijing bars 23 Dashilan Street

16 Beijing snacks 20 Beijing shows 24 Panjiayuan Center

Table 3
Maximum correlation coefficients of search queries from Baidu.

No. Search queries Lag order No. Search queries Lag order

1 Beijing travel agency 2 13 National Aquatics
Center

1

2 Beijing travel solution 2 14 National Stadium 1
3 Beijing snacks 1 15 Central TV Tower 1
4 Beijing hotels 1 16 Badaling Great

Wall
1

5 Beijing farmhouses 1 17 Hotel booking 1
6 Beijing accommodation

guides
1 18 Beijing airports 1

7 Beijing tourism 1 19 Beijing flights 1
8 Beijing travel guides 1 20 Beijing amusement

parks
1

9 Beijing travel sites 1 21 Panjiayuan Center 1
10 The Palace Museum 1 22 Dashilan Street 1
11 Xidan district 1 23 Beijing weather 0
12 Ming Tombs 1 24 Beijing maps 0

Table 4
Maximum correlation coefficient of search queries from Google.

No. Search query Lag order No. Search query Lag order

1 China travel 2 9 Beijing travel 1
2 Beijing weather 2 10 Great Wall 1
3 Peking duck 1 11 Beijing flights 1
4 Duck recipes 1 12 Beijing airports 1
5 Beijing hotels 1 13 Beijing railways 1
6 Beijing restaurants 1 14 Beijing maps 0
7 Beijing shopping 1 15 Beijing bars 0
8 Zhongguancun 1 16 Beijing shows 0

S. Sun et al. Tourism Management 70 (2019) 1–10

5



(5) We further aggregated the search data into a composite index by
means of shift and summation. All selected keywords were moved
through the lag of the maximum Pearson correlation coefficient,
and all of the shifted search keywords in the same model were
summed to form a new time series. Fig. 4 shows the correlation
between the log of Beijing monthly tourist arrivals and the two
Internet search indexes. The following analyses were based on the
internet composite search index, for both Baidu and Google data.

5.2.2. Co-integration and granger causality analysis
In order to reduce the impact of outliers, these three variables were

converted to logarithmic form (LogT, LogBI and LogGI). Table 5 pro-
vides the stability test and the Johansen co-integration test among
LogT, LogBI and LogGI. These three time series are stable validated by
augmented Dickey-Fuller test. The co-integration results demonstrate
that LogT and LogBI are co-integrated. Similarly, LogT and LogGI are
also co-integrated. Therefore, a long-term co-integration relationship
exists between Internet search indexes and Beijing tourist arrivals.
These findings suggest that adopting Internet search indexes to predict
tourist arrivals from an econometric perspective is feasible.

The purpose of the Granger causality tests is to verify whether these
two Internet search indexes are predictors of Beijing tourist arrivals. As
shown in Table 6, LogBI and LogGI are the Granger cause of LogT, in-
dicating a causal relationship between the data of these two Internet
search indexes and actual Beijing tourist arrivals.

5.2.3. Forecasting with machine learning and internet search index
Machine learning techniques were used to further examine the

forecasting power of Internet search indexes for Beijing tourist arrivals
forecasting. The independent variables of forecasting models were

Fig. 4. Trend of Beijing tourist arrivals and two Internet search indexes.

Table 5
Co-integration test results.

Augmented Dickey-Fuller tests

t statistics p value

LogT −3.8056 0.0027
LogBI −3.7143 0.0041
LogGI −3.4034 0.0115

Cointegration between LogT and LogBI

Eigenvalue Trace statistic Critical value Probb

Nonea 0.07 27.31 15.98 0.00
At most 1a 0.05 14.11 4.02 0.00

Cointegration between LogT and LogGI

Eigenvalue Trace statistic Critical value Probb

Nonea 0.06 17.58 15.43 0.01
At most 1a 0.03 1.19 3.42 0.22

a Denotes rejection of the null hypothesis at the 0.05 confidence level.
b MacKinnon, Haug, and Michelis (1999) p-value.
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classified into four types: “time series”, “time series + Baidu index”,
“time series + Google index”, and “time series + Baidu
index + Google index”. In this study, the inputs of the machine
learning models and the numbers of hidden neurons of ANN and KELM
models were determined by trial-and-error testing for minimizing in-
sample forecasting errors. The Gaussian kernel function was applied in
LSSVR and SVR models. The optimal form of ARIMA models was esti-
mated by minimizing the Schwarz Criterion (SC) and Akaike
Information Criterion (AIC).

The forecasting performance of the four different independent
variables and eight models as mentioned above is provided in this
section. Table 7 shows the comparison results of MAPE and NRMSE
evaluation criteria.

As Table 7 shows, the proposed KELM-rbf model with independent
variables of “time series + Baidu index + Google index” has the lowest
MAPE and NRMSE in in-sample forecasting. Furthermore, in the out-of-
sample forecasting, “time series + Baidu index + Google index” con-
stantly outperforms other independent variables in forecasting Beijing

tourist arrivals in respect to MAPE and NRMSE, followed by “time
series + Baidu index” and “time series + Google index”, whereas “time
series” ranks last. Moreover, the proposed KELM models produced
3.41–8.53% smaller MAPE and 4.15–9.32% smaller NRMSE than AR-
IMAX models respectively, reaching an accuracy rate of 0.643% and
0.702% in out-of-sample respectively.

5.2.4. DM test of out-of-sample forecasting
To assess forecasting accuracy of different models from a statistical

perspective, we applied the DM test to eight models with four different
independent variables. The results of the DM test are shown in Table 8.
When time series, Baidu index, and Google index were integrated, DM
statistics and p-values for the KELM-rbf model were less than −6.1125
and almost zero, respectively. This suggests that the KELM-rbf model
significantly outperforms other benchmark models under the 100%
confidence level.

These analyses have revealed some interesting findings: (1) when
KELM models were considered as the test goal, all p-values were less
than 0.00, suggesting that the KELM models are significantly superior
to all other benchmark models at an almost 100% confidence level; (2)
the forecasting performance of SVR and ANN were quite similar and
neither of them statistically outperformed the other; (3) the ARIMAX
model had the lowest forecasting performance with four different in-
dependent variables.

5.2.5. Robustness analysis
The robustness of the eight forecasting models with four different

independent variables are assessed in this subsection. As ARIMAX,
ANN, SVR, LSSVR and KELM models tend to produce different fore-
casting results with different initial settings, we ran all the forecasting
models twenty times, and analyzed their robustness according to
standard deviation of MAPE and NRMSE. These analyses are provided
in Table 9, and provide evidence that (1) KELM is the most stable
among all forecasting models, since its standard deviations from
NRMSE and MAPE are far smaller than other benchmark models; (2) All
forecasting models based on “time series + Baidu index + Google
index” are the most robust approaches, and their standard deviations
from MAPE and NRMSE are far smaller than all the corresponding
models; (3) ARIMAX is the most unstable among all the forecasting
models with different independent variables.

5.3. Summary

To summarize:

(1) The forecasting performance of “time series + Baidu
index + Google index” is superior to other independent variables,
followed by “time series + Baidu index” and “time series + Google
index”, whereas “time series” ranks the last.

(2) Due to the intrinsic complexity of the data of tourist arrivals, AI
techniques are much more appropriate than the ARIMAX model in
forecasting tourist arrivals.

(3) The proposed KELM models with different kernel functions out-
perform all other benchmark models in both forecasting accuracy
and robustness.

(4) The forecasting power of the proposed KELM models is most stable
and effective according to accuracy and robustness analysis, fol-
lowed by LSSVR, SVR, ANN and ARIMAX.

6. Conclusions

In this paper, we proposed a forecasting framework that uses ma-
chine learning and internet search indexes to forecast tourist arrivals for
popular destinations in China and compared its forecasting perfor-
mance to the search data generated by Google and Baidu, respectively.
This study verified the co-integration and Granger causality

Table 6
Granger causality tests between the Internet search indexes and tourist arrivals.

Null hypothesis F-statistics Prob.

LogBI does not Granger cause LogT 27.86 0.00a

LogT does not Granger cause LogBI 0.43 0.53
LogGI does not Granger cause LogT 26.17 0.00a

LogT does not Granger cause LogGI 0.02 0.94

a Indicates the significance level of 1%.

Table 7
Forecasting performance evaluation.

Models In-sample Out-of-sample

MAPE (%) NRMSE (%) MAPE (%) NRMSE (%)

Time series
ARIMA 8.142 9.061 9.168 10.021
ANN 3.071 3.689 4.067 4.967
SVR 2.953 3.267 3.591 4.301
LSSVR 2.916 3.261 3.407 4.016
KELM-lin 2.637 3.014 3.056 3.986
KELM-poly 1.784 2.569* 1.921 2.914
KELM-rbf 1.627* 2.571 1.709* 2.726*
KELM-wav 1.709 2.602 1.846 2.843
Time series + Baidu Index
ARIMAX 5.516 5.763 5.962 6.167
ANN 2.571 2.698 2.423 2.564
SVR 1.914 2.069 2.196 2.306
LSSVR 1.706 1.817 1.834 1.902
KELM-lin 1.047 1.156 1.314 1.397
KELM-poly 0.972 1.098 1.196 1.264
KELM-rbf 0.958* 1.006* 1.026* 1.127*
KELM-wav 0.969 1.037 1.088 1.191
Time series + Google Index
ARIMAX 5.967 6.129 6.118 6.237
ANN 2.261 2.342 2.367 2.468
SVR 2.174 2.228 2.306 2.325
LSSVR 1.918 2.106 2.118 2.267
KELM-lin 1.446 1.609 1.546 1.674
KELM-poly 1.369 1.438 1.438 1.598
KELM-rbf 1.297 1.392 1.357 1.416
KELM-wav 1.011* 1.126* 1.348* 1.425*
Time Series + Baidu Index + Google Index
ARIMAX 4.593 4.672 4.054 4.856
ANN 1.698 1.783 1.967 2.016
SVR 1.732 1.914 1.933 2.065
LSSVR 1.426 1.678 1.704 1.816
KELM-lin 0.814 0.973 0.896 1.013
KELM-poly 0.674 0.784 0.792 0.804
KELM-rbf 0.492* 0.622* 0.643* 0.702*
KELM-wav 0.571 0.713 0.725 0.891

The asterisk numbers indicate the lowest error rate (MAPE and NRMSE).
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relationship between internet search index and the volume of tourists in
Beijing. The experimental results suggest that the proposed KELM
models with integrated tourist volume series of Baidu index and Google
Index can significantly improve forecasting performance. Compared to
other popular benchmark forecasting methods, our KELM model, which
integrates “tourist volume series + Baidu index + Google index”, is
more accurate and more robust. Consequently, our KELM model is a
promising approach towards resolving difficulties in forecasting tourist
volume flows.

Our study can provide some inspiration. First, forecasting the vo-
lume of tourist accurately can help the tourism practitioners to optimize
resources allocate and formulate pricing strategies rationally.
Furthermore, forecasting tourist volume accurately may contribute to
various industries that directly or indirectly depend on tourism. Second,
it will provide solid evidence for policy makers and foresee the trends of
tourist volume, which can help the government to adjust policy deci-
sions, design infrastructure for tourism residential planning and trans-
portation system. Third, the search engine query data is a user gener-
ated data and can be acquired freely from the main search engine. Many
studies have verified that it can significantly improve the forecasting
accuracy of tourist arrivals. Therefore, it can be used as an alternative
data sources for the tourism resource management. Hence, tourism
managers can employ our proposed forecasting framework to forecast

tourism demand by collecting a variety of internet search data for the
strategic decision-making in practical application.

In addition to tourist volume flow forecasting, the proposed fore-
casting framework with machine learning and internet search index can
be applied to solving other complex and difficult forecasting problems,
including stock trend forecasting, crude oil price forecasting, and ex-
change rates forecasting.

However, this study does have some limitations, mainly because we
only used the Beijing travel market as a test case. The ability to sum-
marize keyword selection way, as well as the concepts that keywords
will converge no matter what search engine people choose, is limited.
More research explores the use of Internet search data in other desti-
nations as well as empirical research with a larger sample, are necessary
to address these limitations. In addition, due to constant changes in web
user information needs, establishing a comprehensive and dynamic
keyword selection way that can effectively cope with changing market
competition should be the research direction in the future.
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Table 8
DM test results of out-of-sample datasets.

Tested model Reference model

LSSVR SVR ANN ARIMAX

Time series
KELM-rbf −6.2687 (0.0000) −8.6782 (0.0000) −11.6592 (0.0000) −15.2679 (0.0000)
LSSVR −0.6874 (0.2459) −1.5789 (0.0572) −8.2698 (0.0000)
SVR −0.9876 (0.1617) −8.0694 (0.0000)
ANN −7.1627 (0.0000)
Time series + Baidu Index
KELM-rbf −5.9372 (0.0000) −8.1695 (0.0000) −10.0128 (0.0000) −14.6872 (0.0000)
LSSVR −1.7929 (0.0365) −2.6197 (0.0044) −6.0158 (0.0000)
SVR −0.1185 (0.4528) −5.0246 (0.0000)
ANN −4.7691 (0.0000)
Time series + Google Index
KELM-wav −5.8564 (0.0000) −7.9854 (0.0000) −9.8756 (0.0000) −14.6872 (0.0000)
LSSVR −1.7543 (0.0397) −2.5876 (0.0048) −6.1229 (0.0000)
SVR −0.2069 (0.4180) −5.1267 (0.0000)
ANN −4.5968 (0.0000)
Time Series + Baidu Index + Google Index
KELM-rbf −6.1125 (0.0000) −8.5692 (0.0000) −9.6485 (0.0000) −14.1167 (0.0000)
LSSVR −1.8467 (0.0324) −2.5691 (0.0051) −5.0168 (0.0000)
SVR −0.2182 (0.4136) −4.9613 (0.0000)
ANN −4.6916 (0.0000)

Table 9
Robustness analysis.

Std.a Forecasting models

ARIMAX ANN SVR LSSVR KELM-lin KELM-poly KELM-rbf KELM-wav

Time series
Std. of MAPE 0.0029 0.0032 0.0028 0.0033 0.0021 0.0003 0.0001 0.0005
Std. of NRMSE 0.0081 0.1012 0.0084 0.0088 0.0067 0.0045 0.0039 0.0042

Time series + Baidu Index
Std. of MAPE 0.0031 0.0029 0.0030 0.0032 0.0014 0.0001 0.0000 0.0001
Std. of NRMSE 0.0078 0.0094 0.0079 0.0083 0.0052 0.0041 0.0023 0.0038

Time series + Google Index
Std. of MAPE 0.0027 0.0026 0.0023 0.0033 0.0018 0.0000 0.0000 0.0001
Std. of NRMSE 0.0072 0.0095 0.0073 0.0072 0.0041 0.0036 0.0023 0.0033

Time Series + Baidu Index + Google Index
Std. of MAPE 0.0025 0.0021 0.0018 0.0019 0.0016 0.0001 0.0001 0.0003
Std. of NRMSE 0.0071 0.0091 0.0062 0.0067 0.0035 0.0029 0.0018 0.0035

Note: Std.a refers to the standard deviation.
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