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A Multi Agent System for Monitoring Industrial Gas
Turbine Start-up Sequences

Eleni E. Mangina, Stephen D. J. McArthur, J. R. McDonald, and Alan Moyes

Abstract—This paper introduces a novel technique for condition
monitoring of gas turbine start up sequences. The vast amount of
data and the complex processes behind on-line fault detection indi-
cate the need for an automated solution. A multi agent system that
views the problem as the interaction of simple independent soft-
ware entities, for effective use of the available data, is presented.
The overall solution is derived from the combination of partial
solutions provided by the components of the multi-agent system.
As a consequence, data interpretation is achieved by converting
the data into appropriate information and combining individual
agents’ information, resulting in an automatic fault diagnosis for
the engineers. This multi-agent system can employ various intelli-
gent system techniques and has been implemented using the ZEUS
Agent Building Toolkit.

Index Terms—Condition monitoring, intelligent agents.

I. INTRODUCTION

BY DEFINITION, condition monitoring is performed when
it is necessary to assess the state of a plant item and to

determine whether it is malfunctioning, through reasoning and
observation [1]. Early diagnosis and fault identification is an
important activity for maximizing the plant economy, its op-
erational costs and levels of safety. Engineers have introduced
better decision support for complex condition monitoring pro-
cedures through the application of centralized intelligent sys-
tems by using a variety of artificial intelligence (AI) techniques
[2]–[5]. It is now widely recognized that problems due to the
functional complexity of condition monitoring can be overcome
with architectures that contain many dynamically interacting in-
telligent distributed modules, called intelligent agents [6]. Each
agent is an autonomous system, which processes a selection of
input, and the complete interpretation and diagnosis is accom-
plished through the process of interaction with the other agents.

This paper introduces a real time condition monitoring multi
agent system (COMMAS) developed to facilitate the task of
monitoring the performance of a gas turbine. The agents collect
measurements from the turbine sensors and an existing engine
management system (EMS), analyze abnormal measurements
and perform fault diagnosis. The aim of this work is to improve
the accuracy of the existing monitoring systems by building
smaller software components, which contain partial information
of the state of the plant being monitored. They interact in a dy-
namic way to support data fusion, cross sensor corroboration
and decision support functions more efficiently. This contrasts
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Fig. 1. Current status of problem domain.

with centralized applications, which model the whole plant in a
single software system.

Within this paper, Section II discusses the applica-
tion problem domain of gas turbine condition monitoring.
Section III presents the conceptual framework of the proposed
multi-agent system and Section IV describes the analysis and
design including the information flow between the agents in
order to replicate the diagnostic tasks performed by the engi-
neers. Section V presents the implementation of the framework
and Section VI outlines the conclusions and some directions
for future work.

II. PROBLEM DOMAIN

The condition monitoring of a gas turbine involves contin-
uous measurements and evaluation of the state of the turbine
during its different phases (start up, operation, maintenance
etc.). Within the proposed architecture, autonomous software
entities will have the ability to recognize the phase of the
gas turbine operation and reason in an appropriate way based
on phase specific knowledge bases (KB). Therefore, the
multi-agent model will not change, but each agent will use a
different knowledge base for the different phases of operation.
Within this work, the software system is initially targeted for
implementation during the turbine’s start up phase, where
knowledge has been captured and archived from the experts.
The intelligent software agents focus on all the actions taken
from the initial starting of a cold engine, up to the point at
which synchronous speed is achieved. The Engine Manage-
ment System (EMS) provides textual and graphical information
to the engineers as shown in Fig. 1. There is a division of
responsibility between the EMS, the Package Control System
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Fig. 2. Proposed solution of problem domain.

(PCS) and the Engine Protection System (EPS). Various flags
are produced from the EMS, which are either fault alarms or
status indications and are passed through the EMS, PCS and
EPS. These indicate the different stages of the gas turbine
start up. At present, due to lack of diagnosis tools, the control
system experts carry out an on-line diagnosis using the flags
on display in association with the different on-line printed
diagrams, which show the levels of important parameters of the
gas turbine at each time point (e.g., HP, IP and LP spool speeds,
which represent the speeds of the high, intermediate and low
pressure within the turbine respectively). The complexity of the
engineers’ tasks enhances the requirement for a decentralized
intelligent system, which will effectively utilize the different
sources of data by employing various reasoning techniques.
The centralized intelligence approach lacks flexibility and ex-
tensibility. The goals and reasoning activities tend to be fixed.
Moving to an agent-based architecture allows simultaneous
complex tasks to be performed in real-time; better handling of
inaccurate data is achieved and each agent can be independently
updated. Therefore, this emphasizes the need to use intelligent
agents [7], autonomous distributed software entities, that have
the ability to use different artificial intelligence techniques and
to communicate and interact to solve a complex engineering
problem such as condition monitoring.

In contrast to the traditional scenario of Fig. 1, the proposed
decentralized, automatic solution is shown in Fig. 2. The new
software is based upon intelligent agents, which efficiently su-
pervise and control the turbine systems on behalf of the experts.
The agents have to operate in a complex, dynamic and large
physical system, where global solutions have to be achieved
(e.g., fault diagnosis), therefore different problem solving tech-
niques must be used to effectively analyze and process various
sources of data. The software components process their data re-
sources locally and interact to communicate their results in order
to produce a coherent solution.

The inference mechanism embodied within each agent has
been derived from structured knowledge elicitation meetings
with gas turbine control system experts. Concise and focused
information about the plant and its processes was provided in
the form of transcripts and knowledge models, which have been
used for the specification of the intelligent system. The connec-
tion between the multi agent system and the experts is achieved
by the Operator Interface agent, which addresses the results of

Fig. 3. Condition monitoring multi agent system.

the software process and the expert can have a global view of the
state of the plant and access the information flow within the soft-
ware, during its execution. The tasks for condition monitoring
have been distributed to the agents, based on the type of problem
domain functions they have to perform, which are described
within the following section. Importantly, the agent-based ar-
chitecture allows any reasoning paradigm to be used by each
individual agent. Models of the turbine are being investigated
for inclusion in an agent, which uses model based reasoning. In
addition, case based reasoning and artificial neural networks are
also being researched.

III. CONCEPTUAL FRAMEWORK

The vast amount of knowledge, the variety of condition
monitoring tasks and the continuous interactions between soft-
ware modules indicate the use of a multi agent system, which
can access, filter and combine different types of information
from various sources. The hierarchical structure of the multi
agent system is the result of the functionality of the condition
monitoring process. At the first stage an analysis of both the
flags provided from the EMS and the raw data concerning the
HP, IP and LP spool speeds has to be performed. Subsequently
the results of this analysis are corroborated, as parameters must
have certain relationships at certain stages of the turbine’s start
up. The final diagnosis is the outcome of the whole procedure,
where different types of problems can be diagnosed. COMMAS
hierarchical layered approach, as shown in Fig. 3, includes three
different layers: Attribute Reasoning Agents (ARA), Cross
Sensor Corroboration Agents (CSCA) and Meta-Knowledge
Reasoning Agents (MKRA). ARA, using local problem solving
techniques, will perform the interpretation of plant sensor data
for the main parameters of the turbine (e.g., HP spool speed)
based on their embedded knowledge (derived from the elicita-
tion process with experts) about their constraints and thresholds
during certain stages of the gas turbine start up. The next layer
of agents (CSCA) will corroborate the results of the previous
interpretation by asking for confirmatory evidence of problems,
through communication, and they will send their conclusions
to the MKRA. The final conclusion concerning the general
state of the plant, details about which stage of the start up the
turbine is in, any faults (e.g., sensor faults) that might have
occurred during the process of condition monitoring, as well as
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Fig. 4. General COMMAS activity diagram.

an explanation of why they occurred are given to the user by
the Operator Interface agent. Currently the engineers have to
derive this without any software assistance. The analysis and
design of the system can be thought of as the first process of
specifying the models of the system to be constructed and are
given in detail in the next section.

IV. SYSTEM ANALYSIS AND DESIGN

The objective of the analysis stage is to develop and under-
stand the software system and its structure. This understanding
within the problem domain is captured in the system’s organi-
zation. We view the multi agent system as a collection of roles
that represent certain relationships to one another and take part
in systematic interactions. Therefore, to define the organization,
we must define the roles, and how these roles relate to one an-
other and how they interact. The agents are objects that have
their own beliefs (facts that represent state of the plant, updated
appropriately after each sensing action), desires (goals they have
to achieve) and intentions (tasks they have to execute to accom-
plish their goals). This belief, desire and intentions (BDI) model
of agents is a formal theoretical approach, uses modal logic for
handling events occurring during the plant’s operation and has
been applied successfully for a number of other applications [8].
The responsibilities of each agent determine the functionality
and the roles associated with them. For example a role might
be the ability to read a particular item of information (i.e., HP
spool speed on-line data), to provide the user a graphical view
of the state of the plant, etc. Two general types of agents have
been developed:

– Interface agents (i.e., Operator Interface agent, to con-
trol the interaction between the user and the system)

– Application agents (i.e., ARA, CSCA, and MKRA), to
control the execution of the different application tasks.

There are inevitably dependencies and relationships between
the various agents; therefore interactions need to be captured in
such a way that they mimic the expert’s reasoning. These links
between roles are represented in Fig. 4, where it is shown that
the functionality determines the interaction model between the

Fig. 5. Agent model.

Fig. 6. Rule based interaction of agents.

agents. This pattern of interaction has been formally defined and
abstracted from the sequence of experts’ execution steps.

The configured agent responsibilities and interactions be-
tween them form the basis of the application design, which
includes the low-level abstraction of programming code to
be implemented. The agent paradigm is an extension of the
object-oriented one and as a result the agents must encapsulate
the required techniques to realize the application goals and
communicate their results to other agents. The design process
involves generating the individual agents and a general model
of them is given in Fig. 5. Every agent has its own abilities,
resources (facts), tasks (the problem domain tables and the
general agent tasks), mailbox (to send and receive information
from the other agents) and ontology [9] (all the agents within
the society must refer to the same meaning for concepts they
communicate i.e., a dictionary).

An example of the experts’ knowledge, which has been
embedded within the agents, based on which the multi-agent
software system “senses” the turbine and tries to detect any
changes, is given in Fig. 6. The engineer has started COMMAS
(flag “START” is generated) and the EMS generates the
flags “EMS_READY” and “START_ENABLED.” If after a
certain time period the flags “START_IN_PROGRESS” and
“CRANK_PERMITTED” are given from the EMS then it is
recognized from the CSCA_STAGES (which is responsible
for the turbine’s stage recognition) that the turbine has started
stage 2 (Cranking). A message is sent then to ARA_HP and
ARA_IP because they have to enter the society to monitor the
HP and IP spool speeds respectively that appear at this stage.
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Fig. 7. Information provided to COMMAS.

They inform the CSCA_HP_IP of any changes, which will
then send the results to the MKRA. The latter will notify the
engineer of the final conclusions of the software.

The key approach to the system’s analysis and design that has
been followed is to go systematically from a set of requirements
to a detailed design of a multi agent system for a direct imple-
mentation, which is described in the next section.

V. IMPLEMENTATION

This section illustrates how the conceptual framework has
been applied based on the analysis and design of the multi-
agent based system for condition monitoring of the start up
sequence of a gas turbine. The start sequence can be divided
into six sections (pre-start permissives, cranking, torch light up,
central light up, acceleration to sub-synchronous idle and ac-
celeration to synchronous idle) that the software must recog-
nize (based on the different flags provided from the EMS). In
parallel, it must monitor the sensor attributes. The intelligent
software agents have been developed based on their specialized
functionality within the software. For example the three main
attributes HP, IP and LP spool speeds are being monitored from
ARA_HP, ARA_IP and ARA_LP agents respectively, whereas
the stage recognition is being achieved from the specialized
CSCA_STAGES, which receives the flags from the EMS of the
turbine.

Since the problem domain has been viewed as a set of inter-
actions, attention has been focused at the purpose of the interac-
tions and the message exchanges between the agents. The agents
within COMMAS communicate using the Knowledge Query
and Manipulation Language (KQML) [10] structure, which is
of type: Send_message (sender MKRA)( receiver ARA_HP)
(type inform) (context ((name ARA_HP) (register))) where the
MKRA sends an inform type message to ARA_HP to order that
the latter is registered within the society and starts monitoring
the HP spool speed. The information COMMAS receives (flags
from the EMS and data for HP, IP, and LP spool speeds) at cer-
tain time points (represented as, ) is shown in Fig. 7.

Based on these facts the internal reasoning of the agents
includes processing changes, events and their relations within

TABLE I
BDI KNOWLEDGE REPRESENTATION WITHINAGENTS

time intervals. Logic formulae have been used to represent
this procedure within the BDI framework. The modal logic
operators that have been used are translated as:
L ( , t): It is believed that “ ” occurred at time t
M ( , t): It is possible that “ ” occurred at time t

( ): It is necessary that “” occurs
where “ ” is any kind of fact, given or produced by the agents.
As shown in Table I, both the CSCA and MKRA have certain be-
liefs, based on the data they receive. The ARA_HP and ARA_IP
(which have processed the data sent from the HP and IP spool
speed sensors of the turbine respectively) send the appropriate
messages to the CSCA_HP_IP, which represent their beliefs.
The latter will have to identify if the relationship between the HP
and IP spool speeds is the appropriate one, so it performs its rea-
soning and sends the result to the MKRA, which will identify the
state of the turbine process. The MKRA in conjunction with the
results received from other agents (e.g., regarding which stage
the turbine is in) reasons logically (based on the knowledge rep-
resented in logic formulae) to assess the state of the turbine and
diagnose if a fault has occurred.

For example, in Table I, it “believes” that stage 1 has started
and finished, the relationship between the HP and IP spool
speeds is normal and there is no possibility (“” is the negation
sign) of a fault existence. Therefore, MKRA informs the
engineer that the first stage has finished successfully and it
proceeds to the next stage, as these are necessarily true facts for
it. At this stage the variables (“?” is the sign for noninstantiated
variables) of the facts at its desires database will be instantiated
{[Turbine_state (t normal)], [Fault_occurred (t false)]}. The
beliefs, desires and intentions will also be updated. A more
detailed example of the agents’ interaction within COMMAS
is provided in Fig. 8, where:

1) Agents need to register with the Turbine agent, which
holds the database of the turbine data.

2) There are interactions between the Turbine agent and the
CSCA_STAGES (to process the EMS flags) and between
the Turbine agent and the ARA agents (to process the data
for the turbine attributes).

3) There are interactions between the ARA_HP,
ARA_IP and ARA_LP with the CSCA_HP_IP and
CSCA_HP_IP_LP, after processing the information in
response to the queries of the CSCA agents.
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Fig. 8. Example of interactions’ diagram.

Fig. 9. Graphical user interface of operator agent.

4) CSCA agents respond to queries of the MKRA, to allow
the user to view, in a diagram the attributes’ changes over
time.

The MKRA not only informs the user of the state of the tur-
bine, but controls the software system (e.g., MKRA based on its
belief “the first stage has finished,” must inform the ARA_HP
to register with the society and start monitoring the HP spool
speed, as the turbine has finished the stage of pre-start permis-
sives). Within a multi-agent environment conflicts can arise for
different reasons.

Within a multi-agent environment conflicts can arise for dif-
ferent reasons. Agents may have conflicting beliefs or goals or
they may have to share limited resources. The software agents
within this work group the conflicting sets and negotiate with
other agents of the society to find the exact contradiction and
then, depending on their available resources, they will ask for
advice from the user. Within the tasks for future development of
the software system is a mechanism to deal with conflict reso-
lution and incomplete knowledge by employing different intel-
ligent learning techniques.

COMMAS has been implemented using the ZEUS Agent
Building Toolkit [11], which is an environment for the rapid de-
velopment of collaborative agent applications (within the Java
Development Kit available from Sun Microsystems, Inc. [12])
and runs on all major hardware platforms. Fig. 9 illustrates the
graphical user interface developed for the Operator Interface
agent, where the user can visualize the flags produced from the
EMS as they are sent to the MKRA for further analysis. In case

Fig. 10. MKRA explanation.

of an emergency shut down the user can also order the system
to terminate.

The final results, will be given from the Operator Interface
agent, an example of which is shown in Fig. 10. The start-up in
this case, failed to be completed due to a failure in stage 5.

As more research is performed and more intelligence is
added, the system will be able to distinguish between closely
related faults. In summary, the system performs the following
tasks:

– Processing of flags produced from the existing soft-
ware system in order to identify the stage of operation
of the turbine’s start up,

– Monitoring of the HP, IP, LP spool speeds as well
as other important parameters (i.e., temperature, pres-
sure) of the turbine; and finally

– Combination of the results from these distributed pro-
cesses for accurate and efficient automatic on-line con-
dition monitoring.

VI. DISCUSSION

In this work, the design and the implementation of a novel
system has been described where the introduction of agent
technology will challenge the operation of traditional condition
monitoring systems. The new modular design will upgrade
centralized architectures and allow on line automatic assess-
ment of the plant’s health through decentralized information
processing, providing decision support for the engineers, who
are currently performing the fault diagnosis manually.

The Rolls-Royce Company is currently researching agent
technology with the intention of setting up test bed applications
to prove the performance of real turbine systems.

Although Zeus is not a commercial quality toolkit for devel-
oping industry strength applications, it has provided promising
results for an application where there were decentralized re-
sources and a need for increased robustness and reliability. This
system will be enhanced with the inclusion of more than one
computational intelligence technique, which will then evaluate
the results in a more efficient way. This can be implemented
easily by adding new functionality to the multi agent system
due to the modularity of its design.
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