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A Novel Minkowski-distance-based Consensus
Clustering Algorithm
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Abstract: Consensus clustering is the problem of coordinating clustering information about the same data set coming from different
runs of the same algorithm. Consensus clustering is becoming a state-of-the-art approach in an increasing number of applications.
However, determining the optimal cluster number is still an open problem. In this paper, we propose a novel consensus clustering
algorithm that is based on the Minkowski distance. Fusing with the Newman greedy algorithm in complex networks, the proposed
clustering algorithm can automatically set the number of clusters. It is less sensitive to noise and can integrate solutions from multiple
samples of data or attributes for processing data in the processing industry. A numerical simulation is also given to demonstrate the
effectiveness of the proposed algorithm. Finally, this consensus clustering algorithm is applied to a froth flotation process.
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1 Introduction

In recent years, with the rapid development of the pro-
cessing industry, the internet, cloud computing, mobile
communication and web of things, data clustering has be-
come an important research field that involves data security,
data analysis and data mining. For example, complex sys-
tems in industry accumulate data that have the character-
istics of enormous quantity, continuous sampling, multiple
sources, and sparse values[1−3]. Higher requirements have
been proposed for data processing in real-time, while re-
search on fast data processing technologies has encountered
many challenges.

Clustering is a very useful technique for mining large data
sets because it divides the data into smaller groups that
are easier to address. Many different clustering methods
have been investigated, including hierarchical agglomera-
tive clustering, graph partitioning, mixture densities, and
spectral clustering[4, 5]. Most of the clustering methods fo-
cus on finding a single optimal or near-optimal clustering
according to some specific clustering criterion[6−10] . Con-
sensus clustering is an important extension of classical clus-
tering[11, 12]. Consensus clustering is used to find a compro-
mise that provides a trade-off among different clustering in-
formation about the same data set. However, as one of the
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effective methods, consensus clustering is less sensitive to
noise and can integrate solutions from multiple distributed
sources of data or attributes. It solves the problem of recon-
ciling clustering information about the same data set that
arises from different sources. Many different approaches
have been developed to solve the consensus clustering prob-
lem over recent years[7]. In consensus clustering algorithms,
pairwise similarity often does not reflect a good measure of
similarity between data points[13−15]. Addressing a large
number of dimensions and a large number of data items
is problematic due to time complexity. The effectiveness of
the clustering methods depends on the definition of the sim-
ilarity distance. In addition, the selection of the similarity
matrix and the determination of the number of clusters are
very difficult problems, and they must be solved urgently.

Motivated by the above discussion, in this paper, we pro-
pose a novel consensus clustering algorithm. Based on the
Minkowski distance[16, 17], the proposed algorithm can de-
termine the number of clusters automatically and obtain
the clustering results. This approach is also less sensitive
to noise and can integrate solutions from multiple-sample
data or the attributes of data in the process industry.

2 Consensus clustering problem

2.1 Clustering analysis and clustering
problem

Cluster analysis is to divide a set of objects into different
groups in such a way that objects in the same group are
more similar to each another than to objects in the other
groups. Cluster analysis can be performed by various
algorithms that can efficiently find different clusters. Clus-
tering can be regarded as a multi-objective optimization
problem[18]. The appropriate clustering algorithm and
parameter settings (including the distance function or the
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number of expected clusters) are very important, and they
must be modified until the result achieves the desired prop-
erties.

Clustering analysis is one of the key steps in process-
ing large-scale data problems. Different researchers employ
different clustering models and different algorithms. The
notion of a cluster, as found by the different algorithms,
varies significantly in its properties. Clustering algorithms
can be categorized based on their clustering model. In re-
cent years, considerable effort has been made to improve
the performance of the clustering algorithms. For larger
data sets, the development of pre-clustering methods can
process enormous data sets efficiently[9].

For high-dimensional data, many of the existing methods
cannot obtain satisfactory results due to the curse of di-
mensionality. New clustering algorithms that focus on sub-
space clustering have been proposed by giving a correlation
of data attributes[19, 20]. However, most of the clustering
methods focus on finding a single optimal or near-optimal
clustering according to a specific clustering criterion.

2.2 Consensus clustering algorithm

Consensus clustering is also called an aggregation of clus-
tering, which refers to the method of finding the correct
clustering from different clustering results that are obtained
for a specific dataset by means of specifying different clus-
ter numbers. In terms of the determination of the number
of clusters, the consensus clustering method has shown its
own characteristics and it provides an effective method for
solving gene microarray data and text data clustering prob-
lems[4, 21]. However, for the determination of the number
of clusters, there are different standards, and the applica-
tion fields of the methods are also different. There exist the
following two algorithms: one algorithm consists of consen-
sus clustering combined with resampling or cross-validation
techniques, and the other algorithm is iterative consensus
clustering. The consensus clustering combines resampling
or cross-validation techniques to simulate the disturbance
of the original data by multiple runs of a clustering algo-
rithm, to obtain stable clustering. This algorithm can pro-
vide a visual means of observing the number of clusters,
cluster members and cluster boundaries. However, certain
problems still remain: Most of the samples used in this al-
gorithm are sampled randomly. We do not know the sam-
pling frequency and the sampling ratio. It should be verified
whether the rule of determining the number of clusters can
be effective for all of the relevant types of data.

Iterative consensus clustering adopts the basic idea
of consensus clustering with resampling or cross-
validation[13, 14]. The difference is the method of obtaining
the consensus matrix. This algorithm combines several clus-
tering algorithms on the same sample for data clustering,
without using resampling or cross-validation techniques.
Additionally, it introduces the random walk strategy into
the analysis of the consensus matrix and obtains the tran-
sition probability matrix. The number of clusters is de-

termined by analyzing the transition probability matrix′s
eigenvalues. If the result of the eigenvalues cannot reflect
the clustering information, then this algorithm will use the
consensus matrix as the similarity matrix for multiple iter-
ations. The overall computing process of this algorithm is
shown in Fig. 1.

Fig. 1 Flow graph of iterative consensus clustering

Iterative consensus clustering adopts the basic idea
of consensus clustering with resampling or cross-
validation[13, 14]. The difference is the method of obtaining
the consensus matrix. This algorithm combines several clus-
tering algorithms on the same sample for data clustering,
without using resampling or cross-validation techniques.
Additionally, it introduces the random walk strategy into
the analysis of the consensus matrix and obtains the tran-
sition probability matrix. The number of clusters is de-
termined by analyzing the transition probability matrix′s
eigenvalues. If the result of the eigenvalues cannot reflect
the clustering information, then this algorithm will use the
consensus matrix as the similarity matrix for multiple iter-
ations. The overall computing process of this algorithm is
shown in Fig. 1.

The iterative consensus clustering algorithm also has
some problems. For example, it is not very easy to deter-
mine the number of iterations and specify the termination
condition; the construction of the similarity matrix is rel-
atively simple, but the Gaussian distance formula is not
always useful. Combining the advantages of the above two
algorithms, in this paper, we propose a new consensus clus-
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tering algorithm that is based on the Minkowski distance.
This method can quickly acquire the number of clusters
accurately without iterating over the data.

3 Consensus clustering numbers based
on the Minkowski distance

Compared with the two above consensus clustering algo-
rithms, this novel algorithm differs in the similarity matrix
construction. It does not use the resampling technique,
but it uses the Minkowski distance to measure the input
data. The similarity matrix does not adopt one specific
Minkowski distance, but makes use of the different forms
of Minkowski distances by adjusting the parameters in the
equation. Then, it performs consensus clustering based on
the different similarity matrix constructions and obtains dif-
ferent consensus matrices. Finally, it selects the best con-
sensus matrix from the different clustering results. The
detailed algorithmic process is described as follows.

3.1 Building the similarity matrix

The similarity matrices are usually constructed by the
Euclidean distance or the Gaussian distance. In this pa-
per, we use the Minkowski distance formulas (1) and (2) to
construct the similarity matrix.

Mp (x, y) =

(
n∑

i=1

|xi − yi|p
) 1

p

(1)

SMp(x, y) = μ exp(−μMp(x, y)). (2)

When p = 1, equation (1) is the Manhattan distance,
which reflects the sum of the absolute value of the differ-
ence between data i and data j. When p = 2, formula
(1) is the Euclidean distance, which reflects the shortest
distance between data i and data j, namely, the diagonal
distance. If p → ∞, then formula (1) is the Chebyshev
distance, which reflects the maximum difference between
data i and data j in a certain dimension. Additionally, p

could have a value that is less than 1, and the clustering
method, by taking different values of p, will yield differ-
ent results. Here, μ is an adjustable parameter. Because
there are two parameters, the distance formula can reflect
similar information about the data for different aspects by
adjusting the parameters. Although it is unknown which
form of the Minkowski distances can describe the similar-
ity of the specific data in advance, we can attempt to use
this formula to establish different similarity matrices and
obtain the real similarity information selected from differ-
ent clustering effects. This method is suitable for the idea
of consensus clustering, namely, selecting the appropriate
matrix from the different results. For the p value, we can
separately sample from {1, 2, 3} and select μ values from
{0.1, 0.2, 0.5, 0.8, 0.9}. Thus, we can obtain 15 different sim-
ilarity matrices. Experiments in the following have shown
that the 15 different similarity matrices are comprehensive
for obtaining the clustering information from the real data.

3.2 Fusion of clustering algorithms

The used clustering algorithms are spectral clustering al-
gorithms[11], which are constructed by two different Lapla-
cian matrices and the improved Newman greedy algorithm
in complex network theory[12, 22]. Because this algorithm
does not require a determination of the number of clusters,
the improved Newman greedy algorithm is set to termi-
nate when the cluster arrives at a specific number. The
above three algorithms have their own characteristics. The
first two algorithms are similar: Their main idea is spec-
tral clustering, and their difference is the construction of
a Laplacian matrix. The third algorithm is the improved
Newman greedy algorithm in complex networks, which has
the advantage of having a fast convergence speed. These
distances can be described by the formulas (3) and (4).

Lsym = D− 1
2 LD

1
2 (3)

Lrm = D−1L (4)

where D is a diagonal matrix whose diagonal elements are
the sum of the corresponding row of the similarity matrix,
the first matrix by Lsym is a symmetric matrix, the second
matrix by Lrw is closely related to a random walk and L is
the similarity matrix.

3.3 Description of the number of clusters

1) Mathematical representation of the number of clusters
Any similarity matrix can be regarded as an adjacency

matrix that involves the nodes of an undirected graph: The
number of samples can be considered to be the number
of nodes, and the weights of the similarity matrix can be
regarded as the edges between the nodes. We can take ad-
vantage of the strengths of the edges to represent the values
of the weights. We introduce the random walk strategy to
an undirected graph and obtain the transition probability
matrix U , where U = D−1S, and S is the similarity matrix.
D = diag{Sv}, where v is a vector whose elements are all
1. We let λ(U) = {1 = λ1 ≥ λ1 ≥ · · · ≥ λn}, which is the
spectral distribution of P (also called the eigenvalue distri-
bution). It has been proven that the first k eigenvalues will
be close to 1 {1 = λ1 ≥ λ1 ≥ · · · ≥ λn}. The relative spac-
ing between the eigenvalues λk and λk+1 can determine the
number of data clusters, which is the mathematical basis
for the representation of the number of clusters.

2) Consensus similarity matrix
First, we determine the sequence of the selected number

of clusters, π = [π1, π2, · · · , πn], where n is the number of
all selected categories. We use the above three clustering
algorithms to cluster the data, and we obtain 3 × n results
of clustering. Second, we construct the consensus clustering
matrix M . (If the i-th and j-th nodes are assigned to the
same class, then Mij is 1, otherwise, it is 0.) Finally, we use
the consensus similarity matrix M instead of the similarity
matrix S to acquire the transition probability matrix U and
obtain the eigenvalue distribution.
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As an illustrative simple example, we divide eleven data
points (1–11) into five classes with 2 different algorithms.
The result is shown in Figs. 2 and 3, where the real clus-
tering is that the points (1–4) are in the same class, and
the points (5–9) are in the same class. Different classes are
shown in different colors. The consensus similarity matrix
that was constructed by two different dividing algorithms is
shown in Table 1. The eigenvalue distributions of the con-
sensus similarity matrix are shown in Fig. 4, which shows
that there is a gap between the 4th eigenvalue and the first
3. Thus, this result can correctly reflect the number of clus-
ters.

Fig. 2 Clustering algorithm 1

Fig. 3 Clustering algorithm 2

Fig. 4 Eigenvalue distributions

Table 1 Consensus similarity matrix

M 1 2 3 4 5 6 7 8 9 10 11

1 2 1 1 0

2 1 2 0 1

3 1 0 2 1

4 0 1 1 2

5 2 1 1 1 1

6 1 2 0 2 0

7 1 0 2 0 2

8 1 2 0 2 0

9 1 0 2 0 2

10 2 2

11 2 2

4 Consensus clustering algorithm
based on the Minkowski distance

4.1 Consensus clustering algorithm

The consensus clustering algorithm based on the
Minkowski distance to determine the number of clusters is
shown in the following.

Algorithm 1. Obtaining the number of clusters:
Step 1. Establish the different similarity matrices based

on the Minkowski distance with different parameters (p and
μ).

Step 2. Cluster one of the above similarity matrices with
the three clustering algorithms and the clustering numbers
(n numbers), and obtain the 3 × n matrices.

Step 3. Obtain the consensus similarity matrix M by
analyzing the 3×n matrices (which reflect the information
of the clustering).

Step 4. Obtain the transition probability matrix U from
the consensus matrix M .

Step 5. Acquire the transition probability matrices that
correspond to the other similarity matrices by using the
above methods.

Step 6. Obtain the number of clusters by analyzing the
eigenvalues of the different transition probability matrices.

The detailed steps are as follows:
1) Establish the similarity matrix S of the samples us-

ing the Minkowski distance. To cover the values of the
parameters as much as possible, we set p ∈ [1, 2, 3] and
μ ∈ [0.1, 0.2, 0.5, 0.8, 0.9]. There is a total of 15 types of
situations with respect to the similarity information.

2) For each group p and μ, we set π ∈ [π1, π2, · · · , πn].
For each value π, we use the above three types of cluster-
ing algorithms to cluster the similarity matrix and obtain
3 × n clustering results, and then, we obtain the consensus
similarity matrices Mi(i ∈ [1, 2, · · · , 15]).

3) Reset the values for p and μ, and repeat the second
step to obtain 15 similarity matrices M = [M1, M2, · · ·M15],
and then, we obtain the corresponding transition prob-
ability matrix using the method described above, M =

[M1, M2, · · · , M15].
4) Obtain the eigenvalues of the transition probability
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matrices Ui(i ∈ [1, 2, · · · , 15]), and select the eigenvalue
distribution that can reflect the number of clusters best
according to certain discrimination rules (the sum of the
difference between the adjacency eigenvalues except for the
gap eigenvalues being the least), and ultimately obtain the
number of clusters from the distribution.

The proposed algorithm has been analyzed by a simu-
lation for four types of data (Table 2), where aggregation
and R15 are the graphed data, and breast and yeast are se-
lected from the data at the UCI repository. The clustering
number is shown in Fig 5.

Table 2 Four types of typical data

Name Number of objects Dimension Number of clusters

Aggregation 788 2 7

R15 600 2 15

Breast 699 9 2

Yeast 1 484 8 10

Remark 1. When the number of clusters is large due
to the fusing of the different clustering algorithms, dif-
ferent algorithms usually do not produce the same er-
ror. Therefore, we introduce a parameter δ, and when
Mij < 3 × 8 × δ, Mij = 0, where the constant 3 is the

number of clustering algorithms that we used, and the con-
stant 8 is the total number of selected clusters.

From the above graphs, we can obtain the eigenvalue in-
formation, which can reflect the correct number of clusters.

4.2 Analysis by the consensus clustering
algorithm

In combination with building the similarity matrix and
the algorithm for determining the number of clusters, the
process of the consensus clustering algorithms combined
with multiple clustering algorithms based on Minkowski dis-
tances is shown in the following.

Algorithm 2. The proposed consensus clustering algo-
rithm:

1) Data preprocessing.
2) Establish the different similarity matrices based on the

Minkowski distance with different parameters (p and μ).
3) Determine the clustering number by using the method

introduced in Part 3.
4) Obtain the final clustering by using the cluster-

ing number and the consensus matrix (or the similarity
matrices by using the local scale, nearest-correlation, or
Minkowski distance).

Fig. 5 Simulation results of the aggregation, R15, breast and yeast data
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The preprocessing includes data normalization, princi-
pal component analysis or singular value decomposition
(dimensionality reduction), which are used to extract the
main ingredient information. To construct the final sim-
ilarity matrix, the local scale method[6] and the nearest-
correlation (NC) are referred to [7, 8]. When the cluster
number has been determined, we can use the following three
methods to establish the similarity matrix: 1) Use the con-
sensus matrix obtained in the previous steps as the similar-
ity matrix. 2) Use the similarity matrix established by the
Minkowski distance that corresponds to the cluster number
k. 3) Use the similarity matrix established by the local scale
or nearest-correlation distance. We can flexibly use different
methods according to different data features to obtain the
corresponding accurate data clustering information. The
accuracy of these methods is shown in Section 3.3.

Next, we analyze the computational complexity of the
proposed algorithm. Because the major purpose of deter-
mining the clustering number is to reduce the computa-
tional complexity, it is of interest to see, both theoreti-
cally and in practice, how dramatic the improvement could
be. Suppose that we have n partitions for each group p

and μ. Then, every iteration of the algorithm requires
(n × p × μ) evaluations. Suppose that the algorithm takes
h steps to converge; then, its computational complexity is
O(p×m×n×h). The following are results that arise from
simulations for the data (in Table 3) using the proposed
algorithm.

Table 3 UCI data, graphic data and artificial random data

Name Number of samples Dimension Number of clusters

Random five 100 2 5

Flame figure 240 2 2

Iris data 150 4 3

Wine data 178 13 3

The test using typical data includes the data sets of Ran-
dom five clustering data, Flame picture data, Iris data and
Wine data. The simulation results are shown in Figs. 6−9.
The data in Table 4 shows a small number of samples, and
the number of samples in the data in Table 5 is relatively
large. The aggregation, R15 and D31 are from the UCI data
repository, and the random 4 clusters data are artificial data
(the ranges of the values include [−1 − 1], [2 2], [−3 3],
[−4 − 4], the corresponding variances are 0.5, 0.7, 0.1 and
0.6, and the number of samples is 8 000, which contains 4
clusters with 2 000 samples for each). The random 5 clus-
ters data are also artificial data (the ranges of the values
include [1 1], [1 6], [6 1], [6 6], [3.5 3.5], the corresponding
variances are the same (the value is 0.1), and the number
of samples is 10 000, which contains 5 clusters with 2 000
samples in each).

For clustering large-scale data, the algorithm called fast
spectral clustering with k-means is used. This algorithm
makes use of the k-means method to obtain the initial clus-
tering, which can yield some clustering central points and

distributes the original data by calculating the shortest dis-
tance from these central points. Then, it clusters the cen-
tral points with the spectral clustering algorithm and redis-
tributes the original data by means of the final clustering
central points. The process is shown in the following.

Algorithm 3. Fast spectral clustering with k-means:
Step 1. Cluster the data with k-means and obtain k1

clusters.
Step 2. Calculate the k clustering centers and obtain k1

representative points.

Table 4 Data, including the UCI data and artificial data

Name Samples Dimension Number of clusters

Aggregation 788 2 7

R15 600 2 15

D31 3 100 2 31

Rand 4 clusters 8 000 2 4

Rand 5 clusters 10 000 2 5

Table 5 Simulation results of the rand index

Name Nearest-correlation Local scale Minkowski

Aggregation 0.866 3 0.812 8 0.757 6

R15 0.536 1 0.992 8 0.899 3

D31 0.527 2 0.857 2 0.803 3

Rand 4 clusters 0.992 0 0.990 4 0.990 7

Rand 5 clusters 1 1 1

Fig. 6 Simulation results of the random five clustering data by
the proposed algorithm
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Fig. 7 Simulation results of the Flame figure data by the pro-
posed algorithm

Fig. 8 Simulation results on the Iris data by the proposed algo-
rithm

Fig. 9 Simulation results on the wine data by the proposed al-
gorithm

Step 3. Distribute the original data by the shortest dis-
tance from the k1 clustering centers.

Step 4. Analyze the k clustering centers by spectral
clustering and obtain k2 clusters (k2 < k1).

Step 5. Redistribute the original data by the shortest
distance from the k2 clustering centers.

The fast spectral clustering with k-means has the ad-
vantage of completing the calculations quickly, which is re-
flected in the initial clustering of the k-means and the anal-
ysis of the central points by the use of spectral clustering.
Thus, the calculation′s complexity is decreased compared
with the method of clustering the original data using the
spectral clustering only. However, clustering by using the k-
means method has the shortcoming of converging to a local
optimum, and thus, it is sometimes unstable. The present
paper provides one stable and accurate consensus clustering
method, for which the accuracy of the simulation results is
better than the above algorithm. The process is shown in
the following.

Algorithm 4. Consensus clustering based on the
Minkowski distance:

Step 1. Select n samples each time for H times.
Step 2. Analyze the selected data every time by means

of the consensus clustering combined with the Minkowski
distance.

Step 3. Obtain the H transition probability matrix U

and analyze the corresponding eigenvalues.
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Step 4. Choose the selected data that reflects the clus-
tering number k and obtain k clustering centers using spec-
tral clustering.

Step 5. Distribute the original data to the correspond-
ing cluster by calculating the shortest distance from the k

clustering centers.
The accuracy of the proposed algorithm is better than

that of fast spectral clustering with k-means because the
provided consensus clustering algorithm can find more in-
formation on the number of clusters number than k-means.

The rand index is used to measure and compare the ac-
curacy of the two methods. The value of the rand index is
between 0 and 1. If the value is closer to 1, then the result is
more accurate. The simulation results are shown in Tables
5 and 6.

Table 6 Simulation results on the rand index for the proposed
algorithm

Number from k in the k-means

Name 100 200 300 500 1 000

Aggregation 0.401 1 0.267 3 0.306 3 0.373 5

R15 0.440 4 0.568 0 0.676 4 0.823 3

D31 0.028 7 0.103 2 0.163 3 0.397 7 0.448 7

Rand 4 clusters 0.491 2 0.680 8 0.474 0 0.344 3 0.431 0

Rand 5 clusters 0.402 8 0.303 8 0.399 3 0.300 9 0.309 1

By comparing the values of the rand index, the algorithm
in the paper is better than the fast spectral clustering with
the k-means method. The value of the rand index obtained
by the latter method can increase as the value of k increases,
but the operation time also increases.

4.3 Clustering evaluation criteria

To evaluate the consensus clustering method, the paper
adopts two evaluation criteria to measure the results of the

algorithm, including the compactness and accuracy. The
compactness (formula (5)) measures the average pairwise
distances between the points in the same cluster.

compactness =
1

N

K∑
k=1

nk

⎛
⎜⎝

∑
xi,xj∈Ck

d (xi, xj)

nk (nk − 1)

2

⎞
⎟⎠ (5)

where d(xi, xj) is the distance between xi and xj , N indi-
cates the number of data points in the cluster, and nk is
the number of data points in the class Ck.

accuracy =

K∑
k=1

majority (Ck|Lk)

N
. (6)

The accuracy (formula (6)) measures the consistency be-
tween the clustering results of the algorithm and the actual
results, in other words, the veracity. In the formula, Lk is
the k-th class of the actual classes, majority(Ck |Lk ) is the
number of points that have the plurality label in the Ck

cluster (If label l appeared in cluster k more often than any
other label, then majority(Ck |Lk ) is the number of points
in Ck with label l).

As an example application of our clustering method,
the true clustering numbers of the random 5 classes of
data, flame figure data, iris data and wine data are given
by using the consensus clustering algorithm based on the
Minkowski distance. The final clustering result is obtained
by constructing the similarity matrices using the consen-
sus matrix, Minkowski distance, local-scale and nearest-
correlation, and the evaluation of the two clustering criteria
is given in Table 7.

Table 7 Accuracy results of the different clustering algorithms

Methods of constructing
the similarity matrix Simulation data Compactness Accuracy

Consensus matrix

Random five clusters 0.002 4 1
Flame figure 0.015 3 0.804 1

Iris 0.070 3 <0.5
Wine 0.013 3 0.921 3

Minkowski distance

Random five clusters 0.002 5 1
Flame figure 0.015 2 0.833

Iris 0.074 7 <0.5
Wine 0.008 3 0.966 2

Local scale

Random five clusters 0.092 6 1
Flame figure 1.571 9 0.987 5

Iris 2.473 9 0.546 7
Wine 2.651 8 0.949 4

Nearest-correlation

Random five clusters 0.002 3 1
Flame figure 0.013 6 0.966 7

Iris 0.047 3 0.94
Wine 0.016 5 0.904 4



D. G. Xu et al. / A Novel Minkowski-distance-based Consensus Clustering Algorithm 41

Fig. 10 Copper froth flotation process

Table 7 shows that there are different clustering results.
For the simplest data (random five clusters of data), the
clustering accuracy is 1 for the four similarity matrices of
the methods. For the flame figure data, the method with
the similarity matrix has the best clustering accuracy. For
the iris data, the result is best for the method based on the
similarity matrix constructed by nearest-correlation. For
the wine data, the method with the similarity matrix con-
structed by the Minkowski distance is more accurate. The
compactness reflects the average pairwise distances between
the points in the same cluster. The values of the compact-
ness are different for the different similarity matrices, and
the value of the compactness reflects the compactness de-
gree for the data points in the same cluster. A smaller value
reflects a more compact degree, and a larger value reflects
a sparser degree. For the test clusters data, the compact-
ness of the algorithm using local scale is larger than that of
the other methods. From the comparison, we observe that
the consensus clustering algorithms usually obtain better
clustering results on all of the datasets. However, different
methods for constructing the similarity matrix have differ-
ent performances for the different datasets. Thus, choosing
a good similarity matrix is important, and further research
will be focused in this direction. However, the proposed
method can still be considered to be a powerful tool that
can produce good results.

5 Application to the froth flotation pro-
cess

In this section, the proposed consensus clustering is ap-
plied to the mineral flotation process that is used to mon-
itor the product composition (ore grade). Froth flotation
is widely used in mineral processing plants. Froth flota-
tion utilizes the differences in the physicochemical surface
properties of various minerals to achieve specific separation.
Hydrophobic particles attached to air bubbles are trans-
ported upward into a froth layer at the top of the flotation

cell, while the hydrophilic particles remain in the slurry
that forms the tail. Flotation plant operators usually have
heuristic rules with regard to the visual appearances of froth
and corresponding corrective operating actions because it is
a well-known fact that the performance of the flotation cir-
cuits is related to the froth visual characteristics[23, 24]. It
has been proven that froth appearances are essentially pro-
cess outputs that respond to process inputs such as reagent
flow rates[22−25] .

Recently, some methods have been developed for the
modeling and control of flotation processes based on the
froth features and corresponding process data. The typi-
cally detailed copper froth flotation process used in this case
study is described in Fig. 10. In this process, after grind-
ing first, the slurry flow passes through the mud suppression
slot, followed by the mixing tank, and then, it flows through
the roughing of the first slot (slot I) and the rougher II.

In practical industrial applications, enormous volumes of
flotation froth visual feature data can be obtained by an
image collecting system, such as data on the froth color,
size, texture, and speed. We utilize online sensors to ob-
tain a large amount of process operating data, which form
dynamic process data. How to process these data in time
and extract useful information to reflect the froth flotation
state is a challenging problem. At present, many researchers
adapt artificial neural networks to process the data. How-
ever, these algorithms rely heavily on the choice of training
samples, which are very sensitive to the initial weight and
can easily converge to a local minimum. Moreover, the
presence of problems such as over-fitting, over-training and
other factors leads to errors and poor capacity for improve-
ment. To avoid these problems, in this paper, we analyze
the correlation between the data from the viewpoint of con-
sensus clustering. Then, we can obtain the status informa-
tion of the flotation process on the basis of the clustering
results, which can be used to identify and monitor the pro-
duction of the froth flotation.

In this paper, we analyze real data from the above-
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mentioned copper froth flotation from May 24, 2011 to May
26, 2011, which includes a total of 1056 sets of data (col-
lected every 5 minutes). Each set of data is 13-dimensional
feature data that includes the bubble speed, stability, gray
value, and load factors. After addressing the noise in the
data, we select representative data every 20 minutes and
obtain 264 sets of data. According to the proposed consen-
sus clustering algorithm, the number of clusters is shown in
Fig. 11. Table 8 is the mean grade of the copper during the
morning shift, middle shift and night shift on May 24−26,
2013. Every shift lasts eight working hours.

Table 8 Different copper froth grades for three shifts

Time Morning shift Middle shift Night shift

Copper 5-24 15.72 16.78 14.97

Froth 5-25 14.06 17.38 15.47

Grade 5-26 14.06 17.38 15.47

It can be determined from Fig. 11 that the 264 sets of
sample data can be divided into 3 clusters: Cluster 1 (which
includes the production data derived from 0:00 AM on May
24th to 9:00 AM on May 25th and 4AM to 10 AM on the
26th). Cluster 2 (which includes the production data from
10AM on May 25th to 4AM on May 26th). And Cluster 3
(which includes the production data from 10AM on 26th to
12PM on 26th). According to the copper grade, it is obvi-
ous that there are differences between the three production
operation shifts. In fact, the clustering results from the
data can reflect the correlation for the sample data, which
is shown in Fig. 12.

Fig. 11 Eigenvalue of the Minkowski matrix

6 Conclusions

Consensus clustering can solve the problem of reconciling
clustering information about the same data set that arises
from different runs of the same algorithm. Then, it can find
a single consensus clustering that is better than the exist-
ing clusters. In this paper, we propose a novel consensus
clustering algorithm that considers the consensus cluster-

ing partition distance and similarity matrix. Based on the
Minkowski distance, the proposed clustering algorithm can
automatically set the number of clusters and obtain better
clustering results, which can find a compromise in the dif-
ferent clustering information about the same data set. Nu-
merical simulation results are provided to demonstrate the
effectiveness of the presented algorithm. This real applica-
tion also verifies the effectiveness of the proposed consensus
clustering algorithm.

Fig. 12 Clustering results for the sample data (Different colors
represent different clusters)
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