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Over the last decade, the emergence of new multimedia devices has motivated the research on efficient
media streaming mechanisms that adapt to dynamic network conditions and heterogeneous devices’
capabilities. Network coding as a rateless code has been applied to collaborative media streaming appli-
cations and brings substantial improvements regarding throughput and delay. However, little attention
has been given to the recoverability of encoded data, especially for the streaming with a strict deadline.
This in turn leads to severe quality of experience. In this paper, we solve the unrecoverable transmission
by proposing a multi-generation packet scheduling problem, which is treated as a video quality maxi-
mization problem and solved using dynamic programming algorithm. Experimental results confirm that
the proposed algorithm brings better data recoverability and better quality of service in terms of video
quality, delivery ratio, lower redundancy rate under different network sizes.
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1. Introduction Methods such as Fountain codes (Random Linear Network Cod-
With the emergence of various multimedia devices such as lap-
tops of smartphones, the scalable data streaming mechanisms have
gained great popularity among users. Network users spend signif-
icant time in online communication sharing media and watching
videos streamed over the Internet. Indeed, multimedia communi-
cations are nowadays pervasive and substantial part of modern
life. Many research has been studied in the creation of a natural
multimedia environment for remote immersive and interpersonal
communication, like high-quality 3D video coding or HEVC. With
high-quality 3D virtual world and 3D videos, the efficient transmis-
sion of data is also the key to success. To achieve the efficient trans-
mission, some researchers combine scalable video coding with
network coding [1,2] to adaptively optimize the video transmission
over P2P network. Many researchers also study in multi-source
streaming tree technologies. Comparatively, little attention has
been given to improving bandwidth efficiency through suitable
packet scheduling schemes. However, improving bandwidth effi-
ciency is necessary because better bandwidth resources allocation
leads to more useful transmissions and better quality of service for
media streaming applications. Therefore, this paper focuses on
improving bandwidth efficiency in scalable streaming networks.
ing [3], Raptor codes [4], LT codes [5]) have been proposed recently
for efficient data delivery in the lossy network. The benefits of
Fountain codes is the improvement in delay reduction for live
media streaming applications. The traditional scheme for transfer-
ring data across an erasure channel is a continuous two-way com-
munication, where senders acquire acknowledgments from
receivers to re-transmit error packets. With Fountain Codes, sen-
ders can keep transmitting encoded packets to receivers until recei-
vers have enough valid packets to decode the original packets.
Raptor codes and LT codes are based on the exclusive or operation
and need the complete original data to generate new coded data.
Comparatively, RLNC linearly combines packets with random coef-
ficients [6] and can generate new coded data from part of original
packets. Therefore, RLNC is more suitable to be used in a distributed
system than Raptor codes and LT code. Based on RLNC, Chou et al.
[7] proposed a practical network coding scheme for large-scale
media streaming. The authors proved that practical network coding
could provide significant gains regarding throughput and delay
compared with the traditional approach in a distributed network.
Many large-scale applications of applying network coding in the
field of multimedia streaming [8–10] have also demonstrated ben-
efits in reducing communication delays and facilitating collabora-
tion among nodes. Further, with the development of scalable
video coding, some scalable coding methods are combined with
RLNC to provide unequal protection for scalable data transmission,
such as Expanding Foutain codes [11], Hierarchical network coding
[12], and Layered network coding [13].
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Nomenclature

N i network node i; i 2 ½0;N�
Aj neighborhood of the receiver node N j

g temporal index (generation) in the media, g 2 ½1;G�
j duration of each generation
V size of video packets
Ui upload bandwidth of streaming node N i; i 2 ½1;N�

[kByte/s]
Uij upload bandwidth allocated from N i to N j [kByte/s]bUj overall available upload bandwidth from all senders to

the receiver node N j [kByte/s]
Uj the number of packet can be received from Aj in each

generation [packets/j s]
U abbreviation of Uj

S average streaming rate

a independent threshold for a receiver node to become a
sender node

C priority region, C ¼ ½Cs; . . . ;Ce�
x urgent region, x ¼ ½xs; . . . ;xe�
l layer index in the media, l 2 ½1; L�
sðg;lÞ number of video packets in generation g, layer l
sðĝ;lÞ number of actually scheduled packets in generation g,

layer l
Q ðg;lÞ number of quality gain of generation g, layer l
l the unsuccessful transmission rate
dij number of scheduled packets from N i to N j in genera-

tion g
tðg;lÞ denotes whether generation g and layer l is subscribed

by the receiver, tðg;lÞ 2 ð0;1Þ.
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Peer-to-peer (P2P)networkshavebeenusedextensively inmulti-
media streaming as an effective transmission platform. Many exist-
ing commercial P2P networks have shown their success when they
are used to transmit files [14] or multicast streaming [15,16]. The
advantageofP2Psystems is that thenetworkconstruction is scalable
andmoney-saving [17–19]. Early P2P networks are based on multi-
casttrees.Peers immediatelypushpacketstoitschildrennodeswhen
they receive new data. In contrast, swarm-based schemes are more
amenable to real-world implementations [20]. In the swarm-pull
scheme each peer maintains its neighbors and periodically
exchanges its buffer-map, which represents the availability of video
blocks, with its neighbors. Each peer then fetches packets from its
neighbors accordingly [21,16]. By taking advantage of network cod-
ing, themesh-push schemesareproposed [22,23,1]. Theyallowpeers
in swarm-push schemes actively push their received packets to its
neighbors according to periodically exchanged buffer-maps.When a
receiver gets enough encoded packets, it immediately decodes the
original packets using Gaussian elimination.

Despite substantial progress in the field, little attention has
been given to bandwidth efficiency in the NC-based streaming
applications, especially to the NC-based scalable video streaming.
Better bandwidth efficiency will result in a better quality of service
in multimedia streaming. The bandwidth inefficiency in current
NC-based mesh-push scheme is caused by the delay of buffer-
map. In the push scheme, there will be a good number of redun-
dant packets already in the transmission pipeline if the delay is
considerable. We term this kind of redundant transmission as brak-
ing effect. The braking effect is especially severe in scalable video
streaming because it happens very frequently due to the layered
transmission mechanism. To solve this problem, instead of trans-
mitting layered data, the optimal layer is selected in advance based
on the information of video, network bandwidth, and loss rate in
advance. Senders then push packets to each receiver based on a
distributed multi-sender cooperation algorithm.

The remainder of this paper is organized as follows. In Section 2
we introduce some relatedworks on thepacket schedulingproblem.
In Section 3, we propose the overall systemmodel for the streaming
network. Then in Section 4 we describe the proposed scalable
streaming system. In Section 7 we present results of some simula-
tion experiments, and in Section 8 we draw some conclusions.

2. Related work

Scalable media streaming refers to the coding technique which
fragments a single high-quality media-stream to several layers to
provide different quality of experience for different devices. Some
papers have proposed the use of NC with SVC. For example, the
authors in [12] combines the lower layer first scheduling policy
with hierarchical random push network coding. In [24], Nguyen
et al. proposed to use a drop-threshold and an add-threshold to find
the suitable layer to subscribe based on the buffer-map of receivers.
Compared with [12] and the random approach, the uninformative
packets rate is relatively low. However, the layer subscription in
[12] is fluctuant and inaccurate. In [2], Sanna pointed out the delay
of the buffer-map updating will generate braking effect, and brings
superfluous transmission. To solve this problem, in [2], they pro-
posed a bandwidth estimation and proactive rate selection algo-
rithm as a plugin component for the random-push packet
scheduling policy. In [25], Thomos et al. proposed a rate allocation
method to maximize the received video quality. In their scheme,
they formulate the bandwidth allocation problem as a distortion
optimization function. After that, Huang et al. [23] proposed a joint
video quality and delay optimization function. However, both of
their works optimize the packet scheduling based on the single gen-
eration. Such scheduling policies cannot fully integrate network
resources, andmaximize the bandwidth efficiencies. Another previ-
ous work [26] constructs the cost function for each possible trans-
mitting policy. Then the sender pushes packets according to the
rank of cost. Nevertheless, it still cannot avoid the bandwidth inef-
ficiencies caused by these unrecoverable packets. In [27], Thomos
proposes to use the Markov decision processes and reinforcement
learning approaches to find the possible optimal pushing strategy
for a given scheduling region. However, the slow convergence
speed and high computational complexity make it less competitive.

Ourworkdeparts fromthe conventional choiceof sequential pro-
cessing of generations and considers the scheduling of several gen-
erations simultaneously. The advantage is that the limited
bandwidth canbemore accurately allocated tomultiple generations
and layers such that the maximum bandwidth efficiency can be
achieved. To achieve the accurate bandwidth scheduling, a multiple
generation scheduling problem is proposed firstly, which has been
proved to be an NP-complete problem. To solve this problem, we
proposed twomethods. One algorithm transfers themultiple gener-
ation scheduling problem to single generation scheduling problem.
The other algorithm solves themulti-generation optimization using
a novel dynamic programming algorithm, which can be solved in
pseudopolynomial-time. Basedon the selectedclasses, a distributed
packet scheduling algorithmcoordinates senders to distribute pack-
ets. The scheduling algorithm can effectively avoid the transmission
of unrecoverable data, thereby improving the bandwidth efficiency
and QoS.

3. System model

In this section, a brief overview of the system is given. Firstly,
the definitions of the transmission network are given, and the
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construction process of the transmission network is briefly explained.
Secondly, the model for scalable media data is explained to under-
stand the scheduling process and coding process of scalable data.

3.1. Network model

The overall network model is depicted in Fig. 1. In this model,
three types of peers are defined: streaming source, tracker server,
and client node. Each peer contacts the tracker server to join the net-
work. Somecontrol information, i.e., theuploadbandwidthof neigh-
boring nodes and the size of video packets, is exchanged during the
procedure. The overlay of network nodes is represented as a graph
(N , e) composed fornodesN ¼ fN 0; . . . ;N Ng and theedge e.N 0 rep-
resents the tracker server and N 1 represents the streaming source.
The rest nodes from N 2 to N N are client nodes. A client node
becomes a sender node when it holds at least a linear independent
segments (0 6 a 6 1). Aj � N is defined as the neighborhood of N j,
which is the set of sender nodes that are connected to N j.

For any nodes in the network, U ¼ fU0; . . . ;UNg are indicated as
the vector of streaming nodes. Each sender N i equally allocates its
upload bandwidth Ui to its receiving nodes N j, and the allocated
upload bandwidth from node N i to N j is Uij such thatPjAj j

i¼0Uij ¼ Uj. In this way, the low bandwidth of some nodes won’t
become the bandwidth bottleneck of the whole network. The

overall upload bandwidth which allocated to N j is bUj ¼
PjAj j

i¼1Uij.
To simplify the discussion, we also define the available

j-quantized upload bandwidth of N j is Uj ¼ bUj � j=V . As the
scheduling algorithm is a distributed packet scheduling algorithm
Fig. 1. The overall

Fig. 2. Sample media stream model f
and designed for each receiver node N j; U is used to represent Uj

for simplicity.

3.2. Media streaming model

The scalable media stream which is distributed to the network
nodes is modeled as a bi-dimensional array of generations shown
in Fig. 2. A generation is made up by one or several group of pic-
tures (GOP) in the media. Each generation is identified within the
media stream by a temporal index g 2 ½1;G�. Each generation with
identical temporal index g has the same duration j. Each genera-
tion g is subdivided into several layers l 2 ½1; L�. In the following
section, the notation ðg; lÞ is used to indicate the class with a tem-
poral index g and layer index l. Each class ðg; lÞ has sðg;lÞ blocks.
Qðg; lÞ is the quality enhancement of each class ðg; lÞ. Due to the
dependency among layers, the lower layer needed to be decoded
first before the higher layer can be decoded. When the highest

layer L is decoded, the quality gain of generation g is
PL

l¼0Qðg; lÞ.
Instead of transmitting raw video packets, the P2P network

transmits network-coded packets. A new coded packet is gener-
ated by combining the blocks belonging to one generation together
with random coefficients. The algebraic operations are performed
in Galois field Fq (usually q ¼ 28). In this system, the blocks are
encoded from the base layer to the subscribed layer l together.

y ¼
Xsðg;1Þþsðg;2Þþ...þsðg;lÞ

i¼1

bici ð1Þ
system model.

or scalable-coded media stream.
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In the Eq. (1), sðg;lÞ is the number of packets in generation g of
layer l; bi is the ith raw blocks in generation g and ci is a random
coding coefficient. When a receiver receives y, it checks if the
packet is informative. If the packet is uninformative, it is discarded.
Once a client node has collected enough informative packets in a
generation, it will recover this generation using the progressive
Gauss-Jordan elimination.

To achieve a guaranteed transmission, the whole transmission
region can be further divided into urgent region and priority region.
In Fig. 2, g ¼ 3 is the playback point. The urgent region x is a slid-
ing window next to the playback point with fixed size xl. The pri-
ority region C is a sliding window next to the urgent region with
fixed size Cl. The start point and the end point of the priority region
is defined as Cs and Ce respectively.

In the priority region, the data transmission follows the multiple
generation scheduling algorithm proposed in Section 4 to achieve
an optimized system efficiency. In the urgent region, transmission
follows the request model proposed in Section 6 to further improve
the delivery ratio. This design can make sure a reliable system per-
formance when the network bandwidth flutters. Any unrecover-
able generations out of the transmission region are discarded
automatically.
3.3. Overall of transmission process

The overall of the video data transmission process is summa-
rized in Fig. 3. First, each receiver contacts with the tracker node
to obtain the video megedata (number of packets in each layer
and each generation), link information (the available upload band-
width Uij between the sender node N i, and the receiver node N j

and the unsuccessful transmission rate l). Then the receiver node
calculates the compensated data parameter according to Schedul-
ing Compensation Model (SCM) proposed in [28]. The main func-
tion of SCM is to calculate the number of packets sðĝ;lÞ that need
to be sent from N i 2 Aj to N j such that sðg;lÞ independent packets
can successfully arrive at N j. After this, each receiver determines
its subscribed layer l for each generation g in the transmission
region based on the multiple-generation scheduling algorithm
Fig. 3. Illustration of the overall transmission procedure at each client node.
(MGS) and single-generation scheduling algorithm (SGS) proposed
in Section 4. Subsequently, according to the request of each recei-
ver, senders cooperatively transmit the selected class ðg; lÞ to the
receiver according to the distributed packet scheduling algorithm
proposed in Section 5.

When the network is stable, the subscribed class ðg; lÞ can be
successfully transmitted to the receiver. When the network is
unstable, the subscribed class ðg; lÞ may not be decoded in the pri-
ority region. Then when the class ðg; lÞ is in the urgent region, the
receiver will actively request packets from its neighbor nodes
according to the request model proposed in Section 6. The urgent
region and the priority region moves as the playback point moves.

4. Multiple generation scheduling

This section proposes a multiple-generation scheduling opti-
mization problem to make fully use of the bandwidth resources
in a given region. It determines which class should be subscribed
and transmitted so that the overall video quality in the priority
region can be maximized. The problem is formulated as a multi-
generation PSNR maximization problem, and the optimal class
subscription policy can be found through solving the maximization
problem under some bandwidth constraints. To solve the schedul-
ing problem, two algorithms are proposed. First, the problem is
reformulated and solved through a single generation scheduling
algorithm. Second, the problem is solved directly through a
dynamic programming algorithm. As the proposed optimization
problem is a variation of the Multiple-Choice Knapsack Problem
(MCKP) [29]. Although the MCKP problem has been proved as an
NP-complete problem in [30], the optimal solution can be get in
pseudo polynomial-time through the dynamic programming algo-
rithm [31]. Therefore, according to the classic dynamic program-
ming for MCKP, we solved the multiple generation scheduling
problem using the dynamic programming algorithm.

4.1. Problem formulation

In this section, a multiple-generation scheduling problem is
proposed to find the most suitable class subscription policy. This
problem finds the optimal layer subscription policy for each gener-
ation to maximize the received video quality, which can also
reduce the uninformative and unrecoverable transmission. We find
the optimal class subscription strategy by proposing a video qual-
ity maximization problem under the fully video packet recovery
constraint. It chooses a suitable layer for each receiver to subscribe
based on the estimated bandwidth U. The multiple generation
scheduling is performed in the priority region C. The optimization
problem is shown in Eq. (2).

For any generation g, and any layer l in the region, tðg;lÞ 2 ð0;1Þ
denotes whether generation g and layer l is subscribed by the
receiver. The sðĝ;lÞ is used to represent the actually needed number
of packets to transmit the class ðg; lÞ after considering the schedul-
ing compensation model proposed in [28]. The scheduling
algorithm is computed every Cl.

t�ðg;lÞ ¼ arg max
tðg;lÞ

XCe

g¼Cs

XL

l¼0

Q ðg;lÞtðg;lÞ

subject to
Xk

g¼Cs

XL

l¼0

tðg;lÞsðĝ;lÞ 6
Xk

g¼Cs

Ug for Cs 6 k 6 Ce ð1Þ

tðg;lÞ 2 0;1f g ð2Þ
tðg;mÞ P tðg;nÞ; 8m 6 n ð3Þ

ð2Þ

The constraint (1) in Eq. (2) means that the sum of the sched-
uled packets sðĝ;lÞ from Cs to any instant k should be smaller than
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the sum of available upload bandwidth from Cs to this instant k. Ug

is equal to the available upload bandwidth in generation g, and it is
equal to the U because the average upload bandwidth is considered
to remain stable during the transmission period. The constraint (2)
means that each class ðg; lÞ can only be transmitted or not trans-
mitted. The constraint (3) means that the lower layer needs to be
chosen before the higher layer is chosen.

4.2. Single generation scheduling

The class subscription algorithm selects an optimal layer for
each receiver to subscribe for each single generation. To provide
a faster and easier solution to class subscription, we propose a sin-
gle generation scheduling algorithm based on the Eq. (2). This
problem finds the layer subscription policy based on the band-
width information in a single generation.

t�ðg;lÞ ¼ arg max
tðg;lÞ

XL

l¼0

Q ðg;lÞtðg;lÞ

subject to
XL

l¼0

tðg;lÞsðĝ;lÞ 6 Ug ð1Þ

tðg;lÞ 2 0;1f g ð2Þ
tðg;mÞ P tðg;nÞ; 8m 6 n ð3Þ

ð3Þ

In the Eq. (3), the classes ðg; lÞ that make tðg;lÞ ¼ 1 are chosen as
the subscribed layers. To solve the single generation scheduling

problem, the
Pl

k¼0sðĝ;kÞ is compared with Ug for any k 2 ð0; LÞ in
turn. The maximum k is the subscribed layer in generation g.

Algorithm 1. Single Generation Scheduling algorithm
4.3. Multiple generation scheduling

The optimization function of the MGS is a variation of the
Multiple-Choice Knapsack Problem [29], which has been proved
to be an NP-complete problem [30]. However, the optimal solu-
tion can be found in a pseudo polynomial-time through the
dynamic programming algorithm [31]. According to the equation
proposed in Eq. (2), The constraint (3) in Eq. (2) can be seen as a
multiple choice problem. In each generation g, only one quality
layer can be targeted. Therefore, the Eq. (2) can be treated as a
Multiple-Choice Knapsack Problem and solved using the dynamic
programming algorithm as presented in Algorithm.2. The time
complexity of this algorithm is Cl � Cl � U � L. Although it is not
a polynomial-time solution, it will not increase as the network
size increase. Besides, due to the size of the priority region is
limited, and the layer of video is limited. The complexity is
affordable for each node.
Algorithm 2. Scalable Rate Allocation Algorithm-Find the maxi-
mum value
In Algorithm 2, we find the maximum PSNR gain we can achieve
in C. In Algorithm 3, we find the optimal layer subscription t,

where t½g� ¼ �1 means that this generation is not subscribed,
and t½g� ¼ l represents the layer l is subscribed.

Algorithm 3. Find the solution of the optimization function
s

allocates its bandwidth based on the layer subscription policy

trategy, it sends the strategy to each sender, and then each sender

After the receiver calculated the optimal class subscription

based on the distributed packet scheduling algorithm proposed in
Section 5.

5. Distributed packet scheduling

In this section, the details of the distributed bandwidth-efficient
packet scheduling algorithm are clarified. In this algorithm, the
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DPS algorithm proposed in our previous work [28] is refined for the
scalable data streaming. The scheduling method determines how
senders cooperatively contribute their upload bandwidth in trans-
mitting the subscribed layer as shown in Algorithm 4.

Algorithm 4. Distributed Packet Scheduling
in generation g. It is equal to
Ptg

l¼0sðĝ;lÞ. U is the available upload
node Ui becomes the sender of the client node Uj. 1 is defined as
In general, the algorithm performs the upload bandwidth allo-
cation for each receiver based on the chronological order that the

g

the number of packets that need to be transmitted to the receiver

bandwidth of node Nj with the unit of [packets/generation]. dij is
calculated by the product of the rate of the ith allocated upload
bandwidth over all available upload bandwidth. Each sender trans-
mits packets according to the scheduling results dij.

6. Request model

A request model is proposed to deal with the unrecoverable
transmission caused by unpredictable network variations.
Although the scheduling compensation model considers the peer
churn and loss rate in the network, these may vary in a real net-
work. When the receiver node has an unrecovered generation in
its priority region, it will periodically broadcast its buffer map as
a request signal to all neighboring nodes. One or more request sig-
nals from different receivers may arrive at the sender nodes. Then,
each sender with spare upload bandwidth capacity calls the ‘‘ran-
dom push algorithm” to push packets to the receivers. When a
receiver successfully decodes the corresponding generation, it
immediately sends its buffer-map as a stop signal to all neighbor-
ing nodes. This mechanism aims at improving the recoverability of
the streaming in the system. To keep the efficiencies of the system,
a local information updating procedure is called, and the packet
scheduling algorithm is recomputed for this node if more than
10% of packets in the urgent region are requested from senders or
more than 10% of packets in the priority region are uninformative.

7. Performance evaluation

7.1. Experiment settings

All experiments are based on the same P2P streaming network
to achieve a fair comparison. The network is implemented on the
event-based network simulator 2(NS2). All end nodes indepen-
dently choose its neighbors and then form a randomly connected
network. The size of the network is set to be 100 nodes. Each node
has 20 nodes as its neighbors. As for the download bandwidth of
users, as commonly assumed in other P2P system studies, we sim-
ulate a P2P network where only the peer upload bandwidth is the
bottleneck. The network loss rate is set to be 0.02 as default.
7.1.1. Testing media
The testing video streaming is Paris sequence encoded with

H.264/SVC using Medium Grain Scalability (MGS). In our scenario,
we have a single source node, streaming a video encoded with
H.264/SVC using Medium Grain Scalability (MGS) at CIF resolution.
The source node is the only node that is not consuming the video.
We make use of the Joint Scalable Video Model (JSVM) reference
software to encode scalable video. Three priority classes are
selected, exploiting quality scalability, where the base layer has
QP equal to 30 and the enhancement layer has QP equal to 22
and MGS vector partitions equal to 6 and 10, for enhancement
layer 1 and 2, respectively. We use the Paris sequence with CIF spa-
tial resolution (352 ⁄ 288) and 30 frames per second. The com-
pressed video streams account for an average bit rates and PSNR
of:
Bitrate [KBps]
 PSNR [dB]
Base layer
 41.6881
 35.6259

Enhancement layer 1
 78.7615
 37.3439

Enhancement layer 2
 113.7042
 40.12
We use an I-frame period of 32 frames (corresponding to
1.067 s of video) and a GOP size of 8 frames (equal to 0.2667 s of
video). The video GOPs have PSNR and sizes shown in Fig. 4.
Fig. 5 also shows the periodic presence of GOPs which are bigger
in size, although yielding to approximately the same PSNR of the
other GOPs at the same quality layer. The large GOPs correspond
to those containing the I-slice, and the periodicity is given by the
ratio between I-frame period and GOP length. It should be noted
that this is allowed in SVC by the presence of a key-picture in every
GOP. However, to decode GOPs without I-frame at a higher quality
than the neighboring GOPs in the same I-frame period, one should
make sure that the prediction configuration and the coding loops
allow that.

Generation size c is 8 frames, which correspond to a group of
pictures covering 0.26 s of video. Therefore, j is 0.26 in this exper-
iment. The number of packets in each generation varies from 19 to
64 packets per generation based on the encoding result of the
video, and the average number of packets in each generation is
32 packets in average. The size of priority period is 8c. It means
that the playback deadline at each peer is 2.13 s and video packets
need to arrive at each node in 2.13 s to not expire. The maximum
upload bandwidth of streaming source is set to satisfy 15% end
users. The actual size of the video block is 1024 Bytes. Coefficients
of network-encoded packets are stored in the packet header and
transmitted with the video packets as well, whose size depends
on the number of encoding packets in the generation. In NS2 sim-
ulation, the packet header (e.g. the address of destination peer, and
the sequence number of video) is 150 Bytes, and the average size of
network coding coefficients is about 32 Byte per packet (1 Byte for
the coding coefficient of each video packet in the generation). Basi-
cally, in such experimental settings, the average upload bandwidth
need to be at least 1.18 times 1 to achieve full rate streaming.

7.1.2. Performance comparison
In this section, our proposed single generation optimization

scheduling (SGS) and multiple generation scheduling (MGS) is
compared with the hierarchical network coding approach (HNC)
[12], and a ADS algorithm [26]. In HNC, each node randomly
pushes its encoded packets to its neighboring nodes according to
the buffer-map of its neighboring nodes. Different from the R2
for non-scalable video streaming, in scalable video streaming, the
enhancement layers are pushed to each receiver node only when
the base layers are successfully decoded by this receiver node.



Fig. 4. Paris CIF video, H.264/SVC with Medium Grain Scalability: Size of GOPs (top) and PSNR (bottom).

Fig. 5. Paris CIF video, H.264/SVC with Medium Grain Scalability: PSNR vs Size of GOPs for different classes of GOPs.
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The buffer-map which represents the data availability of its neigh-
boring peers updates every 100 ms. Furthermore, based on the
HNC algorithm, to improve the informative transmission ratio over
the network, two more implementations are added. First, a 15%
buffer threshold for each generation is used before senders push
packets. Second, the number of received packets and the number
of sent packets from the receiver node and the sender node are
compared to avoid useless transmission. In ADS, each sender inde-
pendently chooses the optimal transmission policy from candidate
transmission policies. This choice is based on the cost of each can-
didate policy. This transmission policy determines which genera-
tion and which receiver the packet is addressed to. The cost is
defined as the product of the number of packets needed to recover
the generation g and the corresponding reminding time of this gen-
eration g before the playback deadline. All candidate policies are
sorted in an increasing order according to the defined cost. The
optimal policy is selected from the top 30 policies with uniform
probability. For each receiver, the lower layer is pushed first.

In the following experiments, we only consider a static P2P net-
work, where peers do not churn during simulation. Our evaluations
focus on the following metrics: (1) Average video quality compar-
ison: The average received peak signal to noise ratio (PSNR) at each
client node. (2) Delivery Ratio: The average fraction of the average
received informative packet that could arrive at the receiver node
before the playback point at each client node. (3) The uninforma-
tive ratio: The ratio of the number of uninformative video packets
to the number of total received video packets. (4) Network size:
The impact of network size on the average video quality. (5) Net-
work loss: The impact of network loss on the average video quality.

7.2. Streaming performance comparison

To evaluate the QoS of the proposed streaming system, the per-
formance of the average video quality is studied first. It is the most
visual indicator to the quality of service. As depicted in Fig. 6, the
video quality of these four methods are compared when the peer
upload rate ranges from 0.1 to 1.4 times the full rate video. In all,
the results in Fig. 6 show that the proposed multi-generation
scheduling (MGS) scheme achieves a remarkable improvement in
video quality over the whole range of bandwidth values. The SGS
has a poor performance when the upload bandwidth is less than
0:26S and has a better performance when the upload bandwidth
is better than 0:26S compared with other schemes, because the
MGS and the SGS transfer packets based on the DPS algorithm. In
this way, the delay of the signaling message won’t bring great
impact to the system performance. In comparison, the ADS and
the HNC algorithm transmit packets based on the signaling mes-
sage. In our experiment, the time delay between the time that
the receiver receives enough packets to the time that senders
receive this stop message is 100 ms. Therefore, after the receiver
successfully decodes a layer in a generation, senders may still push
uninformative packets to the receiver due to the information updat-
ing delay. These uninformative packets are one of the main reasons
which caused bandwidth inefficiency. As the MGS algorithm is the
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Fig. 6. Performance comparison of the average video quality among four schemes.
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optimal solution to the Eq. (2), it can provide the best bandwidth
allocation solution to optimize the overall PSNR for each receiver
node. Therefore, it can outperform the SGS, HNC and the ADS algo-
rithm. Furthermore, when the average upload bandwidth is from
0.1S to 0.25S, the HNC and the ADS outperform the SGS algorithm
because the SGS will transmit nothing according to the Eq. (3). It
means the algorithm will consider many generations can be suc-
cessfully decoded based on available better chances to transmit
decodable generations and layers. When the upload bandwidth is
larger than the 0:25S, the SGS can have a better performance than
the HNC and ADS.

Next in Fig. 7, we study the performance of packet delivery ratio
of each method when the peer upload rate ranges from 0.1 to 1.4
times the full rate video. Although the QoS is analyzed in the video
quality analysis, then the delivery ratio of each layer can give a
more clear understanding of the bandwidth allocation among each
layer. Firstly, among all these scheduling algorithms, the MGS has
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the best delivery ratio performance for each layer in a given upload
bandwidth. It achieves full delivery of the base layer when the peer
upload bandwidth is 0.2S. In comparison, the SGS, the HNC and the
ADS achieve the full delivery of the base layer when the peer
upload bandwidth is 0.35, 0.8 and 1.0 respectively. Therefore, the
SGS achieves faster full delivery than the ADS and the HNC algo-
rithm. However, the ADS performs better than the SGS algorithm
when the upload bandwidth is from 0S to 0:2S. When applying
the SGS scheduling algorithm, the system considers the available
bandwidth cannot afford the base layer according to Eq. (3). It,
therefore, determines to transmit nothing to avoid uninformative
transmission. In contrast, the ADS algorithm constantly pushes
packets based on the rank of each transmission policy. Therefore,
it may have some probability that some generation can be success-
fully decoded, and thereby bringing better delivery ratio than the
SGS. When the upload bandwidth increases, the SGS will think
the system can afford the corresponding layers and start the
0.8 1 1.2 1.4
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Fig. 8. Performance comparison of the average uninformative packet ratio among four schemes.
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transmission. As the DPS algorithm can better cooperate senders
and avoid resources inefficiency, it outperforms the ADS when
the upload bandwidth is larger than 0:2S. It is worth noting that
the MGS does not have this issue because it uses the multi-
generation scheduling algorithm, which means that the upload
bandwidth in a period would be properly allocated. Some GOP
may get totally skipped to ensure the overall maximized video
quality when the upload bandwidth is low.

We further study the influence of the upload bandwidth on the
performance of average uninformative packet ratio. The uninfor-
mative ratio is defined as the uninformative video packet rate over
all transmitted video packet rate. It can reflect the impact of the
signaling message delay to the bandwidth redundancy. The results
in Fig. 8 shows that the uninformative ratio is 1–2%, 1–3%, 1–10%
and 1–13.5% for MGS, SGS, ADS and HNC respectively. In all, using
the buffer-map update to control the date delivery would generate
more uninformative information compared with the DPS
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Fig. 9. Performance comparison of the average d
algorithm, especially when the upload bandwidth increase.
Furthermore, this problem is more serious in the scalable video
streaming system because the number of video packets in each
layer The MGS and SGS use the DPS transmission policy, therefore
it can reduce these uninformative transmissions. Although the DPS
will not generate any uninformative packet transmission due to
the late signaling message, it still transmit a certain amount of
uninformative packets sðĝ;lÞ � sðg;lÞ on purpose to avoid the unsuc-
cessful transmission caused by network loss and inherent uninfor-
mative transmission caused by network coding.

In the next experiment, we compare in Fig. 9 the average
received video quality of the proposed algorithm versus the num-
ber of peers to observe the scalability of the packet scheduling
algorithm. The perceived video quality of SGS, MGS, ADS, and
HNC almost remain the same when the network size varies. This
is because the scalability of the streaming network mainly depends
on the network bottleneck. In our comparison, all networks are
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elivery ratio as a function of network size.
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Fig. 10. The impact of distance from server to the average received video quality in PSNR.
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formed as random mesh network. Therefore, when there is no net-
work bottleneck in the network, the network performance will
remain the same as the network expended. Furthermore, to make
sure the system do not have the content bottleneck when perform-
ing scalable video streaming, the upload bandwidth of the server is
set to be 15% of the overall streaming rate to facilitate fast content
distribution so that every node can have new data to distribute
among its swarming neighbors.

The performance of the video quality in PSNR versus the num-
ber of hops from the server is evaluated in this experiment. More
specifically, this experiment demonstrates the scalability of the
scheduling algorithm and the fairness among client nodes. The
hop is defined as the hop distance from the client node N j to the
streaming server. As depicted in Fig. 10, the average video quality
remains almost the same as the number of hops increases. This
shows that all algorithms are not very sensitive to the distance
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Fig. 11. Performance comparison of the average delivery ratio as a function
from the server. That is because the HNC, ADS, SGS, and MGS algo-
rithms are built in the mesh network, where the neighbor nodes of
each client node are randomly chosen. Therefore, the distance from
the streaming server does not have an obvious influence on the
delivery ratio.

In Fig. 11 the performance of the delivery ratio is analyzed in a
lossy network to evaluate its resistance to network loss. We com-
pare the achieved average received video quality among the four
schemes. Through this experiment, we can see that how different
algorithms perform against the network loss. ADS and the HNC
use the signaling buffer-map to control the content delivery in
the lossy network, and the MGS and the SGS algorithms use the
scheduling compensation mode (SCM) proposed in [28] to control
the content delivery in the lossy network. In all, the scheduling
compensation mode is not robust enough when the network loss
increases. The SCM use the average loss rate to perform scheduling
8 10 12 14

the network (%)
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of network loss rates when N ¼ 100 and upload bandwidth U ¼ 1:2S.
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compensation for each generation. However, the scheduling com-
pensation may be inaccurate when the loss rate increase, which
leads to redundant transmission, and unsuccessful transmission.
Therefore, the HNC and ADS algorithms are more robust than the
MGS and SGS when the network loss rate is significant.

8. Conclusions

This paper proposes a novel push-based live scalable streaming
system. To accurately perform the packet scheduling and avoid the
braking effect during scalable video streaming, we proposed a mul-
tiple generation scheduling optimization problem. Based on the
optimization problem, two practical generation scheduling algo-
rithms are proposed and implemented. Further, a distributed
packet scheduling is proposed to coordinate sender nodes to deli-
ver the selected content. The experimental results prove that the
two scheduling algorithms greatly improve the delivery ratio and
reduce the uninformative transmission, thereby brings better
bandwidth efficiency and quality of service.
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