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Highlights

• This survey contains necessary background on dichotomous search.

• It is the first survey on Operations Research applications of dichotomous search.

• The focus is on models incorporating economic cost structure and constraints.
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Abstract An object is searched for in {1, . . . , N}. Queries for the object are sequentially conducted. A
query at x reveals whether the object’s location is greater than x. The objective is to find the object within
a minimal expected number of queries. This problem is called the “dichotomous search” problem and has
many versions. This paper surveys dichotomous search problems with the emphasis on Operations Research
applications.

Keywords: Combinatorial optimization; dichotomous search; alphabetic trees

1Department of Statistics and Operations Research, Tel Aviv University, Tel Aviv 69978, Israel. hassin@post.tau.ac.il
2Corresponding author
3Department of Statistics and Operations Research, Tel Aviv University, Tel Aviv 69978, Israel. annashva@yahoo.com



 

ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Contents

1 Introduction 2

2 Preliminary information 2
2.1 Formulation in terms of alphabetic binary trees . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Prefix-free code formulation of dichotomous search . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Basic algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4 Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.5 Knuth’s method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.6 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Uniform probability distribution 6
3.1 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Search for the maximum of a unimodal function . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 Interpolation search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.4 Exponential costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.5 Worst order of leaves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

4 Other costs and objectives 8
4.1 Asymmetric (direction-dependent) costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Search with travel costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.3 Location-dependent search costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.4 Minimax trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.5 Maximizing the probability of finding a hidden object . . . . . . . . . . . . . . . . . . . . . . 14
4.6 Depth-dependent costs and depth-restricted trees . . . . . . . . . . . . . . . . . . . . . . . . . 15

5 Variations of the dichotomous search problem 15
5.1 Unreliable answers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.2 Delayed and lost answers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.3 Search for the smallest root in a set of functions . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.4 Multi-objects search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.5 Parallel (polychotomous) search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.6 Search for rationals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

6 Search for a state-transition point 20
6.1 The basic problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.2 Economic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.3 Process recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.4 Unreliable answers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.5 Unreliable processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

7 Dichotomous search experimentation and games 27
7.1 Search for unknown level of demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
7.2 Wage bargaining - optimal wage request . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
7.3 Dichotomous search games . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1



 

ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

DICHOTOMOUS SEARCH 2

1. Introduction

Dichotomous search, as the name indicates, refers to algorithmic procedures that search for a target in
an unknown location within an interval (the interval of uncertainty, or the search interval) by repeatedly
dividing the interval into two parts. At each iteration, the searcher selects a point in the search interval and
places there a query, determining at which side of the chosen point the target is located. This approach is
ubiquitous and it is applied naturally not just by sophisticated scientists but also in everyday intuitive trial
and error experimentation.

In the simplest form of dichotomous search, the searcher has no prior information on where the target is
located (or assumes it is uniform over the interval of uncertainty), and the goal is to minimize the worst-case
or expect cost of the search. In this simplest form, dichotomous search is reduced to the well-known binary
search where the search interval is repeatedly halved.

This survey focuses on more sophisticated implementations of dichotomous search, for example when there
is some prior information on the target location, when facing search constraints, or under specific forms of
the objective function.

Formally, we consider search over ordered sets. The generic form of such a problem is the following: An
object (the target, or the search key) lies at location x in the initial interval of uncertainty, {1, . . . , N}.
Queries for the object are sequentially conducted. Queries are comparison questions, presenting an integer
y and returning whether or not x ≤ y, thus creating a smaller interval of uncertainty. The objective is to
minimize the expected cost of the search.

The literature on dichotomous search comes from several disciplines - computer science, applied mathematics,
operations research, statistics, industrial engineering and economics.

This paper surveys dichotomous search problems and solutions in the area of Operations Research. For
completeness we also briefly describe the closely-related theoretical contributions in other areas, mainly
Computer Science. There are two relevant earlier surveys concerning dichotomous search. Nagaraj (1997)
surveys the literature on computational methods for optimal binary trees, focusing on efficient algorithms,
bounds and approximations. For completeness we briefly describe this necessary background. The more
recent survey Rytter (2005) concentrates on Huffman tree problems, while very briefly relating to the
alphabetic tree problem. It also includes a detailed illustration of the proof of the algorithm of Garsia and
Wachs (1977) for the alphabetic tree problem.

Our mode of description differs from the above-mentioned surveys. We cover the literature by classifying it
into sub-topics and focusing on each contribution separately. We add pointers to relevant results that focus
on other variations of the problem. The order in each part is chronological, naturally creating a logical flow
of the developments.

2. Preliminary information

2.1 Formulation in terms of alphabetic binary trees

A t-ary tree (or, a t-way tree) is a rooted tree such that every node has at most t children. A 2-ary tree is
also called a binary tree. Nodes having no children are terminal nodes, or leaves, or external nodes, while
the other nodes are internal nodes. It is common to denote by l(j) the path length (also called the depth or
level) of node j, corresponding to the number of arcs in the path from the root to j. The depth of a tree
(also its height) is the maximal depth among its nodes. The path length of the tree is

∑
l(j). When there are

positive weights w1, . . . , wN attached to the nodes, the weighted path length of the tree is
∑N

j=1wjl(j).

A tree with minimum weighted path length is optimal. Without loss of generality, the weights wi can be
normalized to that their sum is 1. In this case, wi represents the a priori probability of the object to be at
location i. An optimal alphabetic tree is therefore associated with a search strategy minimizing the expected
search time.
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Alphabetic binary trees. These are binary trees for which there exists a planar embedding such that
terminal nodes 1, . . . , N appear from left to right consecutively. Such binary trees are alphabetic or order-
preserving. Alphabetic binary trees represent solution strategies for the dichotomous search problem. Say
we are searching for a point among {1, . . . , 5}. The tree in Figure 1 represents the following strategy: First
search at 3. If the object lies among {1, 2, 3} then search at 2, otherwise search at 4. After at most three
stages the object will be found. The path length of node x is the number of queries needed to find the
object, if it lies at x. Thus the depth of the tree corresponds to the maximal number of questions needed to
find the object (three in our example) and the (weighted) path length of the tree is N times the (weighted)
average number of queries needed to find the object.

1 2

3 4 5

Figure 1. A 2-tree defines a search strategy

The entropy of the system is H = −∑wi logwi. Gilbert and Moore (1959) used a theorem of Shannon
that the minimum weighted path length of a non-alphabetical tree is between H and H + 1 to prove that if
the tree is restricted to be alphabetic then this intervals extends to [H,H + 2]. Refined upper bounds are
derived in Nakatsu (1991), Sheinwald (1992), Yeung (1991), De Prisco and De Santis (1993) and
Bose and Doüıeb (2009).

Binary search trees. There are N names A1, . . . , AN and 2N + 1 frequencies β1, . . . , βN , α0, . . . , αN with∑
βi +

∑
αi = 1. βi is the frequency of Ai, and αj is the frequency of names located between Aj and Aj+1.

A binary search tree has N interior nodes corresponding to the given names and N + 1 leaves corresponding
to the intervals. An algorithm based on a search tree assumes a three-way comparison (asking if the present
key is equal to, less than, or greater than the search key). It generalizes the two-way search associated with
alphabetic binary trees when β1 = · · · = βn = 0. Andersson (1991) shows how to perform the search
applying a single two-way comparison at each internal node and when an external node is reached a final
equality comparison is performed. Spuler (1993) and Hu and Tucker (1998) use this idea to solve this
problem by the alphabetic-tree algorithm.

2.2 Prefix-free code formulation of dichotomous search

Let {σ1, . . . , σt} be a set of characters. Word v is a prefix of word v′ 6= v if v′ = vu. A prefix-free code is a
collection of words C = {v1, . . . , vN} such that for all i 6= j vj is not a prefix of vi. cost(v) is the number

of characters in v. Given probabilities p1, . . . , pN , the cost of C is
∑N

i=1 picost(vi). The minimum-cost
prefix-free problem is equivalent to the minimum weighted path-length t-ary tree problem where cost(vi) is
the path length of node vi and pi is the weight attached to node vi.

The alphabetic coding problem additionally requires that the alphabetic order of the codewords preserves
the given order of the words to be encoded. It is equivalent to the alphabetic t-ary tree problem.
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2.3 Basic algorithms

Gilbert and Moore (1959) present an O(N3) dynamic programming algorithm. Let |T |i,j denote the cost

of an optimal tree for the interval of uncertainty {i, . . . , j}, i ≤ j, and let Wi,j = wi + · · ·+wj . Then:

|T |i,i = Wi,i = wi for 0 ≤ i ≤ n,
|T |i,j = Wi,j + mini<k≤j(|T |i,k−1 + |T |k,j) for 0 ≤ i < j ≤ n. (2.1)

Knuth (1971) proved a monotonicity property which enables reducing the algorithm’s complexity to
O(N2). We elaborate on this method in §2.5.

Hu and Tucker (1971) present an O(N logN) T-C algorithm for optimal alphabetic trees. A combination
phase constructs a tree T ′ which does not necessarily conform with the ordering restriction. It starts with
the initial sequence V1, . . . , VN of terminal square nodes, and successively generates N − 1 new construction
sequences by combining and replacing a pair of nodes by a parent round node in each step. The parent then
takes the position of its left child in the construction sequence.

Two nodes are tentative-connecting (T-C for short) if the sequence of nodes between them is empty or
consists entirely of round nodes. The pair chosen to be combined is the pair of T-C nodes having the
minimum sum of weights, said to be a local minimum compatible pair (lmcp).

The second phase of the algorithm converts T ′ into an alphabetic tree T ′N with the same level set and
cost.

Hu and Tan (1972) show that when the weights are monotonically increasing, the algorithm of Huffman
(1952) produces an (optimal) alphabetic tree. Hu (1973) provides another, simpler, proof of the T-C
algorithm.

Garsia and Wachs (1977) propose an O(N logN) algorithm, closely related to the Hu and Tucker algo-
rithm. Kingston (1988) provides a simpler proof of correctness of the Garsia-Wachs algorithm.

Belal, Selim, and Arafat (2002) compute an optimal alphabetic tree by recursively merging optimal
trees on subsets of the nodes. At each step N/k disjoint sublists, each containing k nodes, are merged into
N/(2k) sublists each containing 2k nodes. The algorithm has complexity of O(N logN).

Belal, Selim, and Arafat (2004) present an O(N)-time algorithm for inserting an element into an optimal
alphabetic tree with N external nodes, keeping the resulting (N + 1)-leaves tree optimal.

Algorithms with improved complexity for special cases are presented in Klawe and Mumey (1995), Hu
and Morgenthaler (1996), Larmore and Przytycka (1998), and Hu, Larmore and Morgenthaler
(2005).

2.4 Approximations

Allen (1982) shows that the cost errors of the following three closely related heuristics are not bounded
by constants.

• Weight-balanced tree: Knuth (1971); Rissanen (1973); Leipälä (1979). The next query is chosen
so that the weight difference of the left and right subtrees is minimal.

• Bisection tree: Mehlhorn (1977). The i-th query is placed near the k/2i percentile, for the value
of k resulting from the search.

• Min-max tree Bayer (1975). The query is placed so as to minimize the maximum weight of its left
and right sub-intervals.

Larmore (1987) provides two O(N1.6) algorithms. One algorithm approximates the solution within o(1)
error, and the other one computes the optimal solution when for every i = 1, . . . , N , the probability that
the target is at i is at least ε/N for some ε > 0.
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Hwang and Tsai (2003) derive bounds and asymptotic approximations for the sequence f(n) defined
recursively by f(n) = min1≤j<n {g(j, n− j) + f(j) + f(n− j)}. Functions g(x, y) = ax + by and g(x, y) =
ax(x+ y) + b(x+ y) appear in dichotomous search problems with direction-dependent costs (see §4.1) and
travel costs (see §4.2).

2.5 Knuth’s method

Knuth (1971) refines the O(N3) algorithm of Gilbert and Moore (1959) and reduces its running time to
O(N2). Let Ri,j be the minimizer of (2.1). Then, there is always a solution satisfying Ri,j−1 ≤ Ri,j and
Ri,j ≤ Ri+1,j for 0 ≤ i < j − 1 < n. Thus only Ri+1,j −Ri,j−1 + 1 values need to be examined when Ri,j is
calculated and the calculations are conducted in increasing order of j − i. Summing for fixed j − i gives a
telescopic series, therefore the time complexity is O(N2).

Yao (1980) (see also Yao (1982)) proves the following result: Consider the following function c, defined for
1 ≤ i ≤ j ≤ N :

c(i, i) = 0
c(i, j) = w(i, j) + mini<k≤j {c(i, k − 1) + c(k, j)} for i < j.

(2.2)

Suppose that the function w satisfies the following conditions:

• Quadrangle inequalities: w(i, j)+w(i′, j′) ≤ w(i, j′)+w(i′, j) for all i ≤ i′ ≤ j ≤ j′. (Such a function
is also called supermodular.)

• w(i′, j) ≤ w(i, j′) for i ≤ i′ ≤ j ≤ j′.
Then the monotonicity property holds with respect to c.

Hassin and Henig (1993) generalize Yao’s results by considering more general cost functions. Define
Problem (m,n) as the instance an object is known to be located in the interval {min(m,n),max(m,n)}.
Two types of search costs are considered:

• Dl(m,n, k) for placing the l-th query at k in Problem (m,n).

• Cli if the object is discovered at i after l queries.

Denote pij = pi + · · · + pj , where pi is the probability the object is at i. Let F l(m,n) be the minimum
expected cost for Problem (m,n) when l queries have already been placed. Then, for l = 0, . . . , N − 1,
m = 1, . . . , N , F l(m,m) = Clm, and for m < n and l = 1, . . . , N − (n−m):

F l−1(m,n) = min
m≤k<n

{
Dl(m,n, k) +

pmk
pmn

F l(k,m) +
pk+1,n

pmn
F l(k + 1, n)

}

and for m > n and l = 1, . . . , N − (m− n):

F l−1(m,n) = min
n≤k<m

{
Dl(m,n, k) +

pnk
pnm

F l(k, n) +
pk+1,m

pnm
F l(k + 1,m)

}
.

The minimum cost of the search is F 0(1, N), and the complexity of the algorithm is O(N4). It follows from
Knuth (1971), that this can be reduced to O(N3) when the following property is satisfied:

The monotonicity property : If F l(m,n− 1) is minimized at k′, then for some k ≥ k′, F l(m,n) is ,minimized
at k.

The authors prove the monotonicity property assuming submodularity of dl(m,n, k) = Dl(m,n, k)pmn and
that clm = Clmpm is nonnegative and nondecreasing convex in l. (Knuth proved the monotonicity property
when C is a linear function of l and independent of i, and D is constant.)

Generalizations of the basic alphabetic search that fit this model include restricted number of queries, travel
costs (possibly depending on direction), costs depending on the sign of deviation costs depending on the
location of the query, and parallel (t-ary) search. Some authors provide direct proofs for special cases of
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Hassin and Henig’s general model. These include Fujiwara and Jacobs (2014); Gotlieb (1981); Itai (1976);
Schulz (2008); Wessner (1976).

Hinderer and Stieglitz (2000) extend Hassin and Henig (1993). They apply lattice programming results
and derive weaker conditions for the applicability of Knuth’s method. They consider a family of problems
SPDK of dichotomous search of at most K queries in the interval of integers [1, N ]. They present a method
for problem SPDK that derives natural conditions under which at each stage k, 1 ≤ k ≤ K, the smallest
optimal search location in [i, j] increases in both i and j.

2.6 Applications

Garey and Hwang (1974) investigate group-testing procedures that isolate a single defective item within
a set of N items. Item i is defective with an a priori probability pi. A group test is a test of any set of items
which determines whether all members of the set are non defective.

An optimal testing can be obtained by ordering the items so that p1 ≥ p2 ≥ · · · ≥ pN and construct-
ing an optimal alphabetic binary tree for the sequence of weights w1, w2, . . . , wN with wi proportional to
pi
∏i−1
j=1 [1− pj ].

Anily and Hassin (1989) investigate the problem of computing a K-best alphabetic binary tree. The
problem arises, for example, when there is no efficient algorithm known for constructing the best tree under
certain constraints. We can then rank the trees until the best tree obeying the constraints is reached. The
authors develop two algorithms for this problem, with complexities O(KN3) and O(KN4).

3. Uniform probability distribution

3.1 Algorithms

The Fibonacci numbers are defined by u0 = u1 = 1 and ui = ui−1 + ui−2 for i ≥ 2.

The Fibonacci search is as follows: If at some point in the process the item is isolated to an interval of size
ui beginning at A, then inspect A+ ui−1. If the item is to the left, then it is isolated to an interval of size
ui−1, otherwise it is in an interval of size ui−2. The expected number of comparisons while searching a list
of N elements (N is some Fibonacci number), each having an equal probability to be the searched target, is
O(log2N), and the maximum search time is O(logϕN) where ϕ = (1 +

√
5)/2 is the “golden section.”

Ferguson (1960) analyzes the performance of the Fibonacci search when N is a Fibonacci number. The
motivation for exploring the Fibonacci search is to replace divisions by additions and subtractions, and
Nishihara and Nishino (1987) also note another possible advantage, that it requires a smaller “travel
distance” relative to binary search.

Wong (1964) derives optimal solutions for the search problem with a uniform a priori distribution. (See
also Gottinger (1977).) Three possible outcomes are possible when comparing x with xi: x > xi, x < xi, or
x = xi. Let n∗(N) be the set of optimal first-step comparisons. Then:

For N = 2k+1 + 2m, if m < 2k−1 then n∗(N) =
{

2k, 2k + 1, . . . , 2k + 2m+ 1
}

. If m ≥ 2k−1 then n∗(N) ={
2k + 2m+ 1, 2k + 2m+ 2, . . . , 2k+1

}
.

For N = 2k+1 + 2m − 1, if m ≤ 2k−1 then n∗(N) =
{

2k, 2k + 2, . . . , 2k + 2m
}

. If m > 2k−1 then n∗(N) ={
2m, 2m+ 1, . . . , 2k+1

}
.

For example, for N = 24 + 9 = 25, n∗(N) = {9, . . . , 16}. The author also computes the optimal value
produced by applying the optimal strategies described above.

Morris (1969) uses the dynamic program (3.1) and the convexity property of the function G(N) = NF (N)
and proves the lower bound of dlog2Ne for optimal expected search-cost F (N): F (1) = 0, and for N >
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F (N) = 1 + min
k=1,...,N−1

{
k

N
F (k) +

(N − k)

N
F (N − k)

}
. (3.1)

If N is a power of 2 then F (N) = log2N . The function G(N) is piecewise linear and coincides with N log2N
at the points N which are powers of 2: G(2l + j) = l · 2l + j(l+ 2) for 0 ≤ j ≤ 2l (see Carlitz (1971)).

Overholt (1973) shows that the average length of the Fibonacci search exceeds ordinary binary search by
approximately 4% and also has a much greater maximum search length and standard deviation. In contrast
to ordinary binary search where the greatest search length is one or two tests longer than the mean search
length, the Fibonacci maximum search length is nearly 40% greater than the mean.

3.2 Search for the maximum of a unimodal function

A search procedure based on Fibonacci numbers can be used in approximating the maximum of a unimodal
function when N f -evaluations are available. A unimodal function satisfies for some x that f(y) is strictly
increasing for y ≤ x and strictly decreasing for x ≤ y. The maximum point x is the search argument.
The property of unimodality enables, after two evaluations of f , obtaining a smaller interval of uncertainty
regarding x. The method divides the initial interval, whose length itself is a Fibonacci number, to two in-
tervals such that the proportion of their lengths is the proportion of sequential Fibonacci numbers. Kiefer
(1953) shows that Fibonacci search minimizes the maximum possible size of the interval of uncertainty.
Oliver and Wilde (1964), Avriel and Wilde (1966), Karp and Miranker (1968) and Rastsve-
taev and Beklemishev (2002), and Hassin (1981) modify the algorithm for cases of symmetric final
query, finite accuracy, parallel computations, and initial interval lengths that are not Fibonacci numbers,
respectively. When the number of function evaluations is large one can use the asymptotic golden-section
approximation.

The optimality of the Fibonacci search is often ignored and authors select the queries in a less efficient way.
For example Dahmani, Hifi, and Wu (2016) also maintain one internal point with a known value of the
function, but the next query is placed at the middle of the longer side of the search interval. In another
example, Lei, Jasin, and Sinha (2014a) divide the search interval [xl, xu] to three equal parts and place
the next queries at two new points (2xl + xu)/3 and (xl + 2xu)/3.

3.3 Interpolation search

Suppose x1 < · · · < xN is a random sample from a distribution with cdf F . Given a target value x ∈
{x1, . . . , xN} one can compute the probability that x = xi i = 1, . . . , N and construct an optimal alphabetic
tree. Peterson (1957) proposed interpolation search, a heuristic that simulates human search through a
dictionary: Let α = F (x). The search is directed by starting with the natural guess at α’s percentile of
the interval of uncertainty, learning whether that target item is smaller, equal, or greater, and updating
the percentile accordingly. Yao and Yao (1976) and Perl, Itai and Avni (1978) prove that the
expected number of comparisons is of order log logN , and this is asymptotically optimal. Manolopoulos,
Kollias, and Hatzopoulos (1986) assume that M given sorted values are searched for. Binary search is
conducted for these values in increasing order and each result serves as a lower bound for the initial interval
of uncertainty of the next item. Manolopoulos, Kollias, and Burton (1987) combine this idea with
interpolation search. Santoro and Sidney (1985) and Bonasera, Ferrara, Fiumara, Pagano, and
Provetti (2015) combine ideas from interpolation and binary search.

3.4 Exponential costs

Baer (2010) solves the problem of minimizing loga
(∑

iwia
l(i)
)

when a < 1. (See Hu, Kleitman and Tamaki
(1979) for the case a ≥ 1.) Note that when a < 1, loga(x) is monotone decreasing and therefore the objective

is to maximize
∑

iwia
l(i).
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An O(N3) dynamic program is straightforward: Let Wj,k be the maximum tree weight for items j through
k. Then Wj,j = wj and for j < k:

Wj,k = a max
s∈{j+1,...,k}

[Wj,s−1 +Ws,k] .

An example demonstrates that Knuth’s monotonicity fails for a < 1, and the author constructs approxima-
tion algorithms, similar to Hassin (1984). The problem’s variables are the leaf-levels l(i) that must satisfy∑

i 2−l(i) ≤ 1 and integrality constraints, and the tree must be alphabetic. The approximate solution is ob-
tained by relaxing the last two requirements and rounding up the resulting solution. Finally, the algorithm
generates from the obtained non-alphabetic tree an alphabetic tree with approximately the same cost.

3.5 Worst order of leaves

Kleitman and Saks (1981) solve the following problem: given a leaf set E = {e1, . . . , eN}, with weights
w1 ≤ · · · ≤ wN , what order of E maximizes the minimum cost of an alphabetic tree? They show the most
expensive order is the sawtooth order: e1, eN , e2, eN−1, . . . . Chu (1985) shows that the sawtooth order is
also the most expensive sequence for the K-restricted alphabetic binary tree (see §4.6).

4. Other costs and objectives

4.1 Asymmetric (direction-dependent) costs

In many applications, there is a different cost (say α) if the target is to the left of the query and a different
cost (say β) if it is to its right. The tree associated with this problem is an (α, β) (lopsided) tree. In a more
general context, the problem is to compute a t-ary tree and the cost of the edge from a parent to its i-th
child is ci. For example, the cost associated the i-th symbol of the alphabet.

The models discussed in §7.1 can be viewed as having asymmetric costs. See also Abigadol and Ben-Tal
(1985) on a search for the smallest root among a set of functions with asymmetric costs, a given budget.
See §5.5.1 for parallel-search models with asymmetric costs.

Cameron and Narayanamurthy (1964) represent the target by a point from a uniform distribution on
an interval. The cost of a query is 1 if the target is to the left of the query and k > 1 otherwise. The problem
is to locate the target within a unit-length interval at a minimum expected cost. A policy is represented by
a function g(x), x > 1, such that the query divides an interval of length x in the ratio g(x) : 1− g(x). Let
f(x) be the expected cost of an optimal policy for the interval [0, x]. Then

f(x) =

{
0 x ≤ 1,
ming(x) g(x)

[
1 + f(xg(x))], [1− g(x)][k + f(x(1− g(x)))]

]
x > 1.

Considering functions g(x) that approach a constant value r asymptotically, then for a large x

f(x) = min
r

[r[1 + f(rx)] + (1− r)[k + f((1− r)x)]] .

The optimal value is then

f(x) = p ln(x) + c, (4.1)

with p calculated by:

p log(1− r1−k) = k, (4.2)

and r uniquely determined by rk + r = 1. There is a unique positive p that satisfies equation (4.2) and lies
in the range 0 < p < k

log 2 . The resulting heuristic divides the interval in the ratio r : 1− r until the search
terminates.
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Murakami (1971) derives an explicit representation of the constant c for the function f(x) in (4.1):

c = 2− 1

1− r + p ln(r + k(1− r)).

The author also explicitly presents an optimal search strategy. Consider the equivalent problem where the
search is for an object located uniformly in an interval of length 1 with the objective being to find it in an
interval of length 1

n for a given n. E(n, x) is defined to be the expected cost of the search when first selecting a
test point x and thereafter using an optimal policy. The objective function is then f(n) = min0≤x≤nE(n, x).
For the exact optimal solution series N(i) and g(n) are computed:4

N(i) =

{
1 i = 2− k, 3− k, . . . , 0, 1.
N(i− 1) +N(i− k) i = 2, 3, 4 . . .

g(n) =

{
1 + k n = 1
g(n− 1) + δ(n) n = 2, 3, ...

where δ(n) = 1 if there exists an integer j satisfying the equation n = N(j) and δ(n) = 0 otherwise.
Then:

f(n) = g(n)− N(g(n))

n
, for n = 1, 2, ...

The author also presents the set of optimal test points for any fixed n.

Choy and Wong (1977) provide a graphical description of a linear time algorithm for the optimal (α, β)
tree problem. These authors extend in Choy and Wong (1978) the method to obtain an O(N) algorithm
under a constraint on the number of consecutive α-edges.

Horibe (1982) (see also Ottmann, Rosenberg, Six and Wood (1984)) shows that the optimal (1, 2)-
tree with Fk terminal nodes, Tk, has Fk−1 terminal nodes of cost k − 2 and Fk−2 nodes with cost k − 1,
where Fk is the k-th Fibonacci number. The tree Tk+1 is obtained from Tk by splitting all terminal nodes
of cost k − 2 in Tk. In Horibe (1983) the author characterizes the values c such that the Fibonacci tree
with Fk terminal nodes is an optimal (1, c) tree.

Shing (1983) assumes that the right and left penalties depend on the (uniformly distributed) location of
the searched object. The O(N3) complexity of the dynamic program is reducible to O(N2) by using the
monotonicity property.

Kapoor and Reintgold (1989) consider both min-max and min-sum versions of the optimal (α, β)-
tree problem. A greedy algorithm similar to Varn (1971) can also solve the min-max binary problem. In
particular, if the optimal root for a problem with N terminal nodes is k then it is k or k+ 1 for the problem
with N + 1 terminals. It follows that there is a common optimum tree for both the min-max and min-sum
problems.

Hinderer (1990) assumes β
α = m

k for positive integers m and k. Let f(s) be the minimal expected search
cost for an object initially hidden in Ns = {1, 2, . . . , s}, s ≥ 2. Let D∗(s) be the set of minimizers of f(s),
and let

N(i) =

{
1 if 2−max(m, k) ≤ i ≤ 1
N(i−m) +N(i− k) if i ≥ 2.

Define H(s) = sf(s) and let Si = {s ∈ N |N(i) ≤ s < N(i+ 1)}. The main theorem states:

(1) If i ≥ 2 and Si 6= ∅, then H(s+ 1)−H(s) = i+m+ k − 1 for s ∈ Si.

4The formula assumes that k is a positive integer. This assumption is not required in Cameron and Narayanamurthy (1964).
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(2) D∗(s) = {s ∈ N |L(s) ≤ s ≤M(s)}, where for i ≥ 2 and s ∈ Si
L(s) = max(N(i−m), s−N(i− k + 1)) and M(s) = min(N(i−m+ 1), s−N(i− k)).

Baer (2007) assumes a general probability distribution for the target’s location and that the cost of a
query is c0 or c1 depending on whether the object is to the left or to the right of the query. A special
feature of this model is that the decision maker is free to decide for each location which one of C0 and C1

will correspond to each outcome of the query. The optimal tree and assignment of costs can be computed
by dynamic programming in O(N3) time. An example demonstrates that Knuth’s monotonicity property
doesn’t hold for this variation.

Efraimidis (2010) contributes new algorithmic aspects of the problem, highlighting the inherent relation of
Fibonacci search with asymmetric-cost search and presenting an efficient algorithm which solves asymmetric-
cost binary search for integer (or rational) costs (α, β).

4.2 Search with travel costs

Let ax be the travel cost required for a searcher to move distance x at any stage of the search in any
direction, and suppose each query costs b. After each query the search continues from the point of the last
query, either being the left or the right end of the new uncertainty interval.

Murakami (1976) views the problem of determining a sequence of queries to minimize the maximum cost
required to diminish the existing interval of length N to unit length. Let h(N) denote the cost of an optimal
search over an interval of length N , then:

h(N) =

{
0 N ≤ 1
min0≤x≤n[ax+ b+ max (h(x), h(N − x))] N > 1.

Define g(N) as the unique integer such that 2g(N) < N ≤ 2g(N)+1. Then h(N) = (N − 1)α + (g(N) + 1)b,
for N > 1.

A.J. Hu (1986) develops a heuristic when the objective is to minimize the expected cost of the search.
The a priori distribution of the object’s location is uniform. A uniform partition search divides [1, . . . , N ]
into sublists of uniform size, and travels among sublists from left to right conducting queries such as “does
the desirable record lie in sublist x?”. When a positive answer is obtained we narrow our search to that
sublist. It takes k reads to find that the desired record lies in the k-th sublist. A searcher moving through
sublists (1, . . . , k), each of size N

n , pays ak
n for travel expenses.

An integer p, 2 ≤ p ≤ N , denotes the number of parts into which the list is divided. The expected cost of
the search is f(p) = br(p) + at(p), where

r(p) =
⌈
logpN

⌉
(p+ 2)(p− 1)/(2p)

is the expected number of queries and t(p) = N(p+ 2)/(2p) is the expected distance traveled. The optimal
p satisfies

p2

ln p
=
(a
b

) (
√
N)2

ln(
√
N)

.

Hu and Wachs (1987) consider a discrete interval and queries“is x < m, x = m, or x > m.” Every unit
distance movement costs one unit, as does the cost of a single query, that is, a = b = 1. Let T (n) be the
cost of the search when the searcher is at n and the target is known to be in {0, 1, . . . , n− 1}, then

T (n) =

{
min0≤m<n(m+ 2)n+ T (m) + T (n−m− 1) if n > 0
0 if n = 0.

The solution is unique for certain values of N that are recursively defined and in these cases the solution is
a tape-complete tree where the subtrees hanging on the right-most path are of non-increasing sizes mi and
the number of subtrees of size i is 2 or 3 except for the highest size that can also be 1. The optimal trees
for intermediate values of N are obtained by adding one leaf on each subtree of a subset of allowable trees
until we get the next tape-complete tree.
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The optimal tree can be efficiently computed using the property that the optimal location for the first query
when N increases by 1 either remains unchanged or increases by 1.

The authors also consider the more general problem where each movement costs a, each comparison costs
b, and 2a/b is an integer. Also here an optimal tree with N + 1 nodes can be obtained by attaching a leaf
to the optimal tree with N nodes, thus giving an O(N) algorithm.

Nishihara and Nishino (1987) assume costs a = 1 and b = 0, i.e., moving one unit of distance costs 1,
while conducting a query is free. The objective is to minimize the expected cost of the search. This special
case is trivially solved by inspecting the points 1, . . . , N sequentially. Three sub-optimal algorithms are
compared: binary search (BS), Fibonacci search (FS) Ferguson (1960), and movement-minimizing Fibonacci
search (mFS) which modifies the basic FS algorithm such that the amount of movement is kept small by
moving “lazily”.

Wachs (1989) considers the following problem: For locations {α1, . . . , αN}, 0 ≤ α1 ≤ α2 ≤ · · · ≤ αN , pi is
the probability that the object lies at αi and let qi be the probability that the search argument lies between
αi and αi+1 (with obvious definitions for q0 and qN ). A query costs b and reveals if the object lies at the
searched location, to its left, or to its right. The cost of traveling from αi to αj is a |αi − αj |. The goal is
to find a search strategy with expected minimal cost.

Let u(i, j) = a(αj − αi) + b. Let c(i, j) and d(i, j) be the minimum cost of a search strategy for the
reduced problem on locations {αi, . . . , αj}, i < j, such that the search begins at αi and αj , respectively. Let
w(i, j) = pi+1 + · · · + pj−1 + qi + · · · + qj−1 for 0 ≤ i < j ≤ N + 1. The following O(N3) recurrence solves
the problem:

c(i, j) = d(i, j) = 0 for i = j − 1,

c(i, j) = mini<k<j

[
u(i, k) + w(i,k)

w(i,j)d(i, k) + w(k,j)
w(i,j) c(k, j)

]
for i < j − 1,

d(i, j) = mini<k<j

[
u(k, j) + w(i,k)

w(i,j)d(i, k) + w(k,j)
w(i,j) c(k, j)

]
for i < j − 1.

For u(i, j) ≡ 1, this equation has the form of equation (2.2) and thus Yao’s result applies to this problem.
Wachs extends Yao’s result to a problem where u(i, j) is not identically 1 enabling a reduction of the
complexity to O(N2). This result is further generalized in Hassin and Henig (1993). Hornick, Maddila,
Mücke, Rosenberg, Skiena and Tollis (1990) examine heuristics for the problem.

A block search algorithm with parameter r partitions the interval of uncertainty to blocks of size rN , and
sequentially places queries at the last point of each block. Once the block containing the target is found,
the search continues by applying binary or linear search.

The optimal r for the binary search is asymptotically equal to r∗ =
√
b/(3aN) and the expected cost is

S̄BB(r∗)(N) = a(N/2) +
√

3baN + o(
√
N).

The optimal r for the linear search is r∗ =
√

b
N(2a+b) and the expected cost is: S̄BL(r∗)(N) = a(N/2) +

√
b(2a+ b)N + a

2 + b.5

Hassin and Hotovely (1992) denote by Fπ(N) the expected cost associated with searching an interval

of length N while using policy π. A policy π is asymptotically optimal if limN→∞
Fπ(N)
F (N) = 1. If an arbitrary

function g(N) is an approximation for another function f(N), then the relative error of this approximation is∣∣∣f(N)−g(N)
f(N)

∣∣∣. The authors analyze the performance of several approximations: fixed-step policies, fixed-ratio

policies and myopic policies.

According to fixed step policy, queries are placed at fixed step sizes as long as the direction of movement
is fixed. A step of size

√
Nb/a is asymptotically optimal, and its relative error converges to 0 as fast as

5The authors also considered the fixed-ratio heuristic, which was independently analyzed in Hassin and Hotovely (1992), but
their formula for the cost function contains a redundant factor of 2 which erroneously led to the conclusion that it is dominated
by the linear search version of block search.
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1/
√
N . The expected cost of this policy satisfies

h(N) = 0.5aN +
√
Nba+ o

(√
N
)
. (4.3)

According to the fixed-ratio policy,6 given an interval of uncertainty of size N > 1, the next query is placed

at a distance of Np from the searcher’s location. The fixed-ratio policy with p = 2√
N

√
b
a is asymptotically

optimal and its cost also satisfies (4.3). The proof of this result employs the notion of binary entropy
H(p) = −p log p− (1− p) log(1− p). The expected number of queries for a fixed-ratio policy with parameter
p, S(N, p), fits the following approximation for p < 1

3 :

∣∣∣∣S(N, p)− logN

H(p)

∣∣∣∣ <
1

pH(p)
log

4

p
.

As a corollary, the relative error of the approximation logN
H(p) to S(N, p) converges to 0 at least as fast as

1
logN .

Let D(N, p) be the expected travel distance under a fixed-ratio policy with parameter p. It is shown that

the relative error of the function d(N, p) = N−1
2(1−p) to D(N, p) converges to 0 at least as fast as logN

N .

Define F̂ (N, p) = b logNH(p) + ad(N, p). Differentiating with respect to p, equating to zero and letting N −→∞
gives p = 2√

N

√
b
a and F̂ (N, p) ≈

√
Nab+ aN/2, which is asymptotically optimal.

Myopic policies maximize the reduction in the interval’s length per unit of query cost. By investing b+ xa
the size of the interval reduces to x with probability x

N , and to N − x with probability N−x
N . A myopic

policy maximizes the expected reduction in the size of the interval x
N (N − x) + N−x

N x per unit of cost. The

optimal result for this class of policies is achieved with a first step of b
√
Nb/ac. The cost of this policy is

of order aN + 2
√
Nba.

Chung, Chen, and Lin (1992) analyze the same special case as Nishihara and Nishino (1987) and study
the expected costs of the same heuristics. Assume N = Fn − 1 where Fn is the n-th Fibonacci number.
Then the expected costs of the sequential search, BS, FS, and mFS are asymptotically equal to 0.5Fn, Fn,
0.882Fn and 0.809Fn, respectively.

Navarro, Barbosa, Baeza-Yates, Cunto, and Ziviani (2000) investigate heuristics when w(i, j) is the
cost of placing a query at j given that the last query was placed at i. They analyze the problem assuming
that the probability that the location chosen for the next query is uniformly distributed over the interval of
uncertainty, and describe an application to text retrieval.

Szwarcfiter, Navarro, Baeza-Yates, Oliveira, Cunto, and Ziviani (2003) present an O(Nk+2)
algorithm for a generalization of travel costs where the cost of placing a query depends not only on the
previous query but on the location of the k preceding locations.

See also Navarro, Barbosa, Baeza-Yates, Cunto, and Ziviani (2000).

4.3 Location-dependent search costs

Knight (1988) assumes that with the same probability 1/(N + 1) the target lies in any of the locations
{1, . . . , N} or not in any of them. The cost of search at k is P (k). Let TN be the binary search tree
corresponding to a unique search strategy. There are N internal nodes at which the item may be located
and N + 1 leaves.

6The asymptotic formulas for the number of comparisons and the traveled distance for this policy have also been obtained
in an unpublished manuscript Hofri (1987).
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Wk(TN ) denotes the number of internal nodes in the subtree of TN rooted at k. The expected cost of the

search using TN is 1
N+1

∑N
k=1 P (k)Wk(TN )+ 1

N+1

∑N
k=1 P (k). Discarding the constants 1

N+1 and
∑N

k=1 P (k),

the remaining sum S(TN ) =
∑N

i=1 P (i)Wi(TN ) is called the search cost of TN .

For an inspection cost function P (k) = αk + β (α, β ≥ 0):

S(TN ) ≥ α

2
(N + 1)2 [log(N + 1)− 1.070] +

α

2
(N + 1) + β [(N + 1) log(N + 1)−N ] .

For a polynomial function P (k) = kp where p is a positive integer:

S(TN ) ≥ 1

p+ 1
(N + 1)p+1 log(N + 1)− (N + 1)p+1.

For these cases, ordinary binary search is nearly optimal.

Damaschke (1998) describes a situation where the concentration threshold d allowing a substance A to
dissolve in a solvent B is unknown. Tests start with tubes containing one of these liquids, and at each step
the contents of two of the existing tubes are mixed to form a new test point. Given an integer n, the goal
is to find i such that d ∈ (i/2n, (i+ 1)/2n).

The possible sequences of test points is modeled as follows: Initially there are unbounded reservoirs of
pebbles at 0 and 1. There are two types of steps. A move corresponds to selecting two pebbles located at x
and y and moving them to (x + y)/2. A test takes place at a location x that currently hosts a pebble and
asks whether d < x or d > x. Since n tests are necessary and sufficient, the problem is to minimize the
maximum number of required moves. The unique feature of this model is that the cost of a test depends on
its location through the current location of the pebbles.

A natural application of the bisection algorithm that greedily moves pebbles before each test requires
approximately n2/6 moves. However, by pre-planning movements of pebbles, there exists for every fixed ε
a search strategy with O(n1+ε) moves.

Navarro, Barbosa, Baeza-Yates, Cunto, and Ziviani (2000) investigate heuristics when w(i, j) is the
cost of placing a query at j given that the last query was placed at i. They analyze the problem assuming
that the probability that the location chosen for the next query is uniformly distributed over the interval of
uncertainty, and describe an application to text retrieval.

De Bonis, Gargano and Vaccaro (2001) suggest a different formulation of the problem of Damaschke
(1998). It is desired to estimate the unknown concentration c > 1 of a substance. A test reveals whether the
concentration rc of the original liquid mixed with water satisfies rc > 1. The decision variable r is obtained
by merging any integer number of units from a given sample with water. The authors compare strategies
with respect to the number of tests required to reduce the interval of uncertainty, the number of merge
operations, and quantity of water used. They consider both the version where a test destroys the sample
and when it isn’t.

Laber, Milidiú, and Pessoa (2002) analyze an O(N2) ratio heuristic for the model of Knight (1988).
The first comparison is made at k which minimizes P (k)/min{k,N − k + 1}. The expected cost of the
resulting search is at most 4 ln(N + 1)

∑
P (i). The authors present constant-factor linear-time approxi-

mation algorithms for both minimum expected cost and minimax cost in Laber, Milidiú, and Pessoa
(2002a).

Charikar, Fagin, Guruswami, Kleinberg, Raghavan, and Sahai (2002) provide a three-way com-
parison algorithm that costs no more than logN + O(

√
logN log logN times the cheapest way to verify

membership or non-membership of a number q in a sorted list. The cheapest cost is either the cost of a
single query verifying that q is a member or the sum of costs of two adjacent entries verifying that q is not
in the list.

Cicalese, Jacobs, Laber, and Valentim (2012) show that Knuth’s monotonicity does not hold for the
min-max problem and therefore cannot be used to reduce the time complexity of the O(N3) time of the
simple dynamic program to O(N2). The authors derive however a different, more complex, O(N2) present
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O(N)-time algorithms with O(2 + ε+ o(1)) approximation factor to both min-sum and min-max versions of
the problem.

4.4 Minimax trees

This section contains results concerning alphabetic tree for which maxiwi2
l(i), or equivalently maxi{wi +

l(i)}, is minimized. In an equivalent formulation of the problem, the weight of each internal node is 1+ the
maximum weight of any of its children, and the goal is to construct an alphabetic tree such that the weight
of the root is minimal.

Hu, Kleitman and Tamaki (1979) find that the Hu-Tucker algorithm can be modified to construct

optimal alphabetic trees for various cost functions including
∑

iwia
l(i) (a ≥ 1) and maxiwia

l(i) in the same
O(N logN)-time complexity. Their results concerning the min-max problem also applies for ternary (3-ary)
trees.

Zhang (1984) solves the problem of minimizing
∑
w(v) over the nodes of the tree, where for a leaf v w(v)

is its given weight and for an internal node v w(v) is the maximum weight among its two children (rather
than their sum as in the common alphabetic tree problem). The algorithm starts with the given ordered
sequence of weights, and recursively combines the node with minimum weight and its smaller neighbor and
replaces them by a new node with that neighbor’s weight.

Klawe and Mumey (1985) present a linear-time algorithm for a minimax full t-ary problem (each internal
node has t children) with integer weights. By solving O(logN) integer instances one can solve the problem
with real weights. Also, by solving k integer problems with overall complexity O(kN) it is possible to
approximate the solution to the real-weights problem with error at most 1

2k−1 .

Coppersmith, Klawe and Pippenger (1986) allow internal nodes of the tree to have varying degrees at
most t. As in Klawe and Mumey (1985), the authors obtain a linear-time algorithm for integer weights and
an O(N logN) algorithm for real weights. They also prove that the cost of the solution is upper-bounded
by 1 + logt 2 + logt (

∑
i t
wi) , and this bound is tight.

Gagie (2009) develops an O(Nd log logN)-time algorithm for the t-ary problem with real weights where
d is the cardinality of {bwic |i = 1, . . . , N }. The algorithm improves upon the O(N logN) result of Klawe
and Mumey (1985) when d is small.

Gawrychowski (2013) improves the previously known O(N logN) algorithms for the binary problem and
presents an O(N) algorithm. The algorithm is complex but simpler versions exist when the weights wi are
all integer.

4.5 Maximizing the probability of finding a hidden object

See Rivest, Meyer, Kleitman, Winklmann and Spencer (1980) for a model with a limited number of incorrect
answers.

Berry and Mensch (1986) assume that a searcher has n queries available, and wishes to maximize the
probability of finding an object hidden with probability pi in i ∈ {1, . . . , N}.7 The information gathered
from each specifies whether the searched object is in that site, to its right, or to its left. The optimal strategy
is a bisection strategy on the set of min(N, 2n − 1) points with the largest probabilities.

The author also provides partial characterizations of the optimal strategies for special cases of a variation
where there is a fixed positive probability that a search at i will reveal that the object lies in some X < i
while the correct answer is X = i or X > i (note the asymmetry with respect to left and right).

7A similar setting is assumed in Hinderer and Stieglitz (2000) where a penalty is imposed if the object is not found after
n searches.
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4.6 Depth-dependent costs and depth-restricted trees

Note that a constraint on depth is a special case of depth-dependent costs where the costs become very
large if the depth exceeds the constraint. A K depth limitation means that the object must be found after
at most K queries.

Recall the notation |T | of the weighted path length (cost) of a tree T . Consider an optimal tree T , and
an internal node of v. Then, the subtree of T rooted at v is an optimal (K − l(v))-restricted tree for its
weights.

The basic O(KN3) algorithm in Itai (1976) is the following: Let T [i, j, k], 1 ≤ i ≤ j ≤ n and 0 ≤ k ≤ K,
denote the optimal tree of depth at most k for (wi, wi−1, ..., wj). If k < blog2(j − i+ 1)c, then no solution
exists and we set |T [i, j, k]| =∞. Otherwise:

|T [i, i, k]| = 0 i = 1, 2, . . . , n,

|T [i, j, k]| = ∑j
r=iwr + mini≤b<j {|T [i, b, k − 1]|+ |T [b+ 1, j, k − 1]|} ,

i = 1, . . . , n− 1, j = i+ 1, . . . , n.

Itai (1976) and Wessner (1976) reduce the complexity to O(KN2) by proving that Knuth’s monotonicity
holds.

Larmore and Przytycka (1994) introduce an O(NK logN) variation of the T-C algorithm for the
restricted-depth problem based on a similar Package Merge algorithm for non-alphabetic trees.

The algorithm also solves in O(N2 logN) time the depth-dependent problem of computing a tree with
minimum weight, where a nondecreasing convex weight matrix wi,l, i = 1, . . . , N is given and the cost of a

tree T is |T | = ∑N
i=1wi,l(i), where l(1), . . . , l(N) is the list of leaf depths.8

Larmore and Przytycka (1996) develop an O(K logN)-time N -processor parallel algorithm for the
optimal alphabetic binary tree with K-restricted depth. This complexity matches the best known sequential
time. The authors provide a parallel implementation of the Package Merge procedure (see Larmore and
Przytycka (1994)). They also obtain for any constant k an O(k log2N)-time N processors algorithm that
constructs a tree with cost exceeding that of the optimal tree by at most 1

Nk (assuming normalized leaf
weights of unit sum).

Gupta, Prabhakar and Boyd (2004) extend Yeung (1991) to the depth-restricted problem. The author
presents an O(N logN) algorithm for constructing an alphabetic tree whose average depth differs from the
optimal value by at most 2.

Fujiwara and Jacobs (2014) assume that the cost incurred when the search terminates at leaf i having
depth l(i) is fi(l(i)). For minimizing maxi fi(l(i)) they prove it is sufficient to assume that the cost functions
are nondecreasing, i.e., fi(x) ≥ fi(x− 1) for every i and x > 1, in order to prove the monotonicity property.
The special case with fi(l) = (1+d+d2+· · ·+dl−1) for a constant d ≥ 1 is considered by Schulz (2008).

5. Variations of the dichotomous search problem

5.1 Unreliable answers

In many cases the answer to a query is not reliable. In some cases it is possible to conduct independent
queries at the same location and use statistical tools to estimate the direction of the target. In other cases
this is not possible. See Waeber, Frazier, and Henderson (2013) and §6.4 for some applications.

Michael Horstein (1963) assumes that with a given probability p0 the answer to a query is false, pointing
at the wrong direction. The author suggests a modified bisection algorithm that poses the next query at the
median of the posterior density function. Ben Or and Hassidim (2008) refine this scheme and analyze

8Knuth’s monotonicity is proved for achieving this complexity. It also follows from the general results in Hassin and Henig
(1993).
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its complexity. Waeber, Frazier, and Henderson (2013) assume that the location of the target is an
absolutely continuous random variable, and prove that the expected value of the query converges to the
target’s location at a geometric rate.

Rivest, Meyer, Kleitman, Winklmann and Spencer (1980) consider dichotomous search for x ∈
{1, 2, . . . , N} where up to k of the answers may be incorrect. Let Q(N, k) denote the number of comparisons
needed in the worst case to identify x, then Q(N, k) = logN + k log logN +O(k log k).

The authors relate this problem to that of Gal, Bachelis and Ben-Tal (1978) described as identifying the
smallest root in (0, 1] of a set of continuous increasing functions gi where gi(0) < 0 < gi(1), i = 0, . . . , k. A
query amounts to asking whether gi(c) > 0 for a function gi and c ∈ (0, 1]. This problem is equivalent to
identifying an unknown x ∈ (0, 1] by testing “Is x < c” when up to k of the “No” answers are erroneous
(but all “Yes” answers are reliable). It is shown that this search requires in the worst case at least Q(N, k)
comparisons.

Aslam and Dhagat (1991) and Borgstrom and Kosaraju (1993)derive upper bounds on the length
of the search in the linearly bounded model where for each initial sequence of i queries there cannot be more
than ri errors, for some 0 < r < 0.5.

Karp and Kleinberg (2007) consider N coins with heads probabilities p1 ≤ · · · ≤ pN . For given the
target 0 ≤ τ ≤ 1 and accuracy ε > 0, the goal is to identify in a minimum number of coin flips an index i
such that [τ − ε, τ + ε] ∩ [pi, pi+1] 6= ∅. The authors provide an optimal (up to a constant) algorithm and
describe applications of the model.

Repeated sampling is a common method in stochastic convex optimization. Here, each of a small number
of new points in the current search interval is repeatedly sampled and the outcome is used to reduce the
interval. See Agarwal, Foster, Hsu, Kakade, and Rakhlin (2013) and Lei, Jasin, and Sinha (2014a)
and their extensive literature reviews for applications of this method to unconstrained and constrained
optimization, respectively.

5.2 Delayed and lost answers

Ambainis, Bloch, and Schweizer (2002) assume that the answer to a query is obtained only after
additional d queries are posed.9 They show that the largest interval {1, . . . , B(t)} where the search is
guaranteed to success in t queries is computed by

B(t) =

{
1 if t ≤ 0
B(t− 1) +B(t− d− 1) if t > 0.

This means that logφ(n) +O(1) queries are necessary and sufficient on an interval of size n, where φ is the

positive real root of xd+1 = xd + 1.

Cicalese and Vaccaro (2003) consider a variation of Ambainis, Bloch, and Schweizer (2002) where the
answer to one of the queries may be lost. They show that in this case

B(t) =

{
b0.5tc+ 1 if t ≤ d+ 1
B(t− 1) +B(t− d− 1) if t ≥ d+ 2.

5.3 Search for the smallest root in a set of functions

Gal, Bachelis and Ben-Tal (1978) consider search for the left-most object among k objects located on
the unit interval. Each query selects an object i and a point x ∈ (0, 1) and reveals whether the object lies to
the left or to the right of x. The searcher is given n queries and wishes to minimize the maximum possible size

9This setting is closely related to that of parallel/polychotomous search.
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of the interval of uncertainty. Computing the optimal strategy requires solving a high-complexity dynamic
program. Therefore they suggest the simplified procedure described below.

Consider a given set of k objects that were not excluded yet by the search and a current interval of uncertainty
normalized to (0, 1). Select x ∈ (0, 1) and sequentially conduct queries to the items at x . If after i ≤ k
queries we learn for the first time that the object lies to the left of x the first i− 1 objects can be excluded
and the new interval of uncertainty is (0, x). If all objects lie to the right of x then the new interval of
uncertainty is (x, 1). This leads to the following dynamic program where Vk(n) denotes the guaranteed size
of the final interval of uncertainty relative to the size of the current one:

Vk(n) = min
x

max[xVk(n− 1), xVk−1(n− 2), · · · , xV1(n− k), (1− x)Vk(n− k)].

For all 1 ≤ i < k Vk(n− 1) ≥ Vk−i(n− i− 1) and therefore the recursion simplifies to

Vk(n) = min
x

max[xVk(n− 1), (1− x)Vk(n− k)].

The solution is obtained at the point x∗n where

Vk(n) = x∗nVk(n− 1)− (1− x∗n)Vk(n− k)

so that

x∗n =
Vk(n)

Vk(n− 1)
=

Vk(n− k)

Vk(n− 1) + Vk(n− k)
.

Substituting x∗n in the equation of Vk(n) gives a recursive solution. When n → ∞, the search guarantees
an accuracy of (0.5 + εk)

n where εk rapidly decreases to 0, almost like the bisection procedure for a single
object.

An example demonstrates that randomization can used in order to improve performance.

Abigadol and Ben-Tal (1985) extend Gal, Bachelis and Ben-Tal (1978) allowing for asymmetric costs
as in §4.1. The cost incurred is an integer m if the object lies to the left of the query and 1 otherwise. The
goal is to guarantee the smallest final interval of uncertainty given the budget n. Let zi be the location
of object i, i = 1, . . . , k, and z∗ = mini(zi). The relevant interval of zi, Li, is a subinterval of (0, 1] such
that zi /∈ Li =⇒ zi 6= z∗. The objective is to minimize the maximum possible final size of a relevant
interval.

This definition is illustrated with the case of two components, z1 and z2, both having the relevant interval
[a, b]. “Suppose the next observation is on z1 at x, x ∈ (a, b). If the outcome is (+), i.e., x is to the right of
z1, then the relevant interval of both points is [a, x], while if the result is (-), the relevant interval of z1 is
[x, b] and one of z2 remains [a, b].”

For k = 1, denote v(n) as the maximal length of the relevant interval resulting from an optimal search.
Then

v(n) =

{
1 n < m
min0<x<1 max {xv(n−m), (1− x)v(n− 1)} n ≥ m.

Let xn be the minimizer of v(n) and λn = 1
v(n) . λn is the solution of the following difference equation, and

xn = λn−m
λn

λn =

{
1 n < m
λn−m + λn−1 n ≥ m.

The authors develop an algorithm for the general case and test it numerically.
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5.4 Multi-objects search

Hassin and Henig (1984) compute the jumps of a step-function f(t) that counts the number of objects in
{1, . . . , t}, t ≤ N , using the minimum expected number of queries. (Point t is a jump if f(t) > f(t−1), where
f(0) = 0.) Let I be the information function defined on subintervals of [0, N ]. Initially, an information
I(0, N) is known and an a priori joint distribution of the jumps is given. At stage m = 1, 2 . . . a list of points
0 = t0 < t1 < · · · < tm = N is given, the information I(t0, . . . , tm) is obtained, and the joint distribution
of the jumps is updated. An interval (ti−1, ti) is resolved at stage m if I(t0, . . . , tm) identifies all the jumps
in the interval. A strategy is called optimal if it minimizes the expected number of queries until (0, N ] is
resolved. The model imposes two conditions:

• Condition A: Selection of points outside the interval (ti−1, ti] does not have an effect on whether
(ti−1, ti] is resolved.

• Condition B: The probability an interval (a, a + d] ⊆ (ti−1, ti] is unresolved given I(t0, . . . , tm)
depends only on its length d and is monotone increasing and concave.

The following strategy is optimal under these general conditions: In each stage, select any unresolved interval
(ti−1, ti] and split it at ti−1 +2t(d) or at ti−2t(d), where d = ti− ti−1 and t(d) is the unique integer satisfying

3 · 2t(d)−1 ≤ d < 3 · 2t(d).
The authors provide examples satisfying conditions A and B. In the most basic example, the objects are
independently uniformly distributed over (0, N ]. At stage m of the search we discover whether (ti−1, ti],
i = 1, . . . ,m, is empty (contains no objects) or not. Thus, (ti−1, ti] is resolved if it is either empty or
ti − ti−1 = 1.

Hassin and Megiddo (1985) consider a monotone nondecreasing step function f : {0, 1, . . . , N} 7−→
{0, 1, . . . ,K < N} satisfying f (0) = 0, f (N) = K. The objective is to locate all the jumps of f using
the minimal number of f -evaluations in the worst case. Obviously, by performing K binary searches one
recognizes f (i)∀i, so that K dlog2Ne f -evaluations should suffice.

The number of f -evaluations required for identifying the jumps of f is K
⌊
log
(
N
K

)⌋
+
⌊
(N − 1)2− log(NK )

⌋
,

where log (x) = max (0, log2 x). The following strategy guarantees the bound: First search at i = 2m such
that m =

⌊
log
(
N
K

)⌋
. Suppose f (i) = K1. Proceed recursively finding all the K1 jumps of f over the set

{0, 1, . . . , i} (if K1 > 0) and K −K1 jumps over {i+ 1, . . . ., N} (if K1 < K).

Karp (1993) characterizes the solutions for the problem discussed in Hassin and Megiddo (1985). While
Hassin and Megiddo (1985) finds an optimal algorithm for this problem, there is usually more than one

solution. In fact each i ∈ [0, ..., N ] such that i or N − i is a multiple of 2blog(KN )c constitutes a first step of
an optimal algorithm.

See Manolopoulos, Kollias, and Hatzopoulos (1986); Manolopoulos, Kollias, and Burton (1987) for other
multi-object search algorithms.

5.5 Parallel (polychotomous) search

See Herer and Raz (2000) for another model involving parallel search.

Itai (1976) analyzes optimal alphabetic t-ary trees, i.e., t-ary trees with minimum weighted path length.
This model is equivalent to search in which t− 1 queries are made simultaneously.

An s-forest is a sequence of s trees, and its cost is the sum of costs of these trees. Denote a minimal cost
(optimal) alphabetic s-forest on weights (wi, . . . , wj) by Fs[i, j]: WF1[k, k] = wk for k ∈ {i, . . . , j}, and for
s > 1 and any s′ such that 1 ≤ s′ < s,

WFs[i, j] = min
i≤b<j

{WFs′ [i, b] +WFs−s′ [b+ 1, j]} .
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We are interested in WF1[1, N ]. The cost of a t-ary tree is f [i, j] = Wij +WFt[i, j], where Wij =
∑j

r=iwr.
For each δ = 1, . . . , N − 1, the author finds optimal t-trees and s-forests for weights (wi, . . . , wj), j = i+ δ.

By choosing s′ in an economic way at each stage (for example s′i = 2blog s′i−1c − 1), the resulting complexity
is O(N3 log t).

Gotlieb (1981) and Gotlieb and Wood (1981) show that the monotonicity principle does not hold for
t-ary trees, contradicting a claim in Itai (1976).

Abrahams (1994) considers optimal partitioning of the interval of uncertainty into k subintervals and
searching them simultaneously. The goal is to minimize the expected search length needed to locate the
target. This is done by activating the Hu-Tucker algorithm for N − k merge steps and searching the k trees
of the resulting forest simultaneously. The author also investigates the consequences of increasing k and this
provides a basis for deciding whether such an increase is desired. However, no economic model (involving
costs per searcher and search time) is offered for this problem.

Ben-Gal (2004) demonstrates that the weight-balanced testing heuristic (see Allen (1982)) for the multi-
searcher search is in general far from being optimal.

5.5.1. Asymmetric inspection costs in parallel search Let the cost of an edge (a, b) of a t-ary tree be ci,
where b is the i-th child of a, 1 ≤ i ≤ t. In general, the tree need not be full (a node may have a first and

third child without the second). The cost of a tree is
∑N

i=1 piwi where wi is the weight of leaf i and pi is the
sum of edge costs of the path from the root to i. The problem is to compute a minimum-cost alphabetic
tree.

The unequal-inspection-costs problem in parallel search can be also reformulated in terms of coding theory,
where the encoding letters have different costs.

Varn (1971) first considers average-cost minimizing exhaustive t-ary search (constructing a full t-ary tree)
and proves that the optimal tree with N terminal nodes is obtained by replacing the minimum-cost leaf
by an internal node with t terminal nodes as children. This property is then used to compute the optimal
non-exhaustive solution in O(tN2 logN) time. Perl, Garey and Even (1975) describe more efficient
O(tN logN) and O(t ·N) algorithms for this problem.

Itai (1976) solves the problem by dynamic programming. Let Fα,β[i, j] be the cost of an optimal tree
for weights (wi, . . . , wj) in which the root has no child smaller than α or greater than β, 1 ≤ α ≤ β ≤ t,
1 ≤ i ≤ j ≤ N .

Fα,α[i, i] = cαwi for 1 ≤ i ≤ N,

Fα,β[i, i] = min
α≤γ≤β

{Fγ,γ [i, i]} for 1 ≤ i ≤ N,

For i < j and 1 ≤ α ≤ t:

Fα,α[i, j] = cαWij + min
i≤b<j
1≤γ<t

{Fγ,γ [i, b] + Fγ+1,t[b+ 1, j]} ,

and for i < j, α < β:

Fα,β[i, j] = min

{
Fα+1,β[i, j], min

i≤b<j
{Fα,α[i, b] + Fα+1,β[b+ 1, j]} , Fα,α[i, j]

}
.

Altenkamp and Mehlhorn (1980) provide bounds for the minimum cost of the search, and a linear time
approximation algorithm. Choy and Wong (1983) derive a linear time algorithm for the problem with
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costs ci = a + (i − 1)b, where a, b > 0. Choi and Golin (2001) characterize the combinatorial structure of
the optimal tree emphasizing the asymptotic analysis when N grows.

Shivakumar and Venkatasubramanian (1996) describe an application of alphabetic trees to broad-
casting in wireless systems. The tuning time of a user is the time spent before it starts downloading the
desired information. Tuning time can be reduced by indexing frequently used keys and organizing it in a
t-ary alphabetic tree (also called an index tree). Further details on the use of index trees in multiple wireless
broadcast channels are described by Lo and Chen (2000); Jung, Lee, and Pramanik (2005); Gao,
Yang, Chen, Lu, and Zhong (2016). Shivakumar and Venkatasubramanian (1996) and Gao et al (2016)
also offer heuristics based on the Hu-Tucker algorithm.

A generalization of the Hu-Tucker algorithm to optimal ternary trees is presented in Morgenthaler and Hu
(2014).

5.6 Search for rationals

How many queries of the form “is x ≤ p
q” (for p, q ∈ N) are needed to determine a rational number x with

denominator and numerator that are integers bounded by an integer M? One can list and sort all possible
rational numbers in an array and perform a binary search, but the complexity of the preprocessing phase is
already Ω(M2). Efficient O(logM)-time algorithms that do not require a preprocessing phase are proposed
by Papadimitriou (1979) and Reiss (1979).

Zemel (1981) discusses applications that require searching for a rational number in a bounded set of
rationals. Consider the problem (PR):

s∗ = max
c0 + cx

d0 + dx
subject to x ∈ F,

where c0, d0 ∈ Z, c, d ∈ Zn and F is a set of 0/1 vectors in Rn. Consider the linear version (PL): s∗ =
max{cx : x ∈ F.}. Megiddo (1979) proves that if problem (PL) can be solved within O(p(n)) comparisons
and O(q(n)) additions, then problem (PR) can be solved in time O(p(n)[q(n)+p(n)]). The author generalizes
this result proving that (PR) is solved in polynomial time iff (PL) is, thus removing the limitation on the
type of operations allowed by the algorithm for (PL).

A second application applies search for rationals for efficiently solving the weighted p-center problem on a
tree.

Kwek and Mehlhorn (2003) present an algorithm that requires 2 logM + O(1) queries, which matches
the lower bound for this problem. The algorithm expresses x as bxc+ a

b where a and b are relatively prime

and a < b. Searching for the integer part combines exponential search with binary search:compare x with 2k

for k = 0, 1, 2 . . . until x ≤ 2k and then apply binary search to locate x in the interval [2k−1, 2k]. The number
of comparisons required so far is 2 log bxc+O(1). The fraction a

b is determined efficiently by computing in

2 logM − 2 log bxc+ O(1) queries an interval of form
[
µ

2T 2 ,
µ+1
2T 2

]
for T :=

⌊
M
bxc

⌋
. This fraction is unique in

the computed interval.

6. Search for a state-transition point

This section refers to a two-state process. Initially, the state is in-control and at a certain time it changes
to be out-of-control and stays there. In the basic model, conforming items are produced when the state is
in-control, and defective nonconforming items are produced when it is out-of-control.

Suppose that an item produced by a machine is found to be defective (non-conforming). It is the N -th
item produced since the machine was last inspected and found to be operating properly. All items produced
after the first defective item are also flawed. If a query at an item reveals that it is not defective then
the first defective item was produced later. Otherwise, the first defective item has already been produced.
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The producer’s objective is to minimize the expected number of inspections required to find the transition
point.

In many applications the failure rate is assumed to be constant, i.e., the location of the first nonconforming
object is truncated geometric. Formally, there is a 2-state binary stochastic process {Ij , j = 0, 1, . . . }, with
I0 = 0 and IN = 1. Once in state 1 the system remains there. If in state 0 the system stays there to
the next period with probability p < 1. The objective is to find t such that I0 = · · · = It−1 = 0 and
It = It+1 = · · · = IN = 1, with minimum expected number of inspections. This time period will also be
referred to as first nonconforming unit (FNU).

A closely related subject of research deals with optimal on-line inspection of systems which are stochastically
deteriorating. The main goal there is to minimize the sum of inspection costs and cost associated with the
time between the failure of the system and its discovery by an inspection. These problems typically refer
to a cyclic environment. Once a failure is detected the equipment is repaired and there is often no further
interest in backtracking the exact time the failure occurred, as in the off-line search models which are the
subject of this survey. Moreover, the time to failure is often unbounded (corresponding to N = ∞ in our
notation). There is an extensive literature on such systems and we do not cover it, but rather refer the
reader to existing surveys McCall (1965); Sherif and Smith (1981); Chelbi and Ait-Kadi (2009); Sarkar and
Saren (2016).

6.1 The basic problem

The first research on this problem is by Hassin (1984) who illustrates the problem through an example of
a communication system consisting of N − 1 transmitting stations. A message is sent from the source to
the first station, then to the second and so forth, until it is sent to the final destination. The number of
messages a station transmits until it fails is geometrically distributed. Given that a message has not arrived
at the destination, the goal is to locate the defective transmitter using minimal expected number of queries.
A query at a transmitting station reveals whether the message has arrived to it.

The probability that we observe state 0 after j transitions is pj(1−pN−j)
1−pN . Let f(n) denote the expected search

cost under the optimal strategy in a problem of length n. Then f(1) = 0 and

f(n) = 1 + min
x=1,...,n−1

{
px(1− pn−x)

1− pn f(n− x) +
1− px
1− pn f(x)

}
. (6.1)

Let x∗n denote the minimizer of f(n). The author proves that x∗n+1 ∈ {x∗n, x∗n + 1} for n ∈ {1, . . . , N} , and,
s a corollary, (6.1) can be modified and solved in O(N) time: Let F (n) = (1− pn)f(n). Then

F (n) = (1− pn) + min
x=x∗n−1,x

∗
n−1+1

{pxF (n− x) + F (x)} .

The problem can be reformulated via the alphabetic tree formulation: Find a binary tree minimizing∑N
k=1 l(k)pk−1 (the weighted path length), where l(t) is the level of node t.

A tree satisfying l(1) ≤ l(2) ≤ · · · ≤ l(N) is nondecreasing. There is a one-to-one correspondence between

nondecreasing sequences of integers satisfying
∑N

k=1(1/2)l(k) = 1 and nondecreasing alphabetic binary trees.
It is shown that the optimal tree is nondecreasing and the levels l(j) of its terminal nodes solve the following
problem:

min

{
N∑

k=1

l(k)pk−1 :

N∑

k=1

(
1

2

)l(k)
= 1, l(1), . . . , l(N) are integers.

}
(6.2)

The author suggests an approximate solution applying Lagrange approximation based on relaxation of (6.2),
treating l(k) as a continuous variable. The approximate value of F (N) is given as a closed formula:

F̂ (N) = (1− pN ) log2

(
p− pN+1

1− p

)
−
(

1− pN+1

1− p − (N + 1)pN
)

log2 p.
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If x∗N = logp

(
1+pN

2

)
is between k − 1

2 and k + 1
2 for an integer k, the approximate strategy is k. The

difference between the approximate and optimal values are numerically compared and found not to exceed
0.5%.

The author also mentions a version of the model where IN is not a priori assumed to be 1. A simple
approximation for this version checks the last state - if it is 0, then Ij = 0 for all j = 0, . . . , N . Otherwise
the problem is reduced to (6.1). The complexity of the search is O(N), and the expected number of queries
differs from the optimal solution by at most one query.

A simple modification of the dynamic program solves this version: Let g(n) be the expected number of
inspections needed if In is unknown, and let f(n) be the expected number of inspections when In = 1. Note
that g(1) = 1 and f(1) = 0. Then, f(n) is given by (6.1), and

g(n) = min
1≤k≤n

{
1 + pkg(n− k) + (1− pk)f(k)

}
.

He, Gerchak and Grosfeld-Nir (1996) further investigate this problem. They observe a crucial difference
when IN is a priori known to be 1 and the version they treat when it is unknown: In their case the unit
one should inspect first is not monotone in N . Therefore the complexity reduction to O(N) is not possible.
Another qualitatively different result is that if pN + pN−1 > 1 then the optimal first query is at N , whereas
it is proved in Hassin (1984) that when IN = 1 is a priori known, the optimal first query is always placed
before N/2.

The optimal first inspection has a limiting value of logp(0.5) when N → ∞. Moreover, it converges to the
same limiting value if it is known that IN = 1. This suggests the following heuristic:

(1) If N ≥ logp(0.5), inspect unit
⌊
logp(0.5)

⌋
.

(2) If N < logp(0.5) and IN is unknown, inspect unit N .

(3) If IN = 1, inspect unit N/2.

Herer and Raz (2000) consider general failure rates. Let pi be the probability that i is the FNU, and
denote P := (p1, . . . , pN ). The uncertainty associated with the FNU’s location is measured by the entropy

U0(N,P ) = −∑N
i=1 pi log pi. The uncertainty after inspecting unit k in the batch becomes

(1− a(k,N, P ))U0

(
N − k, (pk+1, . . . , pN )

∑N
i=k+1 pi

)
+ a(k,N, P )U0

(
k,

(p1, . . . , pk)∑k
i=1 pi

)
,

where a(k,N, P ) denotes the probability of shifting to state 1 no later than unit k when it is known that
unit N is non-conforming and the probability vector is P .

If only one inspection is available then the remaining uncertainty is minimized by approximately dividing
the batch into two segments with equal probability of containing the FNU, i.e., at

k̄ = arg min
k∈1,...,N

|0.5− a(k,N, P )| . (6.3)

For the geometric case with parameter p, pi = pi−1(1−p)
1−pN . Thus k̄ =

⌊
max

(
1, logp

(
1+pN

2

))
+ 0.5

⌋
, exactly as

obtained in Hassin (1984), where it was reached by a different method of continuous relaxation of an integer
program. Thus, equation (6.3) generalizes this heuristic for an arbitrary distribution of the FNU.

Numerical comparisons confirm that for the geometric case this lower bound is very tight. Moreover,
the proposed heuristic yields better results than the heuristic proposed in He, Gerchak and Grosfeld-Nir
(1996).
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The authors extend the analysis allowing of t simultaneous inspections: Let K = (k1, . . . , kt) denote the
units inspected during that round, k0 = 0, and kt+1 = N . The uncertainty after inspecting K is

t+1∑

i=1

(a(ki, N, P )− a(ki−1, N, P )) · U0

(
ki − ki−1,

pki−1+1, . . . , pki∑ki
i=ki−1+1 pi

)
.

The main results state that:

(1) The remaining uncertainty is minimized by the inspection vector that approximately forms t + 1
equal-probability segments:

K = arg min
∑t+1

i=1

∣∣∣a(ki, N, P )− a(ki−1, N, P )− 1
t+1

∣∣∣.

(2) The maximum reduction in uncertainty is log(t + 1). A lower bound on the expected number of
inspection rounds can be computed by dividing the initial uncertainty by log(t+ 1) .

6.2 Economic models

Raz, Herer and Grosfeld-Nir (2000) consider the geometric case where CI is the inspection cost per
unit, CP is the penalty of incorrect acceptance, and CS the penalty of incorrect rejection. They first find
the optimal solution if no inspections are performed at all:

(1) If the quality of the last unit is unknown, accept the first

j∗ =

⌊
log(CP /(CS + CP ))

log p

⌋

units, and reject the rest. Note that j∗ is independent of batch size, N . j∗ = 0 means that all units
should be rejected. (When j∗ > N we set j∗ = N .) The expected cost is

V 0(N) = Cp

[
j∗ − p1− pj∗

1− p

]
+ CS

pj
∗+1 − pN+1

1− p .

(2) If the last unit is known to be non-conforming, accept the first

j′ =
⌊

log((CP + pNCS)/(CS + CP t))

log p

⌋

units, and reject the rest. As expected, j′ < j∗. The expected cost is10

G0(N) = Cp
j′ − p

(
1−pj′
1−p

)

1− pN + CS

[
pj
′+1 − pN+1

(1− p)(1− pN )
− (N − j′)pN

(1− pN )

]
.

The following equations compute the optimal inspection/disposition policy:

V (k) = min

{
min
1≤j≤k

{CI + Pr[Ij = 1]G(j) + Pr[Ij = 0]V (k − j)} , V 0(k)

}

G(k) = min

{
min

1≤j≤k−1
{CI + Pr[Ij = 1|Ik = 1]G(j) + Pr[Ij = 0|xk = 1]G(k − j)} , G0(k)

}
.

where:

• Ij = 0 if j conforms, Ij = 1 otherwise.

• V (k) is the cost of the optimal policy for a batch of size k and the quality of the last unit is unknown.

• G(k) is as V (k) but TeX last unit is non-conforming.

10Wang and Chuang (2011) use these findings to compute the optimal testing policy when inspections are made at equal
intervals and no further inspection is allowed once a nonconforming item is found.
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Boundary conditions are G(1) = 1 and V (0) = 0, and the complexity is O(N2).

Chun (2010) assumes that the profit from an item verified as conforming is va whereas the (possibly
negative) salvage value of any other item is vb < va . The problem is (1) to compute the optimal size, N , of
the inspected batch given the inspection cost c and the constant failure rate p, and (2) once a nonconforming
item is found, how to conduct an inspection in the last batch. The resolution of the second question is similar
to that in Raz, Herer and Grosfeld-Nir (2000) (where the problem is posed in terms of costs rather than
profit).

The number of batches k taken until a defective item is detected is geometric with parameter pN . Let c be
the cost of one inspection. The expected profit per a produced item π is shown to be

π(N) = pNva + (1− pN )
EV ∗(N)

N
− c

N
,

where EV ∗(N) is the maximum expected profit obtained for a sequence of N items, when the N -th item is
non-conforming. The optimal inspection interval minimizes π(N). The author also suggests a methodology
for estimating p.

6.3 Process recovery

Finkelshtein, Herer, Raz, and Ben-Gal (2005) allow the production process to recover after failure.
The transition probability is pc, and the reverse transition probability is pn.

The inspection cost is CI , the cost of incorrect acceptance is CP , and the cost of incorrect rejection is CS .
Let Sb and Se be the state of the system before the start of the batch and at the end of the batch respectively.
Each of these variables can be conforming (c) or non-conforming (n).

Let PSbi be the probability that unit i is conforming given that the initial condition of the batch was Sb,
then P ci =

[
(1− pn − pc)ipc + pn

]
/(pn + pc), and Pni = 1−

[
(1− pn − pc)ipn + pc

]
/(pn + pc).

Consider a batch of size N . Let aSbSei (N) be the probability that unit i is conforming given the initial state

Sb and final state Se. For example acci =
P ci P

c
N−i

P cN
. Let WSbSe(N) be the minimal expected cost of classifying

the units in the batch without inspection, given states Sb and Se. Then:

WSbSe(N) =

N∑

i=1

min
(
aSbSei (N)CS ,

[
1− aSbSei (N)

]
CP

)
.

The minimal cost of classifying the units in a batch, given Sb and Se and that unit j is to be inspected
is

GSbSej (N) = CI + aSbSej (N)
(
GSbc(j) +GcSe(N − j)

)

+ (1− aSbSej (N))
(
GSbn(j) +GnSe(N − j)

)
,

and the expected cost when inspecting optimally is

GSbSe(N) = min

[
WSbSe(N), min

1≤j≤N
GSbSej (N)

]
.

The complexity of this recursion is O(N2).

W. Wang, Sheu, Chen and Horng (2009) add an option to repair nonconforming items. It is assumed
that a constant proportion δ of defective units can be successfully repaired. Thus, if unit j is found to be
non-conforming, the values obtained from units j+ 1 through N is (N − j)δ(U −Cr) where Cr is the repair
cost and U is the sale price.11

11Equivalently, all units are repairable, but the sale price for a repaired unit is δ(U − Cr) < U .
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Let X denote the unknown FNU.12 The solution is given by the following recursive formulas:

ERV (N) = max

{
max

1≤j≤N

[
ER1

V (N, j)
]
, ER0

V (N)

}
,

ERG(N) = max

{
max

1≤j≤N−1

[
ER1

G(N, j)
]
, ER0

G(N)

}
,

ER1
G(N, j) = Pr(X ≤ j |X ≤ N ) {ERG(j) + (N − j)δ(U − Cr)}

+ Pr(X > j |X ≤ N ) {ERG(N − j) + U · j} − CI ,
ER1

V (N, j) = Pr(X ≤ j) {ERG(j) + (N − j)δ(U − Cr)}
+ Pr(X > j) {ERV (N − j) + U · j} − CI .

ERV (j) is the expected profit the optimal inspection policy when the batch size is j, and ERG(j) is the
same when but when unit j is known to be non-conforming.
ER1

V (N, j) is the expected profit obtained by the optimal policy given that unit j will be inspected first,
and ER1

G(N, j) is the same but when the last unit is non-conforming.
ER0

V (N) is the expected profit from the optimal no-inspection policy when the batch size is N , and ER0
G(N)

is the same but when the last unit is known to be non-conforming. These functions are computed as in Raz,
Herer and Grosfeld-Nir (2000).

Tsai and Wang (2011) complete the results of W. Wang, Sheu, Chen and Horng (2009) to general
distributions of the FNU. Moreover, when an inspection policy is explored, not only reworking the identified
nonconforming units but also their rejection is considered.13

6.4 Unreliable answers

In real life, conforming units can be mistakenly classified as non-conforming and vice versa. Let α denote
the probability of misclassifying a conforming unit; β is the probability misclassifying a nonconforming unit.
A common assumption to the articles described below is that each item can be tested only once during
the search. There are costs CI per inspection, Cp per incorrect acceptance of a unit, and Cs per incorrect
rejection.

Sheu, Chen, Wang and Shin (2003) define xj to be 1 or 0 if unit j is judged to be conforming or
non-conforming, respectively. The analysis is conducted as in Raz, Herer and Grosfeld-Nir (2000), only with
Pr[xj = 1] = pj(1− α) + (1− pj)β. The authors derive recursion equations.

Wang (2007) and Chun (2008) identify several flaws in Sheu, Chen, Wang and Shin (2003). The main
one being that the formulas mix between the observed inspection result and the unobservable state and that
they do not apply when the failure rate is not constant. Chun provides a reformulation of the equations. In
a reply Sheu et.al. Sheu et.al. (2008) correct one of Chun’s formulas.

Wang (2007) also suggest a heuristic for the problem of Sheu, Chen, Wang and Shin (2003) assuming that
the FNU location is geometric. Consider a batch of size k consisting of unites f, f + 1, . . . , f + k − 1. If
an inspection of unit f + j − 1 classifies it as non-conforming then it is assumed that units f + j through
f + k − 1 are rejected. If it is classified as conforming then units f to f + j − 2 are accepted. The search
continues on the rest of the batch ignoring the results of past inspection taken outside the batch. In general,
the current batch to be tested is such that its first (last) item has been inspected and found conforming
(nonconforming).

12As noted in Tsai and Wang (2011), these equations only apply when the FNU distribution is geometric. For a general
distribution one must add an extra index denoting the beginning of the interval.

13The boundary conditions given in the solution procedure of W. Wang, Sheu, Chen and Horng (2009) are also corrected;
the expected payoff of a batch with one nonconforming unit can be positive since rework is possible.
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The author first computes the optimal non-inspection break-even point, i.e., a point such that the expected
cost of rejecting all units after it and accepting all other units is minimal. The computation is completed
by defining appropriate O(N3) recursive formulas.

Tzimerman and Herer (2009) consider inspection errors with the objective of finding the transition
point with a given confidence level γ using minimal number of inspections. The location of the transition
point is arbitrarily distributed. Xj is 1 if unit j is conforming and −1 otherwise; Ij is 1 if the inspection
result indicates that unit j is conforming and −1 otherwise.

The authors use the following notations: Ti is the information gathered before iteration i; T j+i+1 (T j−i+1) is
Ti+1 when inspecting j at iteration i classifies j as conforming (non-conforming); f(Ti, j) is the expected
number of additional inspections if unit j is inspected next; j∗ is the optimal unit to be inspected; f∗(Ti)
is the minimum expected number of additional inspections under the optimal inspection policy. Thus,
f∗(Tj) ≡ f(Ti, j

∗) where:

f(Ti, j) = 1 + Pr[Ij = 1 |Ti ] · f∗(T j+i+1) + Pr[Ij = −1 |Ti ] · f∗(T j−i+1).

As long as we have not yet identified the transition point with required confidence, we continue the search
by inspecting j∗. The complexity of the dynamic program is O(N3N ).

Four heuristics are introduced and compared. The one yielding the best outcome is a weight-balanced
heuristic closest to each having a 50% probability of containing the transition point (see Allen (1982)).

6.5 Unreliable processes

This section refers to situations where conforming items may also be produced when the system is out-of-
control and nonconforming items may also be produced when the system is in-control. In addition to the
inspection cost CI there are penalties CP and CS for incorrect acceptance and rejection, respectively.

Wang and Hung (2008) assume that the FNU is strictly greater than j with probability pjα. The
geometric case is obtained when α = 1. If 0 < α < 1 then we have a decreasing failure rate, and if α > 1
then it is a case of increasing failure rate. The authors make the simplifying restrictive assumption that
when a nonconforming unit is found all subsequently produced units are rejected, and when a conforming
unit is found all earlier units are accepted. The optimal policy is computed assuming penalties on incorrect
acceptance and rejection.

Bendavid and Herer (2009) assume that the probability for a unit produced during the abnormal
state to be non-conforming is αO > αI , where αI is the probability of producing a nonconforming item
during the normal state of production. The distribution of the transition point location is arbitrary. Let
S = (s1, . . . , sN ) where si = u if unit i has not been inspected, si = n if unit i has been inspected and found
non-conforming, and si = c if it has been inspected and found conforming.

The authors define PnC(S) = (pn1 (S), . . . , pnN (S)) and P cC(S) = (pc1(S), . . . , pcN (S)) as the vectors of probabili-
ties that the units are non-conforming and conforming respectively given the vector S. f(S) is the minimum
search cost for a given vector S, and S |sk ← c represents the vector S with its k-th element (presently u)
replaced by c.

The dynamic program is

f(S) = min

[
min
j|sj=u

{
CI + pcj(S)f(S

∣∣sj ← c) + pnj (S)f(S |sj ← n)
}
,W (S)

]
, (6.4)

where W (S) is the cost of the optimal no-inspection policy. The algorithm’s complexity is O(N3N ), and
therefore the authors develop heuristics for selecting the next inspection unit i:

(1) Greedy in uncertainty: The probability that a transition occurs at or before i is closest to 0.5, i.e.,

i = arg mini|si=u
∣∣∣0.5−

∑i
j=1 p

T
j (S)

∣∣∣.
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(2) Greedy in cost: i minimizes the expected no-inspection cost obtained after performing one inspection:

i = arg min
i|si=u

{pci (S)W (S, si ← c) + pni (S)W (S, si ← n)} .

(3) Myopic stopping rule: Inspect i if this reduces the cost assuming that no more inspections will be
allowed. We inspect i if W (S) > h1(S) ≡ CIpci (S)W (S, si ← c) + pni (S)W (S, si ← n).

(4) For the “look ahead” stopping rule the authors define

hj(S) = CI + pci (S) min
{
W (S, si ← c) · hj−1(S, si ← c)

}
+

pni (S) min
{
W (S, si ← n) · hj−1(S, si ← n)

}
.

hi(S) can be interpreted as the expected cost obtained after performing up to j inspections and
then implementing the optimal no-inspection policy. The inspection is performed iff W (S) >

hblogNc+1(S).

The combinations of a selection rule (1 or 2) with a stopping rule (3 or 4) create four heuristic policies, and
the dominance of the heuristic composed of the greedy in cost selection rule and the look-ahead stopping
rule over all others is demonstrated.

C-H. Wang, Shih and Tsai (2011) suggest a heuristic approach based on identifying the transition point
with a given confidence level (similar to Tzimerman and Herer (2009)). The selection of item to inspect
next is the one that minimizes the uncertainty of the transition point as expressed by the expected entropy.
The search terminates when either all items are inspected, or the time of transition is identified with the
given confidence level. In the latter case all earlier uninspected items are accepted and later uninspected
items are rejected. Inspected items are accepted or rejected according to the inspection results.

Numerical examples indicate that for a batch of size < 35, the expected number of inspections to meet a
confidence level of 0.95 doesn’t exceed 3.5.

Chen, Pan, and Cui (2017) solve a variation of the problem with an exogenous confidence level for
classifying in-control units. In their numerical analysis the authors allow variable inspection costs, such that
the cost of h-th inspection is proportional to hγ for a constant γ.

7. Dichotomous search experimentation and games

7.1 Search for unknown level of demand

Alpern and Snower (1987) assume that a product’s demand D is uniformly selected from a given interval
and stays constant over time. The firm searches for the unknown D as follows: At the beginning of period
k the firm produces Qk units. The inventory carried from the previous period is (1− δ)Ik−1, where Ik−1 is
the inventory stock held at the end of that period and δ < 1 is the inventory depreciation rate. At period k
the firm puts up for sale a quantity Sk = (1− δ)Ik−1 +Qk, and sells min (Sk, D) units. If Ik = 0, then the
firm learns that D ∈ [Sk, D̄]. If Ik > 0 then D = Sk − Ik and the firm future supplies will all be equal to
D.14 If demand exceeds supply, the difference is lost.

Let p be the selling price, f the unit cost of production, h the unit cost of holding inventory per period, and
α the discount factor. Given a supply strategy S1 ≤ S2 ≤ · · · , the firm’s opportunity cost of not correctly
guessing D is

(p− f)

[
N−1∑

t=1

αt−1(p− f)(D − St) + αN−1b(SN −D)

]
, (7.1)

14Unless Ik > D. The authors simplify the presentation by ignoring this possibility.
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where N is the least t with St > D and b = h+f ·(1−α(1−δ))
p−f .

The firm’s objective is to minimize expected opportunity cost. The main result of the paper states that if
D ∼ U[0,1], the optimal quantity to be put up for sale in period k (provided that the previous supplies have
resulted in stock-outs) is Sk = 1− (1− λ)k, where

λ =
αb− b− 1 +

√
(b− αb+ 1)2 + 4αb

2αb
.

Alpern and Snower (1988) solve a two-period version of Alpern and Snower (1987) with D ∼ U[0,1],
p− f = 1 and h = 1. The optimal solution in this case is S1 = (δ + 2)/(δ + 4), S2 = (δ + 3)/(δ + 4).

Alpern and Snower (1988a) suggest a generalization of Alpern and Snower (1987) where the price is
a decision variable and can be changed over time. The firm’s goal is to find the profit-maximizing price
and the associated demand. A two-dimensional search can be carried out by iteratively setting price p and
offering for sale d units. If the offered amount d is fully sold the firm concludes that f(p) ≥ d. Otherwise,
the amount sold reveals f(p).

Reyniers (1988) considers a variation of Alpern and Snower (1987) with information delays: the sale
outcome at period k is not known to the supplier until period k + 2. The firm’s goal is to minimize the
maximum possible cost over all possible demand values. As in Alpern and Snower (1987), it is assumed
that the maximum stock level can be consumed in one period so inventory is held only one period. Reyniers
(1990) solves a newsvendor variation where it is not possible to hold inventory.

Reyniers (1989a) assumes stockouts decrease future demand. The unique interesting feature of this model
is that the location of the target is influenced by the search policy. The author solves this model both under
the min-max objective and under the minimum expected cost objective when the initial demand is a uniform
random variable.

Reyniers (1989) assumes that the demand in a sequence of newsvendor problems linearly increases: Dt =
D+αt, where D is known but not the slope α ∈ [αL, αU ]. Guessing Dt is equivalent to guessing α, but with
a different opportunity-cost structure than previous models. The author obtains a closed-form solution to
the min-max problem.

Alpern (1989) surveys previous literature on learning from experimentation for unknown level of demand
and also offers some extensions.

7.2 Wage bargaining - optimal wage request

This section deals with dynamic models of wage bargaining. It is assumed that the worker’s value to the
firm is known to the firm but not to the worker. The models cover variations from both worker and firm
being nonstrategic (myopic) to both rationally playing a game. The strategy for the worker consists of a
first-period wage demand w1, and second-period demands wa and wr depending on whether his first-period
demand is accepted or rejected. Both worker and firm are interested in maximizing discounted payoff, with
discount factors δw and δf , respectively.

Alpern and Snower (1988) consider a worker whose value to a firm is a random variable Q ∼ U[0,1]. If
the worker’s wage demand is lower than the worker’s value to the firm, the worker is hired and this wage
is used to update the interval of uncertainty for the worker’s value. Being unemployed is associated with
utility -1 per period. The authors solve the two-period case, showing that the worker’s first-period wage
demand is w1 = δw/(2(1 + δw)). If hired, the worker demands the same wage in the second period, i.e.,
wa = w1, and if not then he demands zero wage just to avoid the disutility of being unemployed.

Reyniers (1992) considers the two-period model of Alpern and Snower (1988) assuming that unemployment
is associated with zero utility. It is shown that w1 = 1+δ

2+1.5δ , wa = max(w1, 0.5) and wr = 0.5w1. The worker’s

optimal expected payoff is Pw = (1 + δw)2(1 + 0.75δw)/(2 + 1.5δw)2, and the expected payoff to the firm is
Pf = δfw

2
1/8 + (1 + δf )(1− w1)

2/2.
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The author then considers a variation where the firm is strategic, and influences the worker’s wage demands
through its hiring decisions, while the worker is naive and believes that the firm is myopic. In this case, it
is optimal for the firm to hire the worker at his wage demand w1 in period 1 if the worker’s value exceeds
w1(1 + 0.5δf ). The firm’s expected payoff is

Pf =
δf
8
w2
1(1 + δf )2 +

1 + δf
2

(
1− w1

(
1 +

δf
2

))(
1− w1

(
1− δf

2

))
,

and the worker’s expected payoff is

Pw = (1 + δw)w1

(
1− w1

(
1 +

δf
2

))
+
δw
4
w2
1(1 + δf ).

When the firm is strategic, there is more first-period unemployment, the worker’s utility is lower and the
firm’s payoff is higher relative to when the firm is myopic. These effects are higher when the respective
discount factors are lower.

Reyniers (1998) considers a variation of Reyniers (1992) where workers observe the firm’s first-period
cutoff value. Based on the worker’s wage demand and hiring history, the worker believes in period n that
his value to the firm is uniformly distributed over an interval [a, b]. The firm then strategically sets a cutoff
value for hiring the worker in the next period.

The author analyzes the two-period game and finds that there is a unique subgame perfect equilibrium, and
some workers are hired at a wage above their value. A comparison with Reyniers (1992) where workers do
not know the firm’s cutoff reveals that workers are better off, but if δf > 0.8 the firm’s profit is smaller than
when it behaves non-strategically.

Reyniers (2000) solves the two-period equilibrium when both worker and firm act strategically. The firm’s
strategy consists of a function f(w1) such that the worker’s demand w1 in period 1 is accepted iff his value
to the firm exceeds f(w1). An interesting qualitative result of the equilibrium is that a worker hired in
period 1 is always also hired in period 2.

The author also finds the equilibrium in an alternative model where the worker demands wage w12 for both
periods. If rejected the worker makes another demand w2 for his second-period wage. It is shown that both
worker and firm prefer this mechanism iff δW ≥ δF .

7.3 Dichotomous search games

In the generic dichotomous search game GN a hider H hides an object at y ∈ {1, . . . , N} and a searcher
S makes an effort to find its location. After each query xi the searcher learns whether y ≤ xi or y > xi.
A more difficult version of the game where the searcher also knows whether y = xi is explored by Gilbert
(1962), Johnson (1964), and Fokkink and Stassen (2011). The payoff to the hider is the expected number of
queries required to locate y. The value v(N) of the game GN is the maximal payoff that can be assured by
the hider (i.e., the minimal price the searcher must pay). This game and variations of it are often referred
to as high-low search games or search games with directional information.

Gal (1974) considers GN . Let Q be a mixed strategy of S, and let q be a mixed strategy of H. VN (q,Q) is

the expected number of queries used to locate y. Define I = dlog2Ne , J = dN/2e, tN = I + 2N−2I+1

N , and
let the value of GN be v(N) = supq infQ VN (q,Q) = infQ supq VN (q,Q).

The author derives the optimal strategies of the hider. It is shown that for N = 2J , v(N) = tN and the
optimal strategy of H is one of the following: (i) Choose each integer with probability 1/N , (ii) choose each
odd integer with equal probability, or (iii) choose each even integer with equal probability. For N = 2J + 1,

V (N) = I+ 2N−2I+1

N−1 and the optimal strategy of H is to choose each even integer with equal probability.

An optimal strategy QN of S is also constructed.
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Gal (1978) assumes the hider H chooses a point e ∈ [a, b ). In order to locate H, S can pose n sequential
queries of the form “Is x ≥ t?” If x ≤ e then S obtains a correct answer with probability α, and if x > e
then the probability of a correct answer is β, where α+ β > 1.

After making n observations, S chooses a set E and receives 1
µ(E) , where µ(E) is 0 if e /∈ E and the size of E

otherwise. Thus S wishes to find a set which is small and contains e with high probability. H, on the other
hand, wishes to find a distribution function of the location of e in a way that minimizes 1/µ(E).

The author proves that: (1) uniformly choosing e according on [a, b) is the unique optimal strategy of H; (2)
Let [a′, b′) be the interval of uncertainty at any stage of the search under the assumption that the information

obtained so far is reliable. It is optimal for S to place the next query at a′ + β
α+β (b′ − a′); the value of the

search game is (α+β)n

b−a . Interestingly, both optimal strategies are independent of n.

Baston and Bostock (1985) consider a two-person zero-sum game with a hider choosing a point in [0,1]
and a searcher wishing to locate this point by guesses g1, g2, . . . , each time obtaining the information of
whether the previous guess was high or low. The cost function is the sum of errors

∑∞
i=1 |gi −H|. The

searcher’s goal is to minimize the maximum cost of the search, while the hider’s goal is to maximize the
minimum payoff.

The results of Baston and Bostock (1985) are completed by Alpern (1985) (see also Alpern and Gal (1985)
§5.2.1) where it is proved that the game has a finite value, approximately 0.624. The author also computes
the optimal (pure) min-max strategy.

Ferguson (1996) considers a single-step game. A hider chooses y ∈ [−1, 1] and a searcher chooses x ∈
[−1, 1]. Using the information of whether x < y or x > y, the searcher estimates the value of y by z. The
payoff given by the searcher to the hider is (y − z)2.
This game has a value v = 1

2e . The unique optimal strategy for the hider is to choose y according to
a distribution F (y) that has positive density over (−1,+1) and probability 1/(e + 1) at y = 1 and at
y = −1. The unique optimal search strategy choose x in a proper subinterval of [−1,+1] with positive
probabilities at its ends. Open problems related to this model are described by Fokkink, Geupel, and
Kikuta (2013).
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