L e ayld Olgie

OIS :as glo 454d 50 Gues 5oL

s lie LSSl Glgie

Deep learning in neural networks: An overview
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7. Conclusion and outlook

Deep Learning (DL) in Neural Networks (NNs) is relevant for
Supervised Learning (SL) (Section 5), Unsupervised Learning (UL)
(Section 5), and Reinforcement Learning (RL) (Section 6). By
alleviating problems with deep Credit Assignment Paths (CAPs,
Sections 3, 5.9), UL (Section 5.6.4) cannot only facilitate SL of
sequences (Section 5.10) and stationary patterns (Sections 5.7,
5.15), but also RL (Sections 6.4, 4.2). Dynamic Programming (DP,
Section 4.1) is important for both deep SL (Section 5.5) and
traditional RL with deep NNs (Section 6.2). A search for solution-
computing, perturbation-resistant (Sections 5.6.3, 5.15, 5.24),
low-complexity NNs describable by few bits of information
(Section 4.4) can reduce overfitting and improve deep SL & UL
(Sections 5.6.3, 5.6.4) as well as RL (Section 6.7), also in the case
of partially observable environments (Section 6.3). Deep SL, UL, RL
often create hierarchies of more and more abstract representations
of stationary data (Sections 5.3, 5.7, 5.15), sequential data
(Section 5.10), or RL policies (Section 6.5). While UL can facilitate
SL, pure SL for feedforward NNs (FNNs) (Sections 5.5, 5.8, 5.16,
5.18) and recurrent NNs (RNNs) (Sections 5.5, 5.13) did not only
win early contests (Sections 5.12, 5.14) but also most of the recent
ones (Sections 5.17-5.22). Especially DL in FNNs profited from
GPU implementations (Sections 5.16-5.19). In particular, GPU-
based (Section 5.19) Max-Pooling (Section 5.11) Convolutional NNs
(Sections 5.4, 5.8, 5.16) won competitions not only in pattern
recognition (Sections 5.19-5.22) but also image segmentation
(Section 5.21) and object detection (Sections 5.21, 5.22).
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