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5 CONCLUSIONS

In this paper, a simple dynamic element was presented
for use in network architectures to model process
systems. This dynamic neuron is motivated by biology,
and was shown to be capable of capturing a rich range of
nonlinear dynamic behavior. A formal identification
procedure was outlined for this model, which consisted
of three steps: (i) linear (low amplitude input) identifica-
tion for initialization purposes, (ii) random search
identification for the nonlinear parameters, and (iii) a
gradient descent search to find the local minimum. In
addition, it was shown that the proposed architecture can

be readily implemented in a standard model-based
control methodology (IMC) to yield a nonlinear model
based controller. Two process case studies were pre-
sented to illustrate the superior performance of the
proposed approach over both simple linear models and
traditional feedforward artificial neural networks,

Future research directions will include the application
of gradient descent algorithms to train the network
models. In addition, more complex process applications
are currently under investigation and synthesis of input/
output feedback linearizing controllers are being formu-
lated.
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