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Response time in the emergency medical service is an important performance measure and ambulance
dispatching is one of the most important factors affecting the response time. The most commonly used
dispatching rule is to send the closest available unit to the call site. However, though dispatching the
closest unit enables the service to achieve the minimal response time for the current call, the response
times for the next incoming calls may increase if the area where the closest ambulance is currently located
has a high call rate, that is the area becomes ill-prepared. A dispatching algorithm based on the
preparedness concept was recently proposed. Rather than greedily minimizing each current response
time, the dispatching algorithm takes account of future calls by a quantitative definition of preparedness.
This study investigates the role of preparedness by examining the performance of the preparedness-based
dispatching algorithm as well as by evolving the algorithm in several ways in order to magnify the
effectiveness of preparedness consideration. As a result of these efforts, it is found that the consideration
of preparedness in ambulance dispatching can provide significant benefits in reducing response time but
only when appropriately used.
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1. Introduction

When there is an emergency call, an ambulance dispatcher

dispatches an ambulance(s) to the patient(s) based on the

information gathered such as urgency and medical needs.

Response time in the emergency medical service is the time

elapsed after an emergency call until an ambulance reaches

the patient. The response time has been used as an

important performance measure since it directly affects the

survival rate in critical emergency situations. For example,

after the occurrence of a cardiac arrest, the reduction

of every 1min in response time increases the survival rate

by about 10% (BBC News, 2002). To account for the

importance of the response time, the fraction of calls whose

response time is within a certain time limit is commonly

used as the performance indicator. The United State

Emergency Medical Services Act provides some standards

on the response time: 95% of calls should be responded

within 10min in urban areas while in rural areas within

30min (Ball and Lin, 1993).

Three types of decisions in the emergency medical service

significantly influence the response time: ambulance loca-

tion, ambulance relocation, and ambulance dispatching.

Ambulance location problems have been the most widely

studied trying to determine optimal locations for ambu-

lance stations, for example refer to detailed reviews by

ReVelle and Hogan (1989), Brotcorne et al (2003),

Goldberg (2004), and Jia et al (2007). The fraction of calls

responded within a time limit is often approximated using

so-called coverage, assuming a demand node is covered

by an ambulance station if the time length between them

is within the time limit. Relocation decisions enforce

ambulances to move to different locations in order to

increase the coverage based on temporal and geographical

demand patterns (Kolesar and Walker, 1974; Gendreau

et al, 2001; Gendreau et al, 2006). The relocation decisions

need to be made quickly and hence algorithmic efficiency

here is an important consideration.

Ambulance dispatching decisions assign appropriate

ambulances to the calls and the most common dispatching

rule used in practice is to send the closest unit available

(Hayes et al, 2004; Dean, 2008). This policy is rational

since the objective is to minimize the response time. The

contributions in ambulance dispatching are sparse, but

an argument can be found in the literature against this

policy, which was originally made by Carter et al (1972)

and thereafter supported by Cuninghame-Green and

Harries (1988), Repede and Bernardo (1994), and

Weintraub et al (1999). Though dispatching the closest

unit enables to achieve the minimum response time for

the current call, the response times for the next incoming

calls may increase when the closest ambulance is currently

located in an area with a high rate of calls. Dispatching

that ambulance significantly reduces the preparedness of

the area for the future calls and it would be more desirable
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to dispatch a unit located in a farther area with a relatively

low rate of calls.

Andersson and Värbrand (2007), for the first time,

proposed a dispatching algorithm based on a quantitative

definition of preparedness, briefly described as follows

and detailed in the next section. A service area is divided

into zones and each zone is evaluated in ‘zone prepared-

ness’. A zone is considered more prepared when more

ambulances are available in closer distances and call rate

is lower. The zone preparedness levels are aggregated

into ‘area preparedness’ by taking the minimum zone

preparedness level. The area preparedness represents the

overall preparedness level of entire service area and is

used to guide the dispatching decisions. When there are

alternative ambulances for a call, the area preparedness

level resulting from dispatching each alternative is com-

puted and the ambulance resulting in the maximum

area preparedness is dispatched to the call. This process

requires intensive use of computation and communication

capabilities and hence advanced information technologies

available in these days should be utilized to realize it in

practice.

Rather than greedily minimizing each current response

time, the dispatching algorithm mentioned above takes

account of future events and hence has a potential to

reduce the response time. This study investigates the role

of preparedness by examining the performance of the

preparedness-based dispatching algorithm as well as by

evolving the algorithm in several ways in order to magnify

the effectiveness of preparedness. There are two modifica-

tions made upon the original preparedness-based dispatch-

ing algorithm. One is the use of the composite performance

indicator incorporating both greediness (used in the

conventional algorithm of dispatching the closest unit)

and preparedness (used in the preparedness-based algo-

rithm), and another is the utilization of social welfare

functions in aggregating zone preparedness levels into area

preparedness. As a result of this effort, it is found that the

preparedness consideration is useful in reducing the

response time but such a benefit can be accomplished only

when it is appropriately used.

The fundamental findings of this study will contribute to

devising preparedness-based dispatching algorithms for

priority dispatching systems where the priority of a call is

determined by the urgency of the call. The priority

dispatching is increasingly adopted in many countries

but it requires more extensive analysis as will be discussed

in the concluding section. This paper is organized as

follows. Section 2 details the preparedness-based dispatch-

ing algorithm and evaluates its performance in various

scenarios. The algorithm is reinforced first by devising

a composite performance indicator that combines the

preparedness with greediness in Section 3, and second

by introducing several aggregate functions from social

sciences for aggregating zone preparedness levels into area

preparedness in Section 4. Finally, Section 5 concludes this

work and discusses future work.

2. Preparedness-based dispatching algorithm

Andersson and Värbrand (2007) proposed ambulance

dispatching and relocation algorithms based on a quanti-

tative definition of preparedness, and made a simulation

study using data from a county of Sweden to test if the

algorithms achieve a target performance in different test

conditions. This section details the preparedness-based

dispatching algorithm, and evaluates it in various scenarios

in comparison with the conventional algorithm of dis-

patching the closest ambulance.

2.1 Algorithm description

The algorithm is based on a quantitative definition of

preparedness. A service area is divided into zones Z and

the preparedness zj of zone j (zone preparedness) is

mathematically defined as

zj ¼
1

lj

X

i2A

ai
tij
;

where lj represents the call rate in zone j, A is a set of

available (idle) ambulances, and tij is the travelling time

of ambulance i to zone j. The ai is the contribution factor of

ambulance i and determined such that:

t1jpt2jp � � �ptjAjj

a14a24 � � �4ajAj:

The definition of zone preparedness is rational since a

zone is considered more prepared when more ambulances

are available in closer distances and the zone has a lower

call rate. However, since the parameter space is very large

due to the contribution factor ai, let us reduce the space by
using ai¼ 1 for all i throughout the paper. This simplifica-

tion is a special case where the contribution factor values

are set very close to each other, and preserves the

rationality behind the definition of preparedness. In fact,

Andersson and Värbrand (2007) used ai¼ 1/2i�1 as a

special form of the contribution factor, and it was

confirmed in the preliminary study that both forms of

contribution factor do not make any significant difference.

On the basis of the zone preparedness, the dispatching

decision is made in five steps as follows:

(i) When a call is received from a zone, a set T of

available ambulances are identified whose travelling

time to the zone is within a certain threshold d.
(ii) If there is no ambulance available within the thresh-

old, that is T¼Ø, the closest ambulance (beyond the

threshold) is dispatched. Otherwise proceed through

steps (iii), (iv), and (v).
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(iii) For each ambulance iAT, zone preparedness levels

zj (i) are computed for all the zones jAZ by setting

ambulance i unavailable (resulting from dispatching it).

(iv) The zone preparedness levels resulting from dispatch-

ing ambulance iAT are aggregated into area pre-

paredness a(i) by taking the minimum of zone

preparedness levels, that is a(i)¼minjAZ zj (i).

(v) The area preparedness a(i) represents the preparedness

level of entire service area resulting from dispatching

ambulance i, and an ambulance with the maximum

area preparedness, that is arg maxiAT a(i), is

dispatched to the call site.

Since it is not specified in the algorithm what happens if

there is no ambulance available in the entire service area, it

is assumed in this paper that calls are queued and the

ambulance released will serve the call closest to the

ambulance. The algorithm is adaptable to priority

dispatching systems where the priority of a call is

determined by the urgency of the call. The threshold

parameter d in step (i) can be determined based on the

priority, for example decrease the threshold for higher

priority calls. The priority dispatching is not considered in

the current work in order to purely investigate the role of

preparedness, but will be discussed as future work in

Section 5.

2.2 Performance evaluation

The preparedness-based dispatching algorithm (Prepared-

ness algorithm) described above is evaluated in a discrete

event simulator, in comparison with the conventional

algorithm of dispatching the closest ambulance (Closest

algorithm). The performance is measured in two ways:

average response time and cumulative proportion of

response time.

2.2.1 Experimental design. The service area is repre-

sented by a square grid with 25 vertices as shown in

Figure 1, where each vertex (zone) generates calls at a

certain rate and ambulances move from vertex to vertex

through edges with 1min of travelling time for every edge.

When there is a call, an available ambulance is dispatched

to the call site according to a dispatching algorithm

adopted. The dispatched ambulance remains unavailable

until it reaches the call site and serves the patient. The

service time (time taken to serve the patient after reaching

the call site) is assumed to follow an exponential

distribution with mean¼ 1min (Erdoğan et al, 2007).

The ambulance stays at the call site until dispatched to a

different site.

There are two factors that constitute a test condition: (1)

call pattern, (2) number of ambulances. Calls are generated

in each zone following an exponential distribution (Singer

and Donoso, 2008) and four different call patterns are

designed as shown in Figure 1: uniform, centred, cornered,

and bipartite. A value in the figure represents the call

rate of corresponding zones. For example, in the centred

pattern, the zone in the centre generates 0.4 calls per min.

The values are set such that the entire service area

generates 1 call per min. The number of ambulances is in

the set {2, 4, 6, 8, 10}. Resource availability can be defined

as the ratio of available resources to workload, and it is

controlled here by the available resources (number of

ambulances) with the workload (aggregate call rate and

size of service area) fixed. Ambulances are initially located

at the vertices in the first row (left to right) and then in

the second row (left to right) as needed. As a result, 20 test

conditions (4 call patterns � 5 numbers of ambulances) are

established.

For each test condition, two dispatching algorithms

(Closest and Preparedness) are applied. Since the Pre-

paredness algorithm has threshold parameter d, four

threshold values (d¼ 1, 3, 5,N) are used. One thousand

calls in total are generated for each simulation run and 100

replications are made for each scenario.

2.2.2 Results. Figure 2 shows average response time

and Figure 3 shows average cumulative proportion of

response time (fraction of calls whose response time is

0.04 0.02
0.40

0.0286
0.10

0.02
0.08

 uniform  centered  cornered  bipartite

Figure 1 Call patterns over the service area.
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within xmin), in four different call patterns. The

Preparedness algorithm performs significantly worse than

the Closest algorithm in both measures in all different test

conditions. The relative performance degrades with the

increase of threshold d and with the increase of the

number of ambulances. Note that the Closest algorithm is

a special case of the Preparedness algorithm with d¼ 0,

and a larger threshold tends to increase the chance of

making dispatching decisions based on the preparedness.

Similarly, a larger number of ambulances also increases

that chance. Therefore, increased consideration of pre-

paredness tends to negatively affect the performance in

the current form of the Preparedness algorithm. The

concept of preparedness is sound and the algorithm needs

to be reinforced to get its potential benefits.

3. Composite performance indicator

In the Preparedness algorithm, preparedness is used as a

performance indicator and an ambulance that results in the

maximum preparedness is dispatched to the call site. In this

section the performance indicator is reinforced into a

composite one and its resultant performance is examined.

3.1 Composite algorithm description

The Closest algorithm greedily minimizes each current

response time while the Preparedness algorithm tries to

increase the preparedness for uncertain future calls.

However, since it is more desirable to consider both

current (greediness) and future (preparedness) calls, a

better strategy would be to use a composite performance

indicator that combines both greediness and preparedness.

The composite indicator adopted here is a(i)/tic where tic is

the travelling time of ambulance i to call site c. The Closest

algorithm makes decisions only based on tic and the

Preparedness algorithm only on a(i). The modified algo-

rithm, called the Composite algorithm, is the same as the

Preparedness algorithm except step (v) that is changed into:

(v) The area preparedness a(i) represents the prepared-

ness level of the entire service area resulting from

dispatching ambulance i, and an ambulance that

maximizes the composite performance indicator a(i)/

tic, that is arg maxiAT a(i)/tic, is dispatched to the call

site c.

3.2 Performance evaluation

The Composite algorithm is evaluated in the same test

conditions as described in Section 2.2.1. The composite

performance indicator significantly improves the perfor-

mance of the Preparedness algorithm, close to the one of

the Closest algorithm. In order to increase the resolution

of comparisons, the performance graphs are presented in

different units as shown in Figures 4 and 5. Average

response time of the Composite algorithm is represented

relatively to the one of the Closest algorithm by increase in
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Figure 2 Average response time of the preparedness algorithm.
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response time¼ (response time with Composite�response
time with Closest)/response time with Closest. Positive

values here indicate performance degradation whereas

negative values indicate performance improvement. The

average cumulative proportion is also represented rela-

tively to that of the Closest algorithm by increase in

cumulative proportion¼ cumulative proportion with Compo-

site�cumulative proportion with Closest. Here, positive

values indicate performance improvement whereas nega-

tive values indicate performance degradation.

Overall, the composite performance indicator improves

the performance in both measures beyond the Closest

algorithm and it becomes more apparent with the increase

of the number of ambulances, now demonstrating the

positive impact of preparedness consideration. However,

the Composite algorithm is noticeably inferior to the

Closest algorithm when there are no more than six

ambulances in centred call pattern. This indicates that

the Composite algorithm needs to be more robust to

different operating environments.

4. Alternative aggregate functions

In the Preparedness algorithm, zone preparedness levels are

aggregated into area preparedness by taking the minimum
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1892 Journal of the Operational Research Society Vol. 62, No. 10



zone preparedness level. Apparently there can be different

ways of the aggregation, and several aggregate functions

are surveyed and evaluated in this section.

4.1 Social welfare functions

When aggregating zone preparedness levels into area

preparedness, the Preparedness algorithm takes the mini-

mum zone preparedness level and the aggregate function

adopted here is named the Misery function. However, the

Misery function only focuses on the minimal zone

preparedness level without any consideration of all other

zones. One can find different types of aggregate functions

in social sciences that can be used to quantify the area

preparedness. They are called social welfare functions used

to compare welfare between space and time. Average is

still the most widely used welfare function despite its

well-known shortcomings. Two well-known welfare func-

tions are introduced here that jointly consider average and

inequality to arrive at better measures of welfare than

average alone.

The Sen welfare function (Sen, 1982), �P(1�IG), has a

simple form of weighting the average income �P by Gini

index IG. The Gini index is one of the most commonly used

indicators of income inequality. It is derived from a Lorenz

curve, which plots the cumulative proportion of income

earned by the people ranked from bottom to top as shown

in Figure 6. In perfect equality the Lorenz curve follows

451 line. As the degree of inequality increases, the area

between the curve and 451 line becomes larger. If the area

between the curve and 451 line is A and the area below the

curve is B, then the Gini index is computed as A/(AþB).

Dagum welfare function (Dagum, 1990), �P(1�IG)/(1þ IG),

imposes more penalty for inequality on the Sen welfare

function through the denominator.

These two social welfare functions can be used for the

aggregation with a potential to better represent the area

preparedness, since they consider both average and inequal-

ity simultaneously. Average function can also be used but it

may not perform well because of its indifference to the

much less prepared zones. Four aggregate functions have

been identified so far and the Preparedness algorithm can

use one of the functions with step (iv) changed accordingly.

Each function gives rise to a dispatching algorithm whose

name is according to the function name as listed below. zðiÞ
and IG(i) are, respectively, the average and Gini inequality

of zone preparedness levels resulting from dispatching

ambulance i. The IG(i) here is computed from the Lorenz

curve that plots the cumulative proportion of zone

preparedness levels ranked from bottom to top. Note that

all the algorithms defined here use the composite perfor-

mance indicator devised in the previous section, hence the

Misery algorithm is the same as the Composite algorithm.

K Misery algorithm: a(i)¼min jAZ zj (i)

K Sen algorithm: aðiÞ ¼ zðiÞð1� IGðiÞÞ
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K Dagum algorithm: aðiÞ ¼ zðiÞð1� IGðiÞÞ=ð1þ IGðiÞÞ
K Average algorithm: aðiÞ ¼ zðiÞ

4.2 Performance evaluation

The four aggregate functions mentioned above are

evaluated in the same test conditions as before with

threshold (d) set toN to maximally incorporate the impact

of preparedness consideration. The performance graphs

are shown in Figures 7 and 8, presented in units the same

as the previous section. The Dagum function results in the

most preferable performance in uniform call pattern and

both Sen and Dagum functions are the most desirable in

centred call pattern. The Misery function performs the best

in cornered and bipartite call patterns. The Average

function, in general, gives inferior performance to others

in particular even worse than Closest algorithm.

Overall, the Misery, Sen, and Dagum functions are

all plausible candidates capable of representing the
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preparedness level of entire service area. However, the right

function among them should be chosen appropriate to the

operating environment factoring in, such as, call pattern

and number of ambulances. The right choice of the

function gives up to 7.9% decrease (Misery in bipartite)

in response time and 3.0% (Dagum in uniform) increase in

cumulative proportion, while the wrong choice results in

up to 6.4% increase (Average in cornered) in response

time and 3.5% decrease (Misery in centred) in cumulative

proportion, on the basis of the performance of the

conventional Closest algorithm. Also, depending on

the choice of the aggregate function the performance can

differ by 11.5% (Misery versus Average in cornered) in

response time and 4.4% (Dagum versus Misery in centred)

in cumulative proportion.

5. Conclusions and future work

The consideration of preparedness in ambulance dispatch-

ing can provide significant benefits in reducing response

time beyond the conventional rule of dispatching the

closest ambulance, when preparedness is appropriately

used. First, preparedness should be used combined with

greediness used in the conventional rule, to consider

both current (greediness) and future (preparedness) calls.

While dispatching decisions only based on preparedness

seriously degrade the performance, the composite perfor-

mance indicator combining preparedness with greediness

leads to even better performance than the conventional

rule. Second, the function that aggregates preparedness

distribution of service area should be capable of quantify-

ing the preparedness level of the entire service area. The

Misery, Sen, and Dagum welfare functions are all plausible

candidates with such a capability, exhibiting desirable

performance in various operating environments. Average

function incorporates only partial information of prepa-

redness distribution of service area, leading to the

performance even worse than conventional rule.

This research studies the role of preparedness considera-

tion, and identifies algorithmic and environmental factors

influencing the dispatching performance, using a simple yet

general experimental framework. In order to make the

findings of this research transferable to real world

environments that are much more complex and dynamic,

further investigations need to be made to guide the

selection of right aggregate function (as well as threshold).

The performance of a dispatching algorithm exhibits

nonlinear behaviour and hence an appropriate algorithm

needs to be chosen according to the operating environment

factoring in, such as, call pattern, available resources, and

size of service area. For example, if the size of service area

becomes larger, the misery function would turn incapable

of representing the preparedness of entire area.

One way is to use an offline approach that finds the best

algorithm based on a simulation-based study, which is

appropriate for static and predictable environments.

However, if the environment is dynamic and unpredictable,

it would be more plausible to utilize a learning technique

such as Q-learning (Watkins, 1989; Sutton et al, 1992;

-8

-6

-4

-2

0

2

4

6

8

av
er

ag
e 

in
cr

ea
se

 in
 r

es
p

o
n

se
ti

m
e 

(%
)

ambulances
-8

-6

-4

-2

0

2

4

6

8

av
er

ag
e 

in
cr

ea
se

in
 r

es
p

o
n

se
ti

m
e 

(%
)

ambulances

-8

-6

-4

-2

0

2

4

6

8

av
er

ag
e 

in
cr

ea
se

 in
 re

sp
o

n
se

ti
m

e 
(%

)

ambulances-8

-6

-4

-2

0

2

4

6

8

0 4 6 82 10 12 0 4 6 82 10 12

0 4 6 82 10 120 4 6 82 10 12

av
er

ag
e 

in
cr

ea
se

 in
 re

sp
o

n
se

ti
m

e 
 (%

)

ambulances

Misery-∞
Sen-∞
Dagum-∞
Average-∞

Misery-∞
Sen-∞
Dagum-∞
Average-∞

Misery-∞
Sen-∞
Dagum-∞
Average-∞

Misery-∞
Sen-∞
Dagum-∞
Average-∞

uniform centered

cornered bipartite

Figure 7 Average response time from different aggregate functions.
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Barto et al, 1995; Kaelbling et al, 1996). Q-learning is an

online approach that forms optimal policies adaptive to

changing environments without explicit knowledge of

system models. The alternative aggregate functions are

rewarded based on their performance over time and

the best function is autonomously found adaptive to the

changes of call pattern or number of available ambulances.

Priority dispatching systems, which prioritize ambulance

calls in accordance with their degree of urgency, are not

considered in this research. However, though non-priority

dispatching systems are commonly used in most Asian

countries, advanced ambulance service systems in over 20

countries have adopted a priority dispatching system (Fire

Services Department, Hong Kong, 2009). Additional issues

in the priority systems include the choice of thresholds for

different priority classes of calls. Only the ambulances

whose travelling time to a call site is within a certain

threshold are evaluated in preparedness. The threshold of a

priority class will affect the performance of the class itself

as well as other classes depending on their thresholds. The

complexity of such interactions makes it highly challenging

to identify the structure of desirable thresholds.
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