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In recent years, the banking industry has witnessed several cases of excessive risk-taking that
frequently have been attributed to problematic professional norms. We conduct experiments
with employees from several banks in which we manipulate the saliency of their professional
identity and subsequently measure their risk aversion in a real stakes investment task. If bank
employees are exposed to professional norms that favor risk-taking, they should become
more willing to take risks when their professional identity is salient. We find, however,
that subjects take significantly less risk, challenging the view that the professional norms
generally increase bank employees’ willingness to take risks. (JEL G02, M14, C93)

Received May 5, 2016; editorial decision August 21, 2016 by Editor Philip Strahan.

Financial risks are inherent in most banks’ core business activities, such as
investing and lending money to individuals, organizations, and governments.
In recent years, however, the extent of risk-taking in the banking industry has
been widely questioned. For example, there is an emerging consensus among
academics and regulators that excessive risk-taking in the banking industry
was a major contributor to the global financial crisis (e.g., Diamond and Rajan
2009; Financial Crisis Inquiry Commission 2011; Freixas and Dewatripont
2012). The issue of excessive risk-taking has led to active discussions among
policy makers and regulators about its possible roots. Many believe that the
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prevailing professional norms—that is, views about acceptable behavior that
are widely shared among members of a specific profession—favor excessive
risk-taking by making employees less risk averse. Consequently, policy makers
and regulators have called for a change in professional norms in an attempt to
address the problem of excessive risk-taking (e.g., House of Commons Treasury
Committee 2008; Power, Ashby, and Palermo 2013; International Monetary
Fund 2014). But empirical knowledge about whether the professional norms
in the banking industry reduce employees’ risk aversion has proven elusive.

Measuring the impact of professional norms on employees’ risk preferences
is challenging. A simple comparison of risk-taking behavior between bank
employees and other professionals may not identify differences in professional
norms across industries because professional groups with different occupational
norms also vary along many other dimensions, some of which may be
unobservable. For example, it is possible that the banking industry attracts
individuals with a different propensity to take risks relative to other industries.
In addition, bank employees may be, in general, more willing to take risks
simply because they are used to making risky financial decisions or because
they are less likely to be financially constrained. Such latent differences
across occupational groups make isolating professional norms from other
determinants of risk-taking behavior extremely difficult.

We take a different approach for studying the impact of professional norms on
bank employees’ risk aversion. Our approach is based on identity theory, which
proposes that individuals have multiple social identities or roles, such as their
gender, ethnicity, or occupation (e.g., Akerlof and Kranton 2000). According to
this theory, identities are tied to norms that prescribe “how one should behave”
in a given situation. For example, bank employees may be less risk averse in
their role as bank employees than in their private lives, where a different set of
norms applies. The extent to which a particular identity and associated norms
guide behavior depends on the relative importance or salience of the identity
in a person’s mind (e.g., Benjamin, Choi, and Strickland 2010). Thus, if the
professional norms in the banking industry encourage risk-taking, we should
observe that bank employees become more willing to take risks when their
professional identity is more salient.

To test this conjecture, we conducted an experiment with 128 employees
of a large, international bank. Participants were randomly assigned to either
a condition that increased the saliency of their professional identity or a
control condition where their professional identity was not made salient. We
implemented these two conditions in the context of an online survey by varying
a subset of the questions in the survey. The treatment group was asked several
questions about their occupational background, whereas the control group
answered questions unrelated to their profession.

This method of using embedded survey questions to unobtrusively
raise the saliency of a particular identity is called “priming.” Priming
refers to the activation of mental concepts through subtle situational cues
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(Bargh and Chartrand 2000). Initially developed by psychologists to study
automatic cognitive processes, priming also has become an established method
in economics (Benjamin, Choi, and Strickland 2010; Benjamin, Choi, and
Fisher 2016; Chen et al. 2014; Cohn, Fehr, and Maréchal 2014; Hoff and Pandey
2014; Cohn, Maréchal, and Noll 2015; see also Cohn and Maréchal 2016 for a
literature review). Here, the key benefit of priming is that it allows us to make
a comparison within a specific profession. In this way, we avoid the problems
mentioned above related to selection and omitted variable bias. In other words,
because of the random assignment of bank employees to different priming
conditions, there are no observable or unobservable differences between
treatment and control group. Therefore, any behavioral difference in average
risk-taking across conditions identifies the marginal impact of professional
identity on subjects’ risk preferences without the confounding influence of
income, wealth, investment experience, occupational preferences, and other
background characteristics that may vary across professional groups.

Following the priming manipulation, we measured subjects’ willingness to
take risks in a simple investment task in which they could earn a significant
amount of money (up to an equivalent of US $500). Subjects received an
endowment of US $200 that they could invest in a risky asset with a positive
expected return. They could keep the amount they did not invest. Every dollar
invested in the risky asset generated a gross return of 2.5 dollars with a
probability of 50% and a return of zero otherwise. Because this task perfectly
controls for subjects’ probability beliefs and the expected returns, the share
invested in the risky asset provides a measure of subjects’ risk aversion.1

The results show that bank employees took significantly less risk when
their professional identity was made more salient. On average, subjects in
the professional identity condition invested more than 20% less in the risky
asset relative to the control group. We further find that the effect tends to
be especially pronounced for bank employees who work in a core business
unit, such as traders, investment bankers, and wealth managers. Therefore, our
findings contradict the conventional thinking that the professional norms in the
banking industry make the employees in that industry less risk averse (e.g.,
House of Commons Treasury Committee 2008; Power, Ashby, and Palermo
2013; International Monetary Fund 2014).2

We further tested whether the treatment effect is specific to financial services
professionals or whether people, in general, become more risk averse when they
are prompted to think about their job. We therefore additionally recruited 133

1 Note that this also is true if subjects weigh probabilities nonlinearly as assumed in some theories of risk-taking
behavior (e.g., cumulative prospect theory) because nonlinear probability weighing and the curvature of the
value function jointly determine risk aversion in these theories.

2 For example, a survey of financial services professionals conducted by PricewaterhouseCoopers and the
Economist Intelligence Unit found that “culture and excessive risk-taking” (73%), together with “mispricing
of risk” (73%) and “rewards systems” (70%), was in the top three of the most frequently cited factors that created
the conditions for the crisis (PricewaterhouseCoopers and Economist Intelligence Unit 2008).
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nonbanking employees and exposed them to the same manipulation as the bank
employees. In contrast to the bank employees, the nonbanking employees did
not become more risk averse when we rendered their professional identity more
salient. Nonbanking employees in the professional identity condition invested
even slightly more in the risky asset than those from the control condition,
though the difference between the two conditions is not statistically significant.

Another important question is whether the professional identity effect is
specific to employees of one particular bank or whether the effect is a
more general phenomenon of the banking industry. We therefore ran another
experiment with 142 employees from several other banks. The results from
the replication experiment are remarkably similar to those from the main
experiment: We find that the average share invested in the risky asset is more
than 20% lower in the professional identity relative to the control condition.
The treatment effect is therefore not limited to one specific bank, and this
suggests that our results capture a more general and potentially industry wide
phenomenon.

This paper makes several contributions to the literature. First, our results are
informative for current discussions among policy makers and regulators about
the drivers of risk-taking in banks. There seems to be broad agreement that
excessive risk-taking, particularly in the banking sector, has contributed to the
global financial crisis (e.g., Diamond and Rajan 2009; Financial Crisis Inquiry
Commission 2011; Freixas and Dewatripont 2012). In search for the underlying
causes of excessive risk-taking, researchers initially focused on the prevailing
compensation practices in the banking industry because they are commonly
thought to overemphasize (short-term) revenue generation relative to the
downside risk (Cole, Kanz, and Klapper 2015).3 Several other potential reasons,
including poor corporate governance (Freixas and Dewatripont 2012) and low
capital requirements (Admati and Hellwig 2013), for excessive risk-taking have
been proposed. Our paper complements this literature by investigating whether
the occupational norms in the banking industry reduce bank employees’ risk
aversion.

Although our results challenge the view that the prevailing professional
norms increase bank employees’ willingness to take risks, it is important to
note that our results should not be taken as evidence that risk-taking in banks
is unproblematic because other sources of excessive risk-taking may exist. It is
also interesting to contrast our finding that the saliency of professional identity
increases bank employees’ risk aversion with another finding using the same
subject pool as in our main experiment. These subjects also participated in
a task in which they could increase their earnings by behaving dishonestly

3 However, the role of incentive schemes in excessive risk-taking in the banking industry remains controversial.
For example, Fahlenbrach and Stulz (2011) find no evidence that banks with higher shares of CEO compensation
in stock options and cash bonuses performed worse during the crisis. Murphy (2012) also finds no evidence to
support that executive pay provides incentives for excessive risk-taking, but pointed to potential problems with
pay systems for lower-level employees, such as traders, brokers, and loan officers.
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(Cohn, Fehr, and Maréchal 2014). The results from this task show that making
the bank employees’professional identity more salient induced many of them to
cheat.As the willingness to cheat and break rules for the sake of personal benefit
could also be a potentially important determinant of excessive risk-taking, the
combined results of both studies raise the question whether the problem of
excessive risk-taking is associated with problematic ethical norms rather than
problematic norms about risk-taking.4

Second, our paper also contributes to a recent literature on the role of social
identity and group affiliation in financial decision making. Several empirical
studies document significant associations between political or religious
affiliation and investment behavior. For example, Hong and Kostovetsky
(2012) find that mutual fund managers who financially support Democrats
hold fewer stocks in socially irresponsible companies relative to supporters of
the Republican party or nonsupporters (see also Kaustia and Torstila 2011).5

With regard to religion, Kumar, Page, and Spalt (2011) find that people who
live in mostly Protestant areas are less likely to hold stocks with lottery
features, which is consistent with Protestant views on gambling (see also
Kumar 2009; Hilary and Hui 2009; Shu, Sulaeman, and Yeung 2012).6 More
generally, an increasing number of studies examine the origins and development
of individuals’ risk preferences (e.g., Becker et al. 2014). Empirical work
suggests that risk preferences are partly genetically determined (Cesarini et al.
2009; Barnea, Cronqvist, and Siegel 2010) and partly learned through cultural
transmission by parents and peers during childhood and adolescence (Dohmen
et al. 2011; Booth and Nolen 2012; Eckel et al. 2012). However, the formation
process may not cease with the onset of adulthood, as studies indicate that
individuals’ risk preferences may also be shaped by significant life events,
such as natural disasters (Eckel, El-Gamal, and Wilson 2009; Cameron and
Shah 2015), economic conditions (Cohn et al. 2015; Guiso, Sapienza, and
Zingales 2015a), and violent conflicts (Voors et al. 2012; Callen et al. 2014).
Our paper suggests that individuals’ risk preferences are also malleable through
the work environment.

Third, our paper is further related to a long-standing, mostly theoretical
literature that considers culture in organizations as conventions and norms
(see Hermalin 2001 for an overview of this literature). One strand of this
literature considers organizational culture as a set of conventions that help
solve coordination problems within organizations (e.g., Kreps 1990; Weber
and Camerer 2003; Van den Steen 2010). Another strand views culture as a

4 The extent and the implications of ethical failures have been discussed by Dyck, Morse, and Zingales (2013),
Guiso, Sapienza, and Zingales (2015b), and Zingales (2015).

5 In a related study, Morse and Shive (2011) find that investors from more patriotic countries exhibit a stronger
home bias in their equity selection.

6 However, the Protestant effect could not been replicated in an experimental setting (Benjamin, Choi, and Fisher
2016).
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shared understanding of appropriate behavior that slowly evolves over time
(e.g., Hodgson 1996; Rob and Zemsky 2002; Hermalin 2013). This notion
of culture assumes that organizational members internalize the norms and
values of their surroundings, which induces them to behave accordingly. Our
paper falls into the second category, with the notable distinction that we
focus on the norms and customs of a profession rather than just a single
firm. Of course, financial institutions are not all the same, and they may
adopt different workplace norms (even within one company), but they may
nonetheless share similar norms, as they operate in the same industry and
thus face similar market conditions, regulatory constraints, and stakeholder
expectations (Gordon 1991).

1. Experimental Design

We conducted our main experiment in 2012 with 128 employees of a large
international bank.7 About half of them worked in one of the bank’s core
business unit, i.e., in private banking and asset management, or trading and
investment banking functions. The remaining participants worked in a support
unit, such as IT, or risk or human resource management. Overall, participants
had considerable experience working in the banking industry with an average
of 11.5 years (see Table 1 for descriptive statistics of the sample).

We invited subjects via email to participate in a short online survey.8 Subjects
were informed that they could earn money, and they were assured that their

Table 1
Descriptive statistics and randomization check for the main experiment with employees of a large bank

Total sample Professional Control
identity

N = 128 N = 61 N = 67
Variable Mean SD Mean SD Mean SD p-value

Age 38.875 (8.048) 38.492 (7.025) 39.224 (8.917) .631
Male 0.609 (0.490) 0.623 (0.489) 0.597 (0.494) .764
University degree 0.617 (0.488) 0.574 (0.499) 0.657 (0.478) .335
Risk literacy 2.727 (1.148) 2.754 (1.150) 2.701 (1.155) .809
Foreign nationality 0.180 (0.385) 0.180 (0.388) 0.179 (0.386) .986
Relative income 3.945 (1.330) 3.836 (1.267) 4.045 (1.386) .406
Core business unit 0.484 (0.502) 0.525 (0.504) 0.448 (0.501) .385
Years in industry 11.489 (7.916) 10.926 (6.659) 12.001 (8.927) .954

The variables “age” and “years in industry” are measured in years; “male”, “university degree”, “foreign
nationality”, and “core business unit” (i.e., private banking and asset management or trading and investment
banking functions) are dummy variables; “risk literacy” ranges from 0 (low) to 4 (high); and “relative income”
measures income relative to the firm average on a scale from 1 (lower than average) to 7 (higher than average).
The last column presents p-values for the null hypothesis of perfect randomization (χ2-tests in case of binary
variables and rank-sum tests in case of interval variables).

7 We ran a pilot study with 12 subjects whom we exclude from the analysis. The results remain the same if these
subjects are included.

8 The survey was available in the local language and in English. A majority of the participants choose to complete
the survey in the local language.
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individual data would be treated confidentially and never be revealed to their
employer. The survey began with filler questions about subjective wellbeing
(see Online Appendix). The second part contained our key experimental
manipulation. The computer randomly assigned the subjects to one of two
conditions, either the professional identity or the control condition. The
randomization check in Table 1 confirms that the two experimental groups
are similar in terms of observable characteristics, such as their socioeconomic
status, risk literacy, and professional background.9

In the professional identity condition, subjects were asked seven questions
about their occupational background, such as “At which bank are you presently
employed?” or “What is your function at this bank?”10 The purpose of these
questions was to render subjects’ professional identity and associated norms
more salient. By contrast, those in the control condition answered seven
questions unrelated to their profession, such as “How many hours per week
on average do you watch television?” These two sets of questions were the
only difference between the two conditions. This identity priming approach
is based on Akerlof and Kranton’s (2000) notion that people have multiple
social identities that are tied to norms prescribing how one should behave.
The idea behind this approach is that individuals experience disutility if they
deviate from the norms prescribed by their professional identity (e.g., how
much risk one should take as a bank employee). This disutility increases
with the strength or weight they attach to their professional identity relative
to their nonprofessional identities. Identity priming temporarily amplifies the
relative importance of bank employees’professional identity in their individual
decisions and, therefore, reveals the identity’s marginal behavioral impact. We
formally sketch how identity concerns and priming can be incorporated in an
expected utility framework in the Appendix.

Following the experimental manipulation, subjects could earn a substantial
amount of money (up to US $500) in a simple investment task adapted from
Gneezy and Potters (1997). We use this task to elicit subjects’ willingness to
take risks under controlled conditions and with real monetary consequences.11

Subjects were endowed with US $200, of which they could invest any share
in a risky asset. The risky asset returned a payoff of 2.5 times the invested
amount with a 50% probability; the invested amount was lost otherwise. The
remaining amount that was not invested was automatically transferred to a safe
account that paid no interest. Thus, higher investments in the risky asset reflect
lower risk aversion. Our research budget allowed us to pay every fifth subject;
actual payment was determined at the end of the experiment, and the payment

9 All p-values reported in this paper are based on two-sided tests.

10 See the Online Appendix for the full set of questions.

11 A similar task has been used to study myopic loss aversion in experimental asset markets (Gneezy, Kapteyn, and
Potters 2003).
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modality was explained before subjects made their choices.12 The expected
payoff was nevertheless sizable considering that completing the survey only
took about fifteen minutes. The outcome of the investment task was revealed at
the very end of the experiment. One feature of our design is that subjects’choices
in the investment task only affected their own payoff, whereas they are often
required to make risky choices for others, such as clients and shareholders, in
their daily jobs (Pollmann, Potters, and Trautmann 2014). We deliberately opted
for a noninteractive task because we preferred not confounding our measure of
risk aversion with social preferences. Since the existing evidence suggests that
people’s own risk preferences largely determine how they take risks on behalf
of others, this should not be a major issue (e.g., Daruvala 2007, Andersson et al.
2014, Eriksen, Kvaloy, and Luzuriaga 2014). Furthermore, a large proportion
of bank employees receive their compensation not only in base salaries but
also in cash bonuses, stock options, and other performance-contingent rewards
(e.g., Bell and Van Reenen 2014). To the extent that compensation depends on
the amount of risk taken, bank employees share the risks they take for others.

Subjects additionally performed a coin tossing task in which they could earn
up to US $200. The investment task and the coin tossing task were presented in
counterbalanced order, with one of the two tasks randomly selected for payment
at the end of the experiment. We use the coin tossing task as a measure of honesty
and report the results in a related, but separate paper (Cohn, Fehr, and Maréchal
2014). We find no evidence that the presence of the coin tossing task affected
the results from the investment task. The task order has no effect on investment
choices (p= .727, rank-sum test), and responses in the two tasks are unrelated
(Spearman’s rho =0.017, p= .853).

After completing the two tasks, subjects solved a word-completion task,
which provides us with an implicit measure of professional identity salience.
Subjects were presented word fragments they had to complete with the first
word that came to their mind. For example, they were shown the word fragment
“_ _ o c k”, which they could complete with the word “stock,” a word bank
employees frequently encounter in their professional lives, or the word “clock,”
which is not specific to their daily work. We asked them to solve a total of six
word fragments, two of which had no bank-related solution at all in order to
disguise the purpose of the task. The other three relevant word fragments were
“_ _ o k e r” (e.g., broker vs. smoker), “_ o n e y” (e.g., money vs. honey), and
“b _ n d” (e.g., bond vs. band).

The survey concluded with a few questions about participants’ socioe-
conomic background and workplace attitudes. We also measured their risk
literacy using the adaptive version of the Berlin Numeracy test developed by

12 Payment schemes with random components are commonly used in risk-taking experiments and mounting
evidence suggests that they do not bias behavior (Starmer and Sugden 1991; Cubitt, Starmer, and Sugden 1998;
Hey and Lee 2005; March et al. 2014).
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Cokely et al. (2012). This test consists of two to three questions and assesses
people’s knowledge of basic probability theory.

2. Experimental Results

This section presents the results in four steps. We first establish that our
manipulation of professional identity salience was effective. In a second step,
we analyze the effect of professional identity salience on risk-taking behavior
for the bank employees from the main experiment. We then examine the results
from the placebo experiment with nonbanking employees. Finally, we present
the results from the replication experiment using a sample of bank employees
from several other banks.

2.1 Manipulation check
The results from the word-completion task suggest that our manipulation
generated the desired change in professional identity salience (Figure 1). The
frequency of bank-related words increased from 26% in the control to 36% in the
professional identity condition, which corresponds to an increase of almost 40%
(p= .035, rank-sum test). Thus, bank-related concepts were more accessible in
subjects’ minds in the professional identity relative to the control condition.

2.2 Main experiment with employees of a large international bank
How did the professional identity condition influence bank employees’behavior
in the investment task? The left panel in Figure 2 reveals that the average
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Manipulation check
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Figure 2
Main experiment with employees of a large international bank
The left panel shows the mean share invested in the risky asset by treatment (in percent of the endowment).
Error bars indicate standard error of the mean. The right panel displays the cumulative distribution function of
investment shares by condition.

investment share is significantly lower in the professional identity relative to
the control condition (p= .026, rank-sum test). While subjects in the control
condition invested, on average, two-thirds of their endowment in the risky asset
(66%), those in the professional identity condition invested only about half of
their endowment (52%). The right panel of Figure 2 depicts the cumulative
distribution functions of investment shares and shows that the professional
identity condition led to a general shift of the distribution toward less risky
investments.

We also estimate the treatment effect using regression analysis; doing so
allows us to control for subjects’ background characteristics. Specifically, we
estimate the following linear regression model using ordinary least squares
(OLS):

yi =β0 +β1Profi +γXi +δZi +εi . (1)

We regress the share subjects invested in the risky asset yi (in percent
of the endowment) on a treatment dummy Profi for the professional
identity condition, and control for socioeconomic characteristics, Xi , including
subjects’ age, gender, education, risk literacy, and nationality.13 We also
estimate a model in which we additionally control for subjects’ professional
background, Zi , which includes their relative income, business unit, and work
experience in the banking industry.

The estimation results are reported in Table 2. Column (1) shows that,
controlling for socioeconomic variables, the professional identity condition
reduced investments by about 13 percentage points on average (p= .029, t-test).
We obtain similar results when we also control for professional background

13 All our results remain robust if we use a tobit model instead of OLS.
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Table 2
Main experiment with employees of a large international bank

(1) (2)
Dependent variable Share invested in risky asset (in %)

Professional identity −13.143∗∗ −13.451∗∗
(5.960) (6.060)

Age 0.713∗ 0.892
(0.386) (0.550)

Male 4.473 4.029
(6.414) (6.732)

University degree −0.127 −0.949
(6.087) (6.591)

Risk literacy −0.445 −0.352
(2.781) (2.818)

Foreign nationality 4.727 4.153
(7.334) (7.649)

Relative income 1.137
(2.605)

Core business unit 3.849
(5.950)

Years in industry −0.298
(0.556)

Constant 35.570∗ 26.444
(18.391) (20.453)

Sample size 128 128
R2 .075 .081

OLS estimates with robust standard errors in parenthesis. In both columns, the share
invested in the risky asset (in percent of the endowment) is regressed on a dummy for the
professional identity condition and a set of control variables. The control variables “age”
and “years in industry” are measured in years; “male”, “university degree”, “foreign
nationality”, and “core business unit” (i.e., private banking and asset management or
trading and investment banking functions) are dummy variables; “risk literacy” ranges
from 0 (low) to 4 (high); and “relative income” measures income relative to the firm
average on a scale from 1 (lower than average) to 7 (higher than average). ∗, ∗∗, and∗∗∗ indicate significance at the 10%, 5%, and 1% level, respectively.

variables (p= .028, t-test), as shown in Column (2). None of the socioeconomic
and professional background variables are significantly related to investment
choices, with the exception of age in Column (1). Older subjects tended to
invest more than younger ones (p= .067, t-test). However, this relationship is
not significant anymore once we control for subjects’ professional background
(p= .107, t-test).

We additionally explored possible sources of heterogeneity in the treatment
effect. For example, we may expect a stronger effect among subjects who deal
more directly with risky financial decisions in their daily business. We can
analyze the treatment effect separately for subjects from core business units,
which includes traders, investment bankers, and wealth managers, and support
units, such as IT and risk, and human resource managers. Comparing these two
subgroups, we indeed find that the effect tends to be stronger for employees from
core business units. They invested about 17 percentage points less in the risky
asset when their professional identity was made more salient (p= .042, rank-
sum test). By contrast, subjects from support units reduced their investments
by less than 11 percentage points, which does not reach statistical significance
(p= .240, rank-sum test). We find no other significant heterogeneity in the
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treatment effect based on observable characteristics, including age, gender,
income, and banking experience.

Finally, we also examined alternative explanations for why the bank
employees took fewer risks when we reminded them of their professional
identity. For example, given that the bank employees were working in a
professional environment whose reputation has been severely damaged (e.g.,
Sapienza and Zingales 2012), it is conceivable that they wanted to leave a good
impression of the banking profession by acting cautiously. Alternatively, they
could have taken fewer risks in order to signal that they are in fact reasonable
risk-takers. However, several facts speak against such reputation or image
effects. First, the same subjects had no qualms to cheat in order to increase
their earnings when reminded of their professional identity (Cohn, Fehr, and
Maréchal 2014). Second, the amount of money at stake in the investment task
was relatively high, meaning that it was potentially expensive for the subjects
to give up their preferred choice in order to meet such reputational or image
considerations. Third, to directly address the plausibility of the reputation and
image mechanism, respectively, we included one question on each motive
towards the end of the experiment. Specifically, we asked the subjects “How
important is it to you what other people think of you” and “How important
is it to you what other people think of the banking industry?,” each with
answer categories on a 7-point Likert scale from “not at all important” to “very
important.” Yet, we find no treatment difference in the extent to which bank
employees cared about what other people think of them (p= .170, rank-sum
test) or the banking industry as a whole (p= .851, rank-sum test), suggesting
that the professional identity questions did not alter the participants’ image or
reputational concerns. Moreover, if image or reputational concerns led to more
conservative investment choices, we should observe a negative correlation
between investments and the latter survey measures. However, we do not
find this to be the case. Subjects who care more strongly about what people
think of them did not invest less in the risky asset (Spearman’s rho =0.028,
p= .758), and those subjects who indicated that they care more strongly about
the reputation of the banking industry invested even significantly more in the
risky asset (Spearman’s rho =0.184, p= .038). All together, these additional
analyses suggest that image or reputation effects do not explain our main results.

2.3 Placebo experiment with nonbanking employees
To test whether the professional identity effect is specific to bank employees, we
conducted an additional placebo experiment with 133 nonbanking employees
recruited from the alumni network of an executive education program. They
represented a broad range of industries, including pharmaceutical and health
care, manufacturing, consulting, telecommunication, and IT. On average,
subjects had spent 14.8 years working in the respective industries.14

14 Table A1 in the Appendix provides sample statistics.
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Analogous to the previous experiment, subjects were randomly assigned to
either the professional identity or the control condition and then could earn up
to US $500 in the investment task. Everything essentially was kept the same
as in the experiment with the bank employees. However, we dropped a few
questions in the last part of the survey (including the risk literacy test) after
subjects had already made their investment decisions to shorten the experiment
(see Online Appendix). The last column in Table A1 in the Appendix shows that
the background characteristics are evenly balanced across conditions, with the
exception of university degree (p= .027, X2-test). We control for this variable
in our regression analysis.

Figure 3 presents the results from the placebo experiment with nonbanking
employees. The amount of risk taken in the control condition is roughly the same
as in the control group of bank employees (63% and 66%, p= .724, rank-sum
test). However, and in contrast to the previous experiment, the professional
identity condition did not reduce risk-taking among nonbanking employees.
They invested about 71% of their endowment in the risky asset when their
professional identity was made more salient. Thus, if anything, the professional
identity condition tended to increase risk-taking among nonbanking employees,
though the difference to the control group is not significant (p= .187, rank-
sum test). Furthermore, we find no significant treatment effect in a regression
analysis that controls for a comprehensive set of background characteristics,
as shown in Column(1) of Table 3 (p= .241, t-tests).
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Figure 3
Placebo experiment with nonbanking employees
Mean share invested in the risky asset by treatment (in percent of the endowment). Error bars indicate standard
error of the mean.
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We performed an additional differences-in-differences regression to formally
test whether the treatment effect differs between nonbanking employees and
bank employees. For this purpose, we pooled the data from the two experiments
and estimated the following regression model:

yi =β0 +β1Profi +β2Maini +β3Profi ×Maini +γXi +δZi +εi . (2)

Model (2) extends our baseline regression model by adding a dummy variable
for observations from the main experiment with bank employees, Maini ,
and the interaction between this dummy and the dummy for the professional
identity condition, that is, Profi ×Maini . The interaction term allows us to
test whether the treatment effect is different for bank employees. We control
for socioeconomic and professional background variables Xi and Zi .

The results of the differences-in-differences regression, shown in Column (2)
of Table 3, confirm that the professional identity effect is statistically
different for bank and nonbanking employees (p= .011, t-test). Thus, while
nonbanking employees did not respond to the treatment, bank employees
became significantly more risk averse when their professional identity was
made more salient.

2.4 Replication experiment with employees from other banks
We further examined whether the professional identity effect only applies to
one particular bank or whether it generalizes to other banks. To this end, we
conducted the experiment with a different sample of bank employees recruited
from the alumni network of an advanced banking and finance education
program. The sample consists of 142 employees from many different smaller
and larger banks.Amajority of the subjects (79%) worked in asset management,
private banking, or trading and investment banking (i.e., what we previously
referred to as “core business units”). They had, on average, 25 years of work
experience in the banking industry, which is more than those from the main
experiment. As in the previous two experiments, participants were randomly
assigned to either the professional identity or the control condition. They then
performed the investment task in which they could earn up to US $500. To
ensure a high participation rate, we kept the experiment as short as possible
and thus dropped the same few items as in the experiment with the nonbanking
employees.15 TableA1 in theAppendix shows that the individual characteristics
are all well balanced across the two conditions.

The results of the replication experiment are remarkably similar to the main
experiment. Figure 4 highlights that the average share invested in the risky
asset declines from 70% in the control condition to 54% in the professional
identity condition (p= .004, rank-sum test). Thus, both the level of investment

15 Another difference to the main experiment is that subjects were asked about their beliefs regarding other subjects’
behavior in the coin tossing task rather than performing the coin flips themselves.

14
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Table 3
Placebo experiment with nonbanking employees and comparison to main
experiment with employees of a large bank

(1) (2)
Dependent variable Share invested in risky asset (in %)

Professional identity 6.887 7.501
(5.849) (5.755)

Main experiment 6.912
(6.305)

Professional identity × main experiment −21.013∗∗
(8.213)

Age −0.067 0.344
(0.459) (0.356)

Male 9.014 5.713
(9.680) (5.268)

University degree 0.995 −0.635
(6.737) (4.518)

Foreign nationality −8.965 0.710
(10.966) (6.261)

Relative income −0.803 0.755
(2.791) (1.802)

Years in industry −0.122 −0.152
(0.412) (0.334)

Constant 64.654∗∗∗ 41.031∗∗∗
(23.688) (15.774)

Sample size 133 261
R2 .025 .051

OLS estimates with robust standard errors in parenthesis. In both columns, the share
invested in the risky asset (in percent of the endowment) is regressed on a dummy for
the professional identity condition and a set of control variables. Column (1) presents
the treatment effect for the nonbanking employees. Column (2) contrasts this effect
with the treatment effect for the bank employees from the main experiment. To this
end, Column (2) additionally includes a dummy for the bank employees from the main
experiment as well as its interaction with the treatment dummy. The control variables
“age” and “years in industry” are measured in years; “male”, “university degree”,
and “foreign nationality” are dummy variables. We control for “relative income”, even
though subjects’income in the placebo experiment was measured relative to the national
average on a scale from 1 (lower than average) to 7 (higher than average), whereas it
was measured relative to the firm average for the subjects from the main experiment.
The results remain the same without controlling for income. ∗, ∗∗, and ∗∗∗ indicate
significance at the 10%, 5%, and 1% level, respectively.

as well as the reduction in risk-taking triggered by the professional identity
prime closely resembles the pattern of the main experiment.

The results of the regression analysis are shown in Table 4. Column (1)
presents estimates of the baseline model for subjects from the replication
experiment, and Column (2) reports the results from the differences-in-
differences comparison with the bank employees from the main experiment.
The results from both specifications indicate that subjects in the professional
identity condition invested about 15 percentage points less in the risky asset
compared to the control group (p= .010 and p= .008, t-tests). The effect size is
thus even slightly larger in the replication than in the main experiment, possibly
due to the fact that the majority of participants in the replication experiment
came from a core business unit. However, the interaction term in Column
(2) of Table 4 reveals that the effect in the replication experiment does not
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Figure 4
Replication experiment with employees from other banks
Mean share invested in the risky asset by treatment (in percent of the endowment). Error bars indicate standard
error of the mean.

statistically differ from the main experiment (p= .876, t-test). Taken together,
the results from the replication experiment support the conclusions from the
main experiment.

3. Conclusion

Interest in the professional norms prevailing in the banking industry has
grown substantially and continues to preoccupy the leadership at banks and
regulatory agencies. We conducted controlled experiments with more than 400
bank employees and other professionals to examine whether an increase in
professional identity saliency and associated norms changes bank employees’
willingness to take risks. If bank employees are exposed to professional norms
that increase their risk appetite, as many people think, they should become
more willing to take risks when their professional identity is made salient.

In fact, however, we observe the opposite. Employees from a large
international bank took significantly less risk in a real-stake investment task
when their professional identity was brought to the forefront of their minds.
We replicated this effect in another sample of bank employees from several
other banks, but not in a sample of nonbanking employees. Thus, our findings
suggest that bank employees share professional norms that make them more
risk averse.

A direct implication of our results is that banks can promote risk-averse
behavior by using reminders that prime their employees with their professional

16
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Table 4
Replication experiment with employees from other banks and comparison to
main experiment with employees of a large bank

(1) (2)
Dependent variable Share invested in risky asset (in %)

Professional identity −15.062∗∗∗ −15.331∗∗∗
(5.726) (5.701)

Main experiment 6.251
(7.055)

Professional identity × main experiment 1.294
(8.266)

Age 0.135 0.536
(0.688) (0.423)

Male 3.477 5.405
(10.422) (5.330)

University degree −4.322 −2.657
(7.357) (4.791)

Foreign nationality −14.368 −1.050
(14.889) (6.965)

Relative income −0.824 0.475
(3.223) (1.914)

Core business unit 11.845 7.302
(7.264) (4.616)

Years in industry 0.038 −0.049
(0.633) (0.405)

Constant 56.098∗ 32.593∗
(29.027) (17.135)

Sample size 142 270
R2 .101 .079

OLS estimates with robust standard errors in parenthesis. In both columns, the share
invested in the risky asset (in percent of the endowment) is regressed on a dummy for
the professional identity condition and a set of control variables. Column (1) presents
the treatment effect for the employees of several banks. Column (2) contrasts this effect
with the treatment effect for the bank employees from the main experiment. To this
end, Column (2) additionally includes a dummy for the bank employees from the main
experiment as well as its interaction with the treatment dummy. The control variables
“age” and “years in industry” are measured in years; “male”, “foreign nationality”,
and “university degree” are dummy variables. We control for “relative income” even
though subject’s income in the replication experiment was measured relative to the
national average on a scale from 1 (lower than average) to 7 (higher than average),
whereas it was measured relative to the firm average for the subjects from the main
experiment. The results remain the same without controlling for income. ∗, ∗∗, and ∗∗∗
indicate significance at the 10%, 5%, and 1% level, respectively.

identity. Similar measures already have proven to be successful in reducing
insurance fraud and tax evasion (Shu et al. 2012, Bott et al. 2014). However,
the use of reminders requires a detailed analysis of work routines in order
to know precisely at which points and times bank employees make critical
decisions that entail a potentially large downside risk. This would allow banks
to increase the influence of normative demands at the right time and place.

More broadly, our results challenge the view of many financial industry
experts and authorities that the professional norms of acceptable risk-taking
behavior encourage excessive risk-taking by making bank employees less risk
averse. However, this does not imply that we should not be concerned about
risk-taking behavior in the banking industry as other sources of excessive
risk-taking may exist. For example, the phenomenon of excessive risk-taking
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also could be a problem of the prevailing ethical norms and values. Repeated
cases of unauthorized trading activities that led to large losses, like the so-
called “London Whale” at JPMorgan Chase (U.S. Senate 2013), are perhaps
manifestations of professional identities and associated norms that tolerate
unethical behavior to a larger degree than in other industries (Cohn, Fehr,
and Maréchal 2014). Lacking ethical standards may be equally, if not more,
important for banks’ exposure to risk compared with the more tangible risks,
such as market and credit risks. While banks have sophisticated frameworks
for monitoring and managing the core business risks they face in their markets,
the management of behavioral risks arising from problematic ethical standards
seems to be less developed (Salz and Collins 2013). Thus, expanding the scope
of risk management to these behavioral risks may help banks to ensure that
their employees make appropriate decisions.

Appendix
A Theoretical Framework

We develop a simple framework based on Benjamin, Choi, and Strickland (2010) to illustrate
how professional identity salience can affect risk-taking behavior. We first derive the optimal
level of risk-taking in our investment task as a function of individuals’ degree of risk aversion.
This provides the basis for the actions prescribed by different identities. We then formalize how
a temporary increase in the salience of a particular identity changes individuals’ willingness to
take risk.

Consider an individual who has the opportunity to invest any amount x of an endowment w

in a risky asset, and the rest (i.e., w−x) in a riskless asset. The risky asset generates a return of
r with a probability of p, and a return of −1 otherwise. Consistent with the parametrization of
our experimental investment task, we assume that the expected return of the risky asset is strictly
positive. The riskless asset has a return of zero. Thus, if the good state of the world occurs, the
individual walks away with an income of c1 = (1+r)x+w−x = rx+w. If the investment is not
successful, the individual earns an income of c2 =w−x. We assume that the individual has a
standard concave utility function with constant relative risk aversion (CRRA) of γ >0, with γ �=1:

U (c)=
c1−γ

1−γ
. (A1)

Accordingly, the individual chooses to invest x in the risky asset in order to maximize expected
utility:

max
x∈[0,w]

p
(rx+w)1−γ

1−γ
+(1−p)

(w−x)1−γ

1−γ
. (A2)

We define p̃≡r
p

1−p
as the return-adjusted risk ratio. Then, the first-order condition for the

optimal amount invested in the risky asset x∗ is given by

x∗ =w
p̃

1
γ −1

p̃
1
γ +r

. (A3)

We are interested in the comparative static properties of the optimal investment x∗, in particular
with regard to how this investment responds to changes in the underlying risk aversion parameter γ .
Calculating the first derivative of Equation (A3) with respect to γ shows that higher risk aversion,
holding all else equal, leads to lower investments in the risky asset:

dx∗

dγ
=−w

(1+r)p̃
1
γ lnp̃

γ 2(p̃
1
γ +r)2

<0. (A4)
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Turning to the identity-related part of the model, we assume, for simplicity, that bank employees
have two distinct identities, a professional identity and a nonprofessional identity. In our context,
each identity prescribes a certain investment, xP and x0, based on the optimization problem
described above. However, the prescribed choices may be in conflict with each other depending
on the degree of risk aversion attached to the particular identities.

To model the internal conflict between the professional and nonprofessional identities and how
this conflict affects risk-taking behavior, we assume that bank employees maximize the following
utility function:

max
xi∈[0,w]

Ui =−d(si )(xi −xP )2 −(1−d(si ))(xi −x0)2. (A5)

The utility function is a convex combination of the deviations between the actual choice xi ,
and the choices prescribed by the professional identity, xP , and the nonprofessional identity, x0,
respectively. d(si ) is the decision weight put on the professional identity, with 0≤d(si )≤1, d(0)=0,
and d ′ >0. Analogously, 1−d(si ) is the relative importance of the nonprofessional identity. The
decision weight given to the professional identity, d(si ), is a function of an individual’s current
strength of the professional identity, si . The current strength of the professional identity depends
on the permanent component s̄i , but it can be temporarily altered by situational cues, ε, like our
experimental manipulation, such that si =ε · s̄i . We assume 0≤ε≤1. Thus, ε =0 means that the
professional identity is not at all salient at the time of making the decision, whereas ε =1 implies
that the professional identity is fully salient. Solving the maximization problem for individuals
with identity concerns yields the following optimal choice:

x∗
i =d(si )xP +(1−d(si ))x0. (A6)

Thus, an individual’s optimal choice is the weighted average of the prescribed actions of
the professional and the nonprofessional identity. Inducing bank employees to think about their
professional role (i.e., ε>0) increases the relative importance of the action prescribed by their
professional identity. If, for example, bank employees’ professional identity dictates a higher
investment than the nonprofessional identity (i.e., xP >x0) because it is associated with a lower
degree of risk aversion (i.e., γP <γ0), then behavior shifts toward more risk-taking.

B Additional Tables

Table A1
Descriptive statistics and randomization check for the placebo experiment with nonbanking employees

Total sample Professional Control
identity

N = 133 N = 67 N = 66
Variable Mean SD Mean SD Mean SD p-value

Age 45.526 (8.112) 45.075 (8.351) 45.985 (7.898) 0.607
Male 0.880 (0.327) 0.910 (0.288) 0.848 (0.361) 0.272
University degree 0.767 (0.424) 0.687 (0.467) 0.848 (0.361) 0.027
Foreign nationality 0.075 (0.265) 0.075 (0.265) 0.076 (0.267) 0.980
Relative income 5.436 (1.150) 5.358 (1.069) 5.515 (1.231) 0.182
Middle management 0.263 (0.442) 0.269 (0.447) 0.258 (0.441) 0.885
Upper management 0.639 (0.482) 0.612 (0.491) 0.667 (0.475) 0.511
Years in industry 14.789 (9.067) 15.515 (9.114) 14.053 (9.029) 0.320

The variables “age” and “years in industry” are measured in years; “male”, “university degree”, “foreign
nationality”, “middle management”, and “upper management” are dummy variables; “relative income” measures
income relative to the national average on a scale from 1 (lower than average) to 7 (higher than average). The last
column presents p-values for the null hypothesis of perfect randomization (χ2-tests in case of binary variables
and rank-sum tests in case of interval variables).
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Table A2
Descriptive statistics and randomization check for the replication experiment with employees from other
banks

Total sample Professional Control
identity

N = 142 N = 72 N = 70
Variable Mean SD Mean SD Mean SD p-value

Age 47.634 (7.416) 47.153 (7.466) 48.129 (7.386) 0.381
Male 0.915 (0.279) 0.889 (0.316) 0.943 (0.234) 0.248
University degree 0.303 (0.461) 0.292 (0.458) 0.314 (0.468) 0.769
Foreign nationality 0.049 (0.217) 0.069 (0.256) 0.029 (0.168) 0.261
Relative income 5.662 (0.996) 5.694 (1.030) 5.629 (0.966) 0.601
Core business unit 0.789 (0.410) 0.778 (0.419) 0.800 (0.403) 0.746
Years in industry 24.973 (8.754) 24.571 (8.446) 25.386 (9.102) 0.665

The variables “age” and “years in industry” are measured in years; “male”, “university degree”, “foreign
nationality”, and “core business unit” (i.e., private banking and asset management or trading and investment
banking functions) are dummy variables; “relative income” measures income relative to the national average on
a scale from 1 (lower than average) to 7 (higher than average). The last column presents p-values for the null
hypothesis of perfect randomization (χ2-tests in case of binary variables and rank-sum tests in case of interval
variables).
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