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4.2. Markov decision process for deep Q-learning model

As presented in the system model of mobile fog in Fig. 1, the
mobile fogs are geographically distributed. The distributed fog
network controller (FNC) or F-APC scavenging the available fog
resources i.e. processing, memory, network to enable fog com-
putation service. The randomness in the availability of resources
and numerous options for allocating those resources for offloading
computation fits the problem appropriate for modeling through
Markov decision process (MDP) and solution through reinforce-
ment learning.

According to the system model, three different sites are con-
sidered as feasible platform for offloading computation (1) the
mobile fog in close proximity of end user devices, i.e. site L1 (2)
the adjacent mobile Fog (or distant mobile Fog) to handle mobility
and load balancing issues, i.e. site L2 (3) the remote public cloud to
manage huge traffic and computing requirements and archiving,
i.e. site L3.

Intuitable, the deep Q-learning agent will find the best suitable
place for offloading computation among the three feasible sites.
Therefore, the possible action space A of the learning agent can be
defined as (1) a1: offload in location L1 (2) a2: offload in location
L2 (3) a3: offload in location L3 (4) a4: migration from L1 to L2
(5) a5: migration from L2 to L1 (6) a6: migration from L1 to L3 (7)
a7: migration from L3 to L1 (8) a8: migration from L2 to L3 (9) a9:
migration from L3 to L2 (10) a10: migration within L1. So, there are
total 10 possible actions the learning agent can perform.
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