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Abstract

Scheduling or the allocation of user requests (tasks) in the cloud environment is

an NP-hard optimization problem. According to the cloud infrastructure and

the user requests, the cloud system is assigned with some load (that may be

underloaded or overloaded or load is balanced). Situations like underloaded

and overloaded cause different system failure concerning the power consump-

tion, execution time, machine failure, etc. Therefore, load balancing is required

to overcome all mentioned problems. This load balancing of tasks (those are

may be dependent or independent) on virtual machines (VMs) is a significant

aspect of task scheduling in clouds. There are various types of loads in the

cloud network such as memory load, Computation (CPU) load, network load,

etc. Load balancing is the mechanism of detecting overloaded and underloaded

nodes and then balance the load among them. Researchers proposed various

load balancing approaches in cloud computing to optimize different performance

parameters. We have presented a taxonomy for the load balancing algorithms

in the cloud. A brief explanation of considered performance parameters in the

literature and their effects is presented in this paper. To analyze the perfor-

mance of heuristic-based algorithms, the simulation is carried out in CloudSim

simulator and the results are presented in detail.

Keywords: Cloud Computing; Energy Consumption; Load Balancing;

Makespan; Virtualization; VM; Task allocation.
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1. Introduction

In the field of network technology, the cloud computing technology is show-

ing phenomenal growth due to the advancement of communication technology,

explosive use of Internet and solve large-scale problems. It allows both hard-

ware, and software applications as resources over the Internet for the cloud5

user. The cloud computing is an Internet-based computing model that share

resources (e.g., networks, servers, storage, applications, and services), software,

and information to various devices of the user on demand [1]. The Cloud com-

puting is a path to utility computing embraced by some major IT companies

such as Amazon, Apple, Google, HP, IBM, Microsoft, Oracle, and others. The10

Cloud Computing model has three service models, namely, Software as a Service

(SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS) and four

deployment models, namely, private, public, hybrid and community.

The efficient and scalable features of cloud computing can achieve by main-15

taining proper management of cloud resources. These cloud resources are in the

virtual form which is the most important characteristics of the cloud system.

The Cloud Service Provider (CSP) provides services to the users in rented basis.

The role of CSP to provide the services to the user is a very complex one with

the available virtual cloud resources. Therefore, researchers have been given20

more attention towards the balancing of the load. This load balancing has a

sound impact on the system performance. The CSP design a trade-off between

the financial benefits and user satisfactory through load balancing. The load

balancing procedure also taking care of the Service Level Agreements (SLAs),

the agreement between the CSP and the cloud users.25

The load balancing in clouds may be among physical hosts or VMs. This bal-

ancing mechanism distributes the dynamic workload evenly among all the nodes

(hosts or VMs). The load balancing in the cloud is also referred as load balanc-

ing as a service (LBaaS). There are two versions of load balancing algorithms:30
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static and dynamic. The static-based balancing algorithms are mostly fit for

stable environments with homogeneous system. Dynamic-based balancing algo-

rithms are more adaptable and effective in both homogeneous and heterogeneous

environment. However, the application of static load balancing procedures has

less system overhead as compared to the dynamic load balancing procedures. A35

large number of heuristics has been proposed in the literature to this problem.

Also, some metaheuristics techniques are applied to this, and here, we explained

those technologies [2].

In cloud computing environment, the allocation of different tasks to VMs is40

known as the load. We can define the load balancing problem in various ways as

follows. (1) Task allocation- The random distribution of a finite number of tasks

into different Physical Machines (PMs) which again allocated to different VMs

of respective PM. The efficiency of task allocation to the cloud determines the

effectiveness of the load balancing algorithm [3, 4, 5]. (2) VM/Task Migration45

Management- In Cloud Computing Environment, VM Migration is nothing but

the movement of a VM from one PM to another PM to improving the resource

utilization of the data center for which the PM is overloaded. Similarly, the

migration of the current state of a task from one VM to another VM or VM

of one host to VM of another host is referred to as task migration. This is the50

reason; the VM or task migration plays a major role in load balancing of cloud

computing.

In this paper, we present a review based on the modern load balancing al-

gorithms evolved specially to suit the cloud environments. We have presented a55

cloud system architecture to explain the cloud system. A taxonomy is presented

and elaborated for the classification of load balancing algorithms in the cloud.

Various performance parameters are explained as well as compared those among

different research on load balancing in a cloud.

60

The remaining of this paper is arranged as follows. We present the system
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model for cloud computing in Section 2. In Section 3, we go over various per-

formance metrics and discuss their effects on load balancing issues in the cloud.

After that, we present some load balancing approaches in Section 4, and we have

compared and shown the simulation results of few heuristic-based load balanc-65

ing algorithms in Section 5. Finally, we conclude the paper and expose possible

areas of improvement and our future work regarding load balancing algorithms

in Section 6.

2. Cloud Computing Architecture

Especially, for the design of system model, we have to consider several factors70

like cost, complexity, speed, system portability, security, etc. Cloud computing

architecture varies from the traditional distributed system architecture in that

1) it is highly scalable, 2) it is an abstract entity and addresses distinct levels

of services to the cloud consumer, 3) economies of scale control it and 4) it

delivered on dynamic demand services through virtualization. One of the system75

architecture of a single host in the cloud environment that is followed by many

researchers is shown in Figure 1.

Figure 1: A Single Host Architecture in the Cloud
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The hardware layer consists of hardware resources (processor, main memory,

secondary storage, and network bandwidth) which are virtualized. Virtual Ma-

chine Monitor (VMM) or hypervisor (like Xen, VMWare, UML, Denali, etc.)80

will act as an interface between the guest operating system and VMs. This

VMM support multiple operating systems to run applications on a single hard-

ware platform concurrently. A different number of heterogeneous applications

are running on each guest operating system or VM which is the basic unit to

execute an application or a service request. {VM1, V M2, ..., V MN} be the set85

of virtual machines deployed in the cloud system as shown in Figure 1.

A cloud data center constitutes from a finite number of heterogeneous phys-

ical hosts. Each host is identified by host identification number, processing ele-

ment lists, processing speed in terms of Million Instructions Per Second (MIPS),90

memory size, bandwidth, etc. Each host has several VMs. A VM also has same

attributes like a host. The tasks arriving from the different users to the cen-

tral load balancer or serial scheduler for the mapping of cloud resources. Each

computing node (VM) performs execution of a single task at a time. When a

request comes, it is assigned to one of the VMs by the load balancer, if sufficient95

resources are there to complete within the deadline. Otherwise, the task will

wait if SLA permits. After the completion of the task execution, the resources

used by the task on the particular VM are released and can be utilized to create

new VM that can be used to serve another request.

100

The scheduling model in the cloud data center is shown in Figure 2. The load

balancing is required due to the huge number of heterogeneous input tasks with

heterogeneous resource requirement. The n number of input tasks (T1, T2, ..., Tn)

are submitted to the task queue of the cloud system. Then, the VM manager

receives the input tasks from task queue and it has the complete information105

about the active VM, resource availability in different hosts, and the local task

queue length of all the hosts. VM manager verified the resource availability

of the system for a given set of input tasks. If the set of tasks can run with
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Figure 2: Scheduling Model in the Cloud Data Center

the available active VMs, then the VM manager sent those tasks to the task

scheduler. Otherwise, the VM manager creates the required VMs in the host110

where resource availability satisfies. The task scheduler act as a load balancer

where the mapping will be done among tasks and VMs based on the resource

requirement of the tasks. Each host in the cloud has a finite number of active

VMs.

3. Performance Matrices that effects Load Balancing115

The system stability improved by balancing the load across the available

virtualized resources. To have a better load balancing approach, the system

requires a better scheduler. There are n input tasks and N number of virtual

machines. The mapping of these n tasks to N VMs effects various system per-

formance parameters. The finite set of user requests or tasks is {T1, T2, ..., Tn}.120

We have used Expected Time to Compute (ETC) matrix as tasks model on

heterogeneous resource environment [6]. The value for ETCij is Li/Pj , where

Li is the length of ith task in terms of Million instructions (MI), and Pj is the

processing speed of jth VM in terms of MIPS.

125
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Each VM has two states, i.e., active state and idle state. The idle state of

VM consumes 60% of energy consumption of active state of that VM. There are

two important performance parameters in cloud system : (1) makespan (MS)

and (2) energy consumption (EC). The execution time of different VMs in the

cloud system is different. The maximum time taken by any VM to execute all

input tasks by the system is referred to as makespan of the system. The minimal

makespan results in a better balancing of the load. The execution time of jth

VM (ETj) is based on the decision variable Xij , where

Xij =











1 if Ti is allocated to VMj

0 if Ti is not allocated to VMj

(1)

And the ETj , 1 ≤ j ≤ N is calculated as follows.

ETj =
n
∑

i=1

Xij × ETCij (2)

The makespan (MS) is the maximum of ETj i.e.,

MS = Max.[ETj ]
N
j=1

(3)

Suppose, the virtual machine VMj consumes αj Joules/MI in active state

and βj Joules/MI in idle state. The VMj remains in idle state for MS −
ETj seconds. So, the total energy consumption (EC i.e., the sum of energy

consumption in the active and idle state) is in equation (4) as follows.

EC =

N
∑

j=1

[[ETj × αj + (MS − ETj)× βj ]× Pj ] (4)

Some important performance metrics including makespan and energy con-

sumption that effects load balancing in cloud computing are explained below.

The detail approach used in different Load Balancing Algorithms in various

simulation environments is explained in Table 1, Table 2, and Table 3.

Throughput (TP): Throughput indicates the number of user requests (tasks)130

executed per unit time by a virtual machine. Throughput value determines
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the system performance. High throughput implies that the system perfor-

mance is good. The throughput of the system is inversely proportional to

the makespan of the system.

Thrashing (TH): Thrashing will occur due to memory, or other resources135

have become exhausted or too limited in the system to perform operations

on user requests. In the cloud environment, it occurs when the number of

VM is spending their time in migration without maintaining the proper

scheduling. So, the appropriate load balancing algorithm used for the

maintenance of this factor.140

Reliability (R): Reliability will consistently performs according to the sys-

tem specifications. In case of any failure during task execution, the task

is transferred to any other resources (VMs) to improve reliability of the

system. The reliable system improves the stability of the system.

Accuracy (A): It determines the perfection of task execution result. Accu-145

racy is the ability of a measurement that can match with the actual value

of the task execution being measured. In the current time, IT-industries

give more importance on the system accuracy according user demand.

The accuracy value slightly degrades the system makespan.

Predictability (PR): It is the degree used for the prediction of task alloca-150

tion, task execution, and task completion according to the available cloud

resources (virtual machines). The previous behavior of the arrival of task

to the system and the allocation and execution of those tasks in the cloud

system provides the predictability value. The better prediction of task al-

location advances the balancing of the load as well as enhances the system155

makespan.

Makespan (MS): It is the total time required to complete all tasks submitted

to the system. Makespan of the system is the maximum time taken by the

host running over the data center. In some cases where tasks have some

priorities to execute, then the CSP has to compromise for the makespan of160
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the system.The evaluation of makespan (MS) of the system is exhibited

in equation (3). The optimal makespan results in proper system load

balancing.

Scalability(S): It is a feature of a system or model to describes the capability

of the system to perform under unexpected circumstances. It means the165

level of surviving for a balanced system when the number or size of task

or workload is increased. In a scalable cloud system, the rescaling of

resources will be done periodically.

Fault Tolerance (FT): The fault-tolerant method is one of the capabilities

of the system to perform uninterrupted service even if one or more system170

elements failing. It also resolves obstacles related to logical errors. The

level of fault-tolerance can be measured from the number of failure points

(i.e., single point failure or multipoint failure). To overcome some failures

of the cloud system, the service providers require additional resources or

virtual machines. However, this process leads to some additional costs,175

but the user can get a fault-free system.

Associated Overhead (AO): It is the overhead formed by the execution of

the algorithms. The balancing technique for the load to the system results

in some overhead cost. If the load of the system is balanced properly, then

minimum overhead occurs [7].180

Migration time (MT): The actual time required to migrate a task or VM

from one resource to another. The migration of task may be from one

VM to another VM within a single host or different host. Similarly, the

migration of VM will be from one host to another host within a data

center or in different data centers. When a task required resources through185

multiple virtual machines or the execution of the task is interrupted, then

the task is migrated. In the same way, if a VM is crash during execution,

then the VM is migrated to another host. The higher number of migration

of VMs results in more migration time which degrades the makespan and

9



  

Table 1: Detail approach used in different Load Balancing Algorithms

Algorithm Approaches Simulator Environment

[10] Introduced a scheduling strategy based on Load

Balancing Ant Colony Optimization (LBACO)

algorithm where they balance the system load

while trying to reduce the makespan.

CloudSim Homogeneous

[11] GA and Gravitational Emulation Local Search

(GELS) have used for load balancing of VMs.

Cloud-

Analyst

Homogeneous

[12] Presented Autonomous Agent-Based Load Bal-

ancing Algorithm (A2LB) for dynamic load bal-

ancing in the cloud.

Java Homogeneous

[13] Priority scheduling and convex optimization the-

ory have used to avoid cluster load balancing

problem.

NA Heterogeneous

[14] Used for homogeneous resource allocation for

speed network.

Gridsim Homogeneous

[15] Proposed load balancing techniques for Dis-

tributed virtual environments (DVEs) based on

heat diffusion where they examine two special

factors, the convergence threshold and the load

balancing interval.

C++ Heterogeneous

[16] The f-restricted First Fit Algorithm vectors used

for resource allocation.

NA Homogeneous

[17] Used Honeybee concept for assigning the

available resources to the network to reduce

makespan.

CloudSim

& Work-

flow

Heterogeneous

[18] Enhanced Exponentially Weighted Moving Av-

erage (EEWMA) method is applied to predict

the load, and also suitable to predict the future

resource demand considering scalability issue.

Real time

Implemen-

tation

Heterogeneous

[19] An Improve PSO is used for enhanced efficiency

and speed of task.

MATLAB Heterogeneous

[20] Proposed a load balancing approach for cloud

computing, Load Balanced Resource Schedul-

ing Algorithm (LBRS) by considering two cat-

egories of resources: reservation resources and

On-Demand resources.

PHP and

MySQL

Both

10



  

Table 2: Detail approach used in different Load Balancing Algorithms

Algorithm Approaches Simulator Environment

[21] Proposed a heuristic algorithm that uses Tabu

Search technique and task grouping with priori-

tization .

CloudSim Heterogeneous

[22] Presented a Simple Scheduling Algorithm with

Load Balancing (SSALB), which reduces the

makespan and maximum resource utilization.

Real time

Implemen-

tation

Homogeneous

[23] Proposed a fuzzy logic-based load balancing

technique that performs without any future

knowledge to reduce energy and cost.

CloudSim,

Google

cluster

Heterogeneous

[24] Proposed a modified Bin-Packing model for the

optimal resource (VM) placement in the cloud as

a maximum flow problem to serve multiple user

demands.

C++ Homogeneous

[25] Proposed a load balancing algorithm to allocate

the dynamic load uniformly at the servers by an-

alyzing the current status of all the possible VMs

and also calculates the response time of their al-

gorithm.

Cloud-

Analyst

Homogeneous

[26] Proposed a fully distributed load rebalancing

technique and also that technique minimizes the

network traffic (loads of nodes) by maximizing

the network bandwidth.

Hadoop

System

Both

[27] Used Bat algorithm to search the optimal host

as well as VM for an incoming task. The task

is submitted to the searched host otherwise dis-

tributed among multiple servers.

MATLAB Heterogeneous

[28] Proposed Synchronized Throttled Load Balanc-

ing (STVMLB) algorithm used to reduce the

overload or underload on VMs and also to maxi-

mize the VM utilization in the cloud computing.

Cloud-

Analyst

Homogeneous

11



  

Table 3: Detail approach used in different Load Balancing Algorithms

Algorithm Approaches Simulator Environment

[29] Proposed a self-adaptive Randomized Optimiza-

tion Approach to balance the load of servers in

the cloud system.

Lighttpd2

web

server,

Xen hy-

pervisor

Homogeneous

[30] Proposed a VM load balancer algorithm which

guarantees uniform allocation of tasks to VMs

even during peak times when the number of tasks

received is very high.

Cloud-

Analyst

Homogeneous

[31] Proposed a Weighted Signature based load bal-

ancing (WSLB) algorithm to reduce response

time. WSLB obtain the load assignment factor

for each host and map the virtual machines as

stated in factor value.

Cloud-

Analyst

Homogeneous

[32] Proposed EcoPower, an online algorithm to

achieve eco-aware power management and load

scheduling collectively for cloud data centers,

and employ the Lyapunov optimization theory

to compose their algorithm.

Real time

Implemen-

tation

Heterogeneous

[33] Propose a load balancing algorithm based on the

process of evaluating the task completion time

to enhance the system performance concerning

processing time and response time.

CloudSim Heterogeneous

[34] A soft computing strategy based algorithm SA

is used to solve the load balancing problem for

dynamic workload across various resources.

Cloud-

Analyst

Heterogeneous

12



  

Table 4: Load balancing Algorithms and their corresponding performance metrics

Algorithm TP TH R A PR MS S FT AO MT RT AC EC

[10] × √ × √ √ √ × × × √ √ √ ×
[11]

√ √ × × × √ √ √ × × × √ ×
[12] × × √ × × × √ × × × √ √ ×
[13] × × × × × × √ × × × √ √ √

[14]
√ √ × √ × × √ × √ √ √ √ ×

[15] × × × × √ × × √ √ √ √ √ ×
[16] × × × √ × √ × × × √ × √ √

[17] × × √ √ √ √ √ √ √ √ × √ ×
[18]

√ × √ √ × × √ √ √ √ √ √ √

[19]
√ × × √ × √ × × × × × √ ×

[20]
√ × √ × × × × × × × √ √ √

[21]
√ × √ × × √ √ × × × √ √ ×

[22] × √ × × × √ × × √ × × × ×
[23] × × × × × × × × × √ × √ √

[24] × × × × × × √ × × × √ √ √

[25]
√ × √ √ √ × √ × × × √ √ ×

[26] × × × × × × × × √ × × √ ×
[27] × × × × × × × × × √ √ × ×
[28]

√ × × × √ × √ × √ × √ × ×
[29] × × × × √ × √ × × √ √ √ √

[30] × × √ × √ × × × × √ √ √ ×
[31] × × × × × × × × × × √ √ ×
[32]

√ × × × × × × × √ × × √ √

[33]
√ × × × × × × × × √ × × √

[34] × × × × × × × × × × √ √ ×
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load balancing of the system.190

Response time (RT): It is the time required by the system to respond a

task. In other words, it is the sum of transmission time, waiting time, and

service time. Thus, the system performance is inversely proportional to

the response time. The optimal response time results in a better makespan

value.195

Associated Cost (AC): This cost depends on the percentage of resource uti-

lization. For example, the services offered by EC2 can reduce the en-

tire cost up to 49 % while the resource is fully utilized ([8]). The cloud

user tries to depreciate the cost of resource provisioning by degrading

the on-demand resource cost and over-subscribed resource cost of over-200

provisioning and under-provisioning [9].

Energy Consumption (EC): The energy consumption of a cloud system

is the amount of energy absorbed by all ICT devices connected in the

system [35]. Three kinds of devices to calculate the energy consump-

tion are personal terminals (desktop, laptop, handsets, etc.), networking205

nodes (routers, switches, hubs, etc.), local servers (application servers).

There are four different solutions to conserve energy, and those are the use

of energy-efficient hardware, application of energy-aware scheduling tech-

nique, power-minimization in the server cluster, and power-minimization

in wired and wireless networks [36]. The estimation of energy consump-210

tion of the system is presented in equation (4) based two state virtual

machines.

The load balancing algorithms and their corresponding consideration of dif-

ferent performance metrics is presented in Table 4. These metrics indicate the

performance of different load balancing algorithms.215
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4. Classification of load balancing Algorithm

The task allocation algorithms in the cloud are classified based upon the cur-

rent state of VM. In allocation policy where the current load information of VMs

are available before the allocation is said to be a dynamic strategy. Whereas

the static strategy acts on VMs without any load information. Load balancing220

attends in fair allocation of resources to achieve a high user satisfaction and

improve the stability of the system. We have proposed a taxonomy for the load

balancing algorithms in the cloud environment as shown in Figure 3. Resource

management plays a major role in the load balancing of cloud resources [37].

Figure 3: Classification of load balancing Algorithm

4.1. Load Balancing Algorithms225

Normally, the load balancing in cloud computing with a multi-objective sys-

tem is a well known NP-complete problem [10, 11]. The objectives may be

15



  

energy saving, makespan minimization, throughput maximization, etc. Re-

searchers presented different heuristic techniques (or sub-optimal algorithms)

to obtain a sub-optimal solution for load balancing in the cloud environment.230

To balance the load of the system, load balancers are required. The detail ex-

planation of various load balancers are presented in Table 5. We have studied

two types of heuristic strategies for the load balancing in cloud computing i.e.

static and dynamic.

Static strategies: Typically, the static load in cloud computing strategies235

are coming under two assumptions. The first is the initial task arrival and

the second is the availability of physical machines at the beginning. The

resource update will be carried out after each task is scheduled. Some pre-

sented heuristics in static strategy are OLB, MET, MCT, GA, Switching

Algorithm, TABU, A∗ algorithm, Min-Min, Min-Max.240

Dynamic strategies: It is an important strategy in cloud computing envi-

ronment because the load distributed among physical machines during the

run-time. Here, the arrival time of tasks is unusual, and the creation of

virtual machines is also according to the type of input tasks.

These heuristics based dynamic algorithms applied for load balancing can be245

classified into two categories: Off-line mode (Batch mode) and On-line mode. In

batch mode heuristics, the task is allocated only at some predefined moments.

It is used to determine the actual execution time of a larger number of tasks.

Some presented heuristics for batch modes are Max-min, Min-min, Sufferage al-

gorithm. In on-line mode (or immediate mode), a user request (task) is mapped250

onto a computing node as soon as it enters at the scheduler. Here, each task is

scheduled only once, the scheduling result remains unchanged. Some presented

heuristics for online modes are OLB, MET, MCT, SA.

OLB (Opportunistic load balancing): OLB heuristic technique is used through

both static and dynamic (Online mode) strategy in a cloud environment.255

This heuristic always allocates tasks to virtual machines arbitrarily and

16



  

Table 5: Detail explanation of different Load Balancers

Load Balancer Description

Hardware load

Balancer (HLD)

HLD is a physical unit that manages the individual server in a network

and used to spread web traffic over multiple network servers. LBaaS is

an alternative to HLD. It offers global server load balancing and is fit for

the heterogeneous environment.

Network Load

Balancer (NLB)

NLB serves at the network layer or Layer 4 of OSI model. It is perfect

for load balancing of TCP traffic [53]. NLB provides a static IP for every

subnet which can be utilized by the applications as the front-end IP of the

balancer. It is used for distributes network traffic in various VMs within

a cluster to avoid overloading.

Application

Load Balancer

(ALB)

ALB serves at the layer 7 of OSI model. It is absolute for high-level load

balancing of HTTP and HTTPS traffic [53]. ALB interprets and improves

the protection of the application, by assuring the advanced SSL/TLS

ciphers and protocols are employed every time.

Classic Load

Balancer (CLB)

CLB affords fundamental load balancing over multiple Elastic Cloud Com-

pute (EC2) instances [53]. It works at both the request level and connec-

tion level. CLB is designed for the EC2-Classic network applications.

Elastic Load

Balancer (ELB)

It is also known as AWS load balancer. It distributes incoming task over

multiple Amazon EC2 instances. It offers three kinds of load balancers:

Application Load Balancer (ALB), Network Load Balancer (NLB), and

Classic Load Balancer (CLB) [53].

HAProxy

Load Balancer

(HAPLB)

Its configuration has two interfaces: one towards users and another to-

wards the server LAN. The HAPLB also serves in Layer 4 and Layer 7 of

OSI model. It is mainly used in reverse proxy or ALOHA load balancer.

The ALOHA Load-Balancer provides scalable and reliable infrastructures.

The ALOHA Load-Balancer developed several open source load balancing

software utilizing HAProxy.

17



  

then checks for the next available machine. In online mode, each task as-

signed to the host based on various parameters like execution time of the

task on that machine. The task execution will be done in VM-level. Ac-

cording to [38] and [39], the OLB scheduling algorithm is used to allocate260

the task and divides a task into subtasks in a three level cloud comput-

ing network (i.e., Request manager, Service manager, Service node) for

assigning and solving the workload in the least time. It does not take

additional calculations for the allocation and load balancing of tasks; it

considers overall expected completion time to execute a task. They have265

measured the makespan of the system through the algorithm. The merit

of OLB is to keep all hosts busy as much as possible which shows bet-

ter efficiency and maintain proper balancing of the load for the system.

OLB is not suitable for cloud environment due to poor make-span when

multiple objectives are considered simultaneously.270

MET (Minimum Execution Time): MET is also known as LBA (Limited

Best Assignment) [40] or UDA (User Directed Assignment) [41]. This

heuristic technique used in both static and dynamic (Online mode) strat-

egy. This algorithm was presented in [6] to map each task to the virtual

machine. The scheduler assigns each task according to lowest execution275

time as in Expected Time to Compute (ETC) matrix to the VM so that

the system performs all tasks with the execution time. Maheswaran et

al. [6] have tried to enhance makespan of the system through the alloca-

tion of tasks with some balancing of cloud resources. The main fault of

this technique is that it does not consider machine ready time and shows280

several variances in load across the machine.

MCT (Minimum Compilation Time): MCT heuristic technique is used

in both static and dynamic (Online mode) load balancing strategy. Kim

et al. [42] have used MCT technique where they considered both ready-

to-execute time and the expected execution time of the tasks for balancing285

purpose. In that, they allocate the task to the core that has least com-
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pletion time. The MCT will perform after allocation of task to a machine

for the selection of appropriate core.

Min-Min: The basic Min-Min procedure in cloud environment selects the task

with least size and chose a cloud resource (VM) that has the minimum290

capacity. After allocation of a task to a VM, that task is removed from the

queue and proceed forward for the distribution of rest all unallocated tasks.

The Min-Min algorithm is only suitable for small-scale Distributed systems

[43]. Chen et al. [44] have introduced an improved Min-Min algorithm to

balance the load of the system as well as to optimize the makespan and295

enhance the resource utilization. The Load Balance Improved Min-Min

(LBIMM) algorithm proposed by them will first split all the tasks into

two groups A and B. A is for the higher priority tasks and B is for the

lower priority tasks. Then, the algorithm schedules all the tasks A first

and then moves to the allocation of tasks in B. Finally, the load balancing300

function is operated to optimize the particular load of each machine to

generate the final schedule.

Min-Max: Max-Min is similar to the Min-Min heuristic algorithm. The ba-

sic Max-Min procedure in cloud environment selects the task with larger

size and chose a cloud resource (VM) that has the minimum processing305

capacity. After allocation of a task to a VM, that task is removed from

the queue and proceed forward for the distribution of rest all unallocated

tasks. The Max-Min algorithm is also suitable for only small-scale Dis-

tributed systems [43]. To accomplish the balancing of load, Li et al. [45]

have intended an augmented Max-Min algorithm that keeps a task status310

table to measure the real-time load of VMs as well as the expected com-

pletion time of tasks. The Elastic Cloud Max-Min (ECMM) algorithm

proposed by [45] is better than the round robin technique for the consid-

eration of average task pending time. In that, the tasks arrived at the

system in batch process.315

Genetic Algorithm (GA): GA is based on the population and individual
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chromosome (Possible allocation) which may have some fitness values (like

energy consumption, makespan, throughput, etc.) for optimizing them.

The basic GA algorithm performs Selection (e.g. Roulette wheel selec-

tion, Tournament selection, etc.), Crossover (e.g. Matrix Crossover, Sin-320

gle point crossover, etc.), Mutation (e.g. bit-wise mutation, boundary

mutation, etc.) in each iteration. Most of the researchers considered the

chromosome (is in vector form) size as the total number of tasks arrived at

the system. Dasgupta et al. [46] have proposed a GA-based load balanc-

ing approach that minimizes the makespan. They encoded the population325

with binary strings, and the chromosomes experience a random single

point crossover, and considered 0.05 as mutation probability.

Simulated annealing (SA): SA is a method for resolving unconstrained and

bound-constrained optimization problems. At each iteration of the algo-

rithm, a new point is generated based on a probability distribution. The330

algorithm avoids being confined in local minima and is able to search

globally for good solutions [47]. Moschakis et al. [48] have used SA-based

method for the consolidation of various jobs to the available resources.

Tabu Search (TS): TS is a meta-heuristic based local heuristic to explore

the solution space ahead local optimality. This method uses adaptive335

memory that performs a more elastic search behavior [49]. Tsai et al.

[2] have presented a parallel variant of TS which applied the master-slave

model. Tsai et al. [50] have presented an efficient TS heuristic for placing

the cloud data centers in different locations. Their primary objectives

are to enhancing the network performance, reducing the CO2 emissions,340

and optimizing the resource utilization cost. The effectiveness of the TS

is examined for networks with up to 500 nodes and 1,000 data center

locations.

A-star Search: A-star search algorithm is extensively applied as a graphic

searching algorithm. This heuristic algorithm combines the benefits of345

both depth-first search and breadth-first search algorithm. It supports
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two lists, the first list act as a priority queue of the tasks and the second

list has the processing capacity of all VMs. AlShawi et al. [51] have

presented a procedure to enlarge network lifetime applying a combination

of a fuzzy method and an A-star algorithm.350

Switching Algorithm: This algorithm is used in the cloud environment for

the migration of tasks or VMs. Using this method, we can achieve the

fault-tolerant property. Shao et al. [52] have proposed a switching algo-

rithm for the switching of tasks to balance the load.

5. Simulation Results355

Besides the classification of load balancing algorithms as shown in Figure 3,

each algorithm or technique must be of heuristic or metaheuristic type. Here,

some examples of heuristic algorithms are OLB, MCT, MET, Min-Min, Min-

Max, etc., and some examples of metaheuristic algorithms are GA, SA, TS,

etc. In this paper, we have shown some simulation results to analyze the per-360

formance of few heuristic-based scheduling algorithms. We have analyzed the

load balancing algorithms (MCT, MET, Min-Min, Max-Min, and Min-Max)

through simulation with generated datasets. The experiments were performed

using CloudSim-3.0.3 simulator [54]. The version of the system is Intel Core i7

4th Generation processor, 3.4 GHz CPU and 8GB RAM running on Microsoft365

Windows 8 platform. The arrival rate of the task follows the Pareto distribu-

tion. Here, to analyze the algorithms, we have considered makespan and energy

consumption of the system as performance metrics. We have conducted two

sets of simulation scenarios as follows.

Scenario-1: For this scenario, the total number of tasks is 500 which is fixed.370

The number of VMs varies from 20 to 200 in intervals of 20. A comparative

report is shown in Figure 4 and Figure 5. The bar chart in Figure 4 and Figure

5 shows that the makespan and energy consumption minimum for the MCT

load balancing algorithm among the compared five algorithms.

375
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Figure 4: Makespan comparison of Max-Min, Min-Max, Min-Min, MET, and MCT load

balancing algorithms for scenario-1
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load balancing algorithms for scenario-1
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balancing algorithms for scenario-2
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Figure 7: Energy Consumption comparison of Max-Min, Min-Max, Min-Min, MET, and MCT

load balancing algorithms for scenario-2

Scenario-2: For this scenario, the total number of VMs is 100 which is

fixed. The number of input tasks varies from 100 to 1000 in intervals of 100. A

comparative report is shown in Figure 6 and Figure 7. The bar chart in Figure

6 and Figure 7 shows that the makespan and energy consumption minimum for

the MCT load balancing algorithm among the compared five algorithms. Here,380

in both the scenarios, the Max-Min load balancing algorithm not performed

better as compared to the MCT, MET, Min-Min, and Min-Max algorithms.
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6. Conclusion

In this study, we have described various load balancing techniques in different

(i.e., homogeneous, heterogeneous) cloud computing environments. A system385

architecture, with distinct models for the host, VM is described. We have ex-

plained various performance parameters listed in the above tables those evaluate

the system performance. The calculation of makespan and energy consumption

of the system is explained in details. We have proposed a taxonomy for the load

balancing algorithm in the cloud environment. To analyze the performance of390

heuristic-based algorithms, the simulation is carried out in CloudSim simulator

and the results are presented in detail. For further researches, understanding of

these approaches is essential.

Future work includes evaluating the proposed algorithms in a real-world

cloud deployment, and also implementation of all discussed techniques and make395

a comparison among all.
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