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Abstract—Current trends in microprocessor architecture de-
sign are leading towards a dramatic increase of core-level paral-
lelization, wherein a given number of independent processors or
cores are interconnected. Since the main bottleneck is foreseen
to migrate from computation to communication, efficient and
scalable means of inter-core communication are crucial for
guaranteeing steady performance improvements in many-core
processors. As the number of cores grows, it remains unclear
whether initial proposals, such as the Network-on-Chip (NoC)
paradigm, will meet the stringent requirements of this scenario.
This position paper presents a new research area where massive
multicore architectures have wireless communication capabilities
at the core level. This goal is feasible by using graphene-based
planar antennas, which can radiate signals at the Terahertzband
while utilizing lower chip area than its metallic counterparts. To
the best of our knowledge, this is the first work that discusses
the utilization of graphene-enabled wireless communication for
massive multicore processors. Such wireless systems enable
broadcasting, multicasting, all-to-all communication, as well as
significantly reduce many of the issues present in massively
multicore environments, such as data coherency, consistency,
synchronization and communication problems. Several open
research challenges are pointed out related to implementation,
communications and multicore architectures, which pave the way
for future research in this multidisciplinary area.

Index Terms—Network-on-Chip, Multicore Processor, Wire-
less, Graphene, Antennas, Terahertz, Architecture, Manycore,
Emerging

I. I NTRODUCTION

Throughout the decades, technology advancements in digital
circuits, i.e., precise manufacturing techniques, have enabled a
steady reduction in the size of transistors. Such tendency has
allowed the integration of more transistors on the same chip
and resulted in a very high performance increase and cost
decrease per transistor. As the level of integration approaches
Ultra-Large-Scale Integration (ULSI), the intra-chip communi-
cation latency and power consumption become major barriers
that prevent the continuation of the trend set by the Moore’s
Law.

Indeed, the main reasons for the diminishing performance
returns of such downscaling trend are as follows. By re-
ducing the width of the on-chip wires, their resistance and
therefore the resistive-capacitive (RC) delay are significantly
increased. Also, by taking into account the increased clock
frequencies imposing reduced symbol times, the charging and
discharging the wire within the allotted time becomes a very
challenging problem. Finally, the dynamic power demand
of a Complementary Metal Oxide Semiconductor (CMOS)
transistor grows proportionally to its operation frequency and
quadratically to the circuit voltage, justifying the need for low-
voltage and frequency-limited designs. Graphene, thanks to its
extremely promising properties, could enable the devisingof
transistors with higher speed and lower energy consumption
than traditional CMOS devices. However, such transistors are,
thus far, projected for its application in RF circuits rather than
in digital computation, due to the intrinsic absence of band
gap in graphene [1].

Since better performance is no longer achievable through
an increase in clock frequency due to the reasons pointed
out above, the natural trend in microprocessor architecture
design is to improve the performance by means of parallel
architectures. Parallelization is achieved by interconnecting
several independent processors forming a Chip Multiprocessor
(CMP), and has led towards the recent emergence of multicore
and manycore, i.e., more than 16 cores, processors. The
main performance bottleneck in these systems is currently
defined by the intra-chip communication requirements set
by coherency or synchronization, among other common and
necessary operations in multicore environments. In this con-
text, the Network-on-Chip (NoC) paradigm was proposed to
increase the performance of CMP systems by providing scal-
able and efficient inter-core communication through wireline
routed interconnections. This approach arose as opposed to
the traditional bus-based architectures, which scale poorly in
terms of delay and energy efficiency due to its time division



multiplexing nature, when the number of cores is increased.
However, as the technology downscaling allows the inte-

gration of more cores in the same chip, initial wired NoC
solutions pose several challenges in terms of delay, power
requirements and chip area utilization, also referred to asarea
overhead. Consequently and since the inception of the NoC
paradigm, many research efforts have been directed towards
coping with the increasing demands of the ever-changing field
of microprocessor architecture [2]. In this paper, we review the
state-of-the-art of this research area and introduce Graphene-
enabled Wireless Network-on-Chip (GWNoC), a novel ap-
proach that relies in graphene-based nano-antennas (see [3])
to implement wireless communication between the cores of
a multiprocessor. Such proposal is expected to considerably
outperform other initial Wireless Network-on-Chip (WNoC)
designs and aims to provide improved scalability, flexibility
and area overhead for multicore systems with hundreds or even
thousands of cores. To the best of our knowledge, this is the
first work that discusses the employment of nanoscale wireless
communication for on-chip networks. Our main contributions
are:

• We review the state-of-the-art of the field by briefly
surveying different research activities, such as the appli-
cation of photonics or wireless solutions to traditional
NoCs, identifying their potential advantages as well as
their open issues.

• We also propose the use of graphene in the WNoC
context due to its excellent properties. The resulting
GWNoC will provide core-level communication in the
THz band by means of graphene-based nano-antennas,
achieving a superior performance in terms of bandwidth
and area overhead.

• We outline and analyze the open issues and research
challenges regarding the combination of graphene and
wireless on-chip networks, serving as a roadmap for
future investigations.

The remainder of this paper is organized as follows. In
Section II, we detail the different emerging solutions that
have been proposed to address the shortcomings of traditional
NoCs. In Section III, we present GWNoC and analyze its
unique features. In Section IV, we analyze the different
research challenges of GWNoC from both implementation
and network perspectives. Finally, conclusions are drawn in
Section V.

II. STATE-OF-THE-ART OF ON-CHIP NETWORKING

Multicore processor architectures rely on complex memory
systems in order to provide fast and efficient means for data
access and sharing between cores. The characteristics of such
systems define the communication demands that the NoC must
satisfy. Indeed, memory consistency, i.e., how the memory
operations are ordered in execution, and cache coherence
operations, i.e., maintaining a single memory image accessible
to all processors, are especially critical in terms of latency. As
the number of cores on a chip increases, traditional wireline
topologies become insufficient for guaranteeing such latency

conditions without significantly affecting other performance
metrics.

In this context, disruptive solutions are required in order
to alleviate the limitations of NoC in terms of latency while
providing high bandwidth and maintaining affordable power
and area overheads. Several approaches have been investigated
and will be briefly introduced in the following subsections.

A. 3D Network-on-Chip

The creation of tridimensional integrated circuits, wherein
layers of active devices are vertically interconnected, has
shown to imply significant benefits such as improved noise
immunity or higher packing density, as well as several ad-
vantages related to the NoC design [4]. For instance, the
average wire propagation delay is considerably reduced due
to the short distance between layers, i.e., tens of micrometers.
Moreover, 3D stacking enables the use of topologies which
would be unfeasible in the 2D design space, potentially
yielding reduced multihop latency results [4]. Since such
advantages are mainly at the network level, the potential
improvements are compatible with and practically independent
of the underlying interconnection technology. Moreover, it is
an effective way to intuitively interface different technologies
in hybrid approaches, facilitating modularity by avoidingthe
integration of different technologies in the same layer.

It is also important to note that 3D stacking presents consid-
erable challenges. The superposition of active layers produces
an increase in the heat density that must be circumvented in
order to avoid thermal effects. Also, refined techniques are
needed for the manufacture of such tridimensional integrated
circuits and networks, in particular, alignment methodologies
for the precise positioning of the vertical interconnects.

B. RF Interconnects

As the technology downscaling further narrows the perfor-
mance bottleneck imposed by the delay and bandwidth fig-
ures of traditional wireline on-chip networks, research efforts
are recently focused on finding scalable alternatives in the
physical layer design. In this regard, transmitting modulated
RF signals over on-chip transmission lines is proposed in
order to complement traditional wireline schemes [5]. Since
signals propagate at nearly the speed of light, the propagation
delay is significantly reduced and becomes independent of the
link length. Moreover, the overall available data rate can be
increased by simultaneously transmitting several frequency or
code-multiplexed signals through a shared transmission line
(see Figure 1). Such approach allows the interconnection of
multiple cores using the same transmission line by assigning
each core a channel and thus reducing the number of on-
chip wires. The bandwidth could be dynamically allocated
depending on the needs of each core.

However, the utilization of RF interconnects entails several
open challenges. The circuital implementation of frequency
or code multiplexing transceivers produces both an area and
power overhead that must be controlled as the size of the net-
work increases. Also, the physical topology must be carefully



Fig. 1. Example of a multichannel communication scheme. Depending
on the interconnection paradigm, the cores will communicate through a RF
transmission line or an optical waveguide, with its respective convention
(frequency or wavelength multiplexing)

designed as impedance mismatch reflections at the termina-
tions of the transmission line may generate interferences.

C. Photonic Network-on-Chip

The advent of nanoscale silicon photonics has enabled
the creation ofphotonic NoCsby means of the integration
of CMOS-compatible optical building blocks. Such networks
maintain the main advantages of RF interconnects in terms
of delay and reconfigurability, while yielding extremely high
bandwidth and low power. In fact, the power consumption
of a photonic interconnect is almost independent of both the
transmission bitrate and distance [6]. However, the difficulty of
implementing all-optical buffering or header processing turns
the design of a photonic NoC into a challenging task. Several
approaches have been proposed in order to circumvent such
feature, like setting up optical virtual channels by means of a
parallel electric NoC control channel [6], or completely avoid-
ing routing by means of shared waveguides and employing one
wavelength per core [7].

D. Wireless Network-on-Chip

While technology downscaling is identified as the main
culprit of rendering traditional NoCs insufficient, it might
also be part of the solution. Indeed, advancements in CMOS
integration have enabled the implementation of millimetric on-
chip antennas able to radiate in the GHz band, as well as of
adequate high frequency transceivers. The Wireless Network-
on-Chip (WNoC) paradigm, in which on-chip antennas enable
the creation of inter-core wireless links, aims to take advantage
of such option.

The advantages of employing wireless communication for
intra-chip networks are mainly threefold. First and likewise to
the RF/photonic options, thepropagation delayis significantly
reduced and is practically independent of the transmission
distance at the chip-level, as messages propagate at nearly
the speed of light. Second, the inherent flexibility of wireless
communication addsreconfigurability options to the design
process. Since no path infrastructure is needed to convey infor-
mation to the receiver, WNoCs can modify the logical topol-
ogy or other transmission parameters without the need of any
physical modification. Finally and due to the aforementioned
advantages, inter-core wireless communication offers potential

Fig. 2. Schematic diagram of a hybrid Wireless Network-on-Chip, wherein
wireless links connect distant core clusters on top of a wireline mesh. Wireline
inter-router links are omitted for simplicity.

for improvedscalability in terms of latency, throughput and
energy consumption, as shown in [8], [9].

Such benefits have favored the proposal of several pre-
liminary and diverse WNoC designs. In principle, WNoC is
usually regarded as a valid option when it is deployed in
order to enhance the wired principal data NoC. In this hybrid
approach, the unique advantages of wireless communication
over existing wired solutions can be used to create a wireless
control system [10]. Also, the insertion of wireless long-
range point-to-point links is proposed in order to significantly
decrease the average hop count of traditional NoC topologies,
either performing fixed and regular positioning ([8], explained
in Figure 2) or following the principles of small-world net-
works [9].

III. G RAPHENE-ENABLED WIRELESSNETWORK-ON-CHIP

The prospects of the WNoC paradigm are certainly promis-
ing. However, current implementations show several short-
comings related to the main enabler of WNoC: the on-chip
antennas. For instance, the complete replacement of wired
links for their wireless counterparts is proposed in [11] for
the data plane, but it remains unclear how the area overhead
figures will scale as the number of cores increases.

Indeed, the size of future metallic on-chip antennas, i.e.,
hundreds of micrometers [8], might render unfeasible the
approach of integrating at least one antenna per core, as the
core sizes continue to shrink with each CMOS technology
generation and reach sizes of a few hundreds of micrometers.
Also, since the available bandwidth is generally inversely
proportional to the antenna size, metallic antennas may not
be able to provide enough bandwidth in such a data intensive
scenario. Such issues cannot be solved by further reducing
the size of a metallic antenna, as this would impose the use
of very high resonant frequencies, from the near infrared to
the optical ranges. Due to the low mobility of electrons in
metals when nanometer scale structures are considered, and
the challenges in implementing a transceiver which will be
able to operate at this extremely high frequency, the feasibility
of inter-core wireless communications would be compromised
if this approach would be followed.

Alternatively, we propose the employment of nanoscale
wireless communication by means of graphene-based nano-
antennas in order to unleash the full potential of the WNoC



Fig. 3. Schematic diagram of a 144-core Graphene-enabled Wireless
Network-on-Chip (GWNoC) with one antenna, of widthW and lengthL,
per core.

paradigm. Graphene-based nano-antennas just a few microme-
ters in size, i.e. two orders of magnitude below the dimensions
of future metallic on-chip antennas, could provide inter-core
communication in the Terahertz (0.1-10 THz) band. These
characteristics will both enable size compatibility with each
processor core and offer enough bandwidth in massively
parallel multiprocessors [12]. We refer to this new nanoscale
wireless communication technique asGraphene-enabled Wire-
less Network-on-Chip(GWNoC) and we propose it as the basis
of future on-chip network architectures.

Figure 3 shows a simple conceptual implementation of a
GWNoC. It is important to note that all the processor cores
are equipped with a graphene-based nano-antenna and a nano-
transceiver, the latter of which prepares the information for
outgoing transmissions and demodulates incoming transmis-
sions. While maintaining the advantages of WNoC, the main
benefits of the GWNoC approach are as follows.

Bandwidth and Area Limitations

Graphene-based nano-antennas support the propagation of
tightly confined Surface Plasmon Polariton (SPP) waves. Due
to their high effective mode index, the propagation speed of
SPP waves can be up to two orders of magnitude below the
electromagnetic wave propagation speed in vacuum [3]. In
other words, graphene-based nano-antennas are expected tobe
two orders of magnitude smaller than metallic quarter wave
antennas for the same resonant frequency. According to our
preliminary results [3], a few micrometer wide and long nano-
patch antenna could effectively radiate in the Terahertz band
(see Figure 4). On the one hand, such reduced dimensions
are comparable with future core sizes, i.e. few hundreds of
micrometers, enabling the integration of one or multiple an-
tennas per core and giving birth to the concept ofwireless core
in future generation multiprocessors. On the other hand, the
Terahertz band may offer enough bandwidth to accommodate
the exponentially increasing requirements of multiprocessors.

Additionally, the employment of the Terahertz signals virtually
eliminates the near-field effects between neighboring antennas
since the near-field region at these frequencies is around one
hundred micrometers.

Multicast and All-to-All communication

In multicore environments, a critical part of the on-chip
traffic are short, generally multicast, control messages em-
ployed for cache coherence, data consistency or synchroniza-
tion purposes. Moreover, some parallel applications require
the transmission of large amounts of data in an all-to-all
manner, e.g., 3D FFT calculation [13]. The majority of NoC
solutions do not perform well under such conditions due to the
difficulty of implementing efficient all-to-all communication
in general, and multicast or broadcast schemes in particu-
lar. Conversely, since the information is radiated and can
be potentially received by any receiver in the transmission
range, GWNoC provides native broadcasting and multicasting
capabilities, and makes data transmission transparent with
respect to the location of data within the chip. To the best of
our knowledge, no other interconnect technology inherently
offers such options, which ensure the scalability of traditional
multicore architectures and open a vast design space at the ar-
chitectural level. Efficiently transmitting simultaneously from
multiple sources to multiple destinations heavily alleviates the
constraints of parallel architecture design, therefore reducing
the complexity of parallel programming.

Modularity

Replicability and modularity are two properties that can be
achieved with the creation of thewireless core, in which a
graphene nano-antenna and a transceiver are integrated within
a core processor. A library of general-purpose or specific
wireless cores could be created, allowing the building of
custom multicore processors by the integration and initial
configuration of a set of such predesigned cores. The cores
of such multiprocessors will be wirelessly interconnected,
potentially eliminating the necessity of a specific wireline
on-chip network. Moreover, the modularity of a GWNoC
also enables communication between circuit layers in a 3D
approach without including additional wiring.

IV. OPEN ISSUES ANDRESEARCHCHALLENGES

The adoption of graphene as the basis of a new generation
of WNoC brings up a wide variety of research challenges,
covering areas from physical implementation up to computer
architecture design. Such challenges need to be addressed in
order to pave the way for the development of a new breed of
multiprocessors.

Antenna Characterization

The further characterization of the graphene nano-antenna
is central in order to assess the feasibility of the GWNoC
approach and poses a grand challenge by itself. One important
aspect to evaluate is the radiation efficiency of these antennas.
Recent works report a radiation efficiency of up to 25%



Fig. 4. Dependence of the first resonant frequency of a nano-patch antenna
as a function of its width, determined by the normalized absorption cross
section. The antenna length isL = 5µm and the plots correspond, from left
to right, to 1µm, 2 µm, 5 µm, 10µm and infinitely wide patches.

[14], which is reduced to a total efficiency of 4% when the
impedance mismatch between the antenna and a hypothetical
load is considered. However, the development of impedance
matching circuits for graphene nano-antennas may help im-
prove this low efficiency. The impact of other factors, such as
the chemical doping of graphene, in the antenna performance
also deserves further attention.

Another issue that remains unclear is how the silicon sub-
strate or the circuits surrounding the antenna could affectthe
propagation of SPP waves inside the antenna and, therefore,
its radiation properties. The work in [3] reports a shift of the
resonant frequency in the presence of a silicon substrate of
different permittivity and thickness values. However, howthe
substrate and neighboring circuits will affect other parameters
such as the radiation efficiency still need to be investigated.

Implementation

In order to enable on-chip wireless communication, it is
necessary to develop circuits to drive the nano-antenna. These
circuits need to operate at the same frequency as the antenna
itself, which is the Terahertz band according to our preliminary
results [3]. The progress in the development of graphene-
based components shows that they are excellent candidates
for ultra-high-frequency applications [1], aiming at eventually
obtaining graphene-based circuits operating in the Terahertz
band. For instance, impressive cut-off frequencies (fT ) of 350
GHz have been obtained in Graphene Field-Effect Transistors
(GFETs) due to the high carrier mobility in the nanomaterial
[1]. Graphene is also uniquely suited for Low Noise Amplifiers
(LNAs) as it theoretically offers high frequency and low noise.

Precise, efficient and replicable production of graphene
nanoribbons (GNR) or bilayer GFETs is essential in order
to provide high quality building blocks for the creation of
the nano-antenna and the transceiver. The dimensions of
GNRs required for such RF components are quite relaxed
compared to GNRs for logic devices [15] and hence it seems
quite feasible to achieve high-yield manufacturing of graphene
nano-ribbons (GNRs).

Another important issue to investigate is how to integrate the
antenna with the transceiver. The fundamental challenge here
is to identify suitable heterogeneous integration techniques that
make possible the integration of graphene into a semiconductor
circuit environment. In general, graphene device technology is
compatible with silicon technology [16]. However, graphene-
dielectric interfaces and metal-graphene contacts need tobe
optimized as they limit the overall RF performance by re-
ducing the carrier mobility [16] and introducing parasitic
resistances [17]. Ultimately, another option may be to co-
integrate other technologies such as InP devices to be able
to drive graphene antennas at the required fequencies [18].

Communication and Networking

Being the radiation frequency known, a channel model
is fundamental in order to evaluate the available on-chip
communication bandwidth. Such models must analyze the
presence ofmolecular absorption, which is due to the in-
ternal excitation of certain molecules at high frequencies.
While preliminary results point out the possibility to utilize
very large transmission bandwidths for short-range Terahertz
communications [12], the multipath effects of within-package
reflections are not taken into account.

The study of the propagation and reflection of the EM
waves inside the chip package is also necessary due to the
following. Generally, the radiation efficiency of planar anten-
nas is extremely low in the coplanar direction and substantially
higher in the transversal direction. Line-of-sight communica-
tion becomes very challenging, while communication through
reflected EM waves might be feasible since the distance
between the antenna and the chip package is in the millimeter
range. This and other peculiarities of the on-chip wireless
scenario, e.g., the constraints in terms of energy and chip area
and energy, require us to rethink the entire protocol stack with
respect to classical wireless networks, including the following
aspects:

• Special coding and modulation schemes need to be in-
vestigated in order to achieve efficient communication
through reflected waves while avoiding, or even taking
advantage, of multipath propagation.

• Addressing strategies for GWNoC must be carefully
decided, as multicast and broadcast are envisaged to be
essential for next generation multicore architectures.

• The flexibility offered by wireless communication allows
to significantly reduce the multihop latency, at the ex-
pense of adding interference and medium access con-
tention due to the existence of simultaneous transmissions
in the same medium. A Medium Access Control (MAC)
protocol could be designed taking into account the design
tradeoff between contention delay and multihop latency
when the transmission range of the antennas is adaptively
modified. The MAC protocol should also consider possi-
ble high-contention phases present in parallel programs.



Multicore Architecture

Given the specifications of the physical implementation
and protocols which enable inter-core wireless communication
and, on its turn, broadcast and multicast capabilities, a radi-
cally new paradigm in multicore architecture can be envisaged.
Such all-to-all communication capabilities open a vast range of
possibilities in terms of architecture design. For instance, at the
memory level, cache coherency protocols could be modified
and in a few cases even eliminated due to the possibility of
implementing all-to-all on-chip communication. In this regard,
we aim to explore the new multicore architecture design space
opened by GWNoC in our future work.

V. CONCLUSIONS

In this position paper, we present the vision of a novel and
multidisciplinary research area in which nanoscale techniques
enable core-level wireless communication for massive mul-
ticore processors. Although the concept of wireless on-chip
networks is discussed in the literature, the size of the proposed
on-chip antennas prevents such paradigm from exploiting its
potential. We propose the employment of graphene-based
nano-antennas for the design and development of flexible
and scalable wireless on-chip networks. The high bandwidth,
inherent multicast and broadcast capabilities and extremely
low area overhead offered by this novel approach could de-
liver a major breakthrough in massive multicore architectures.
Several implementation, networking and architecture research
challenges need to be addressed in order to achieve such
ambitious goals, as pointed out in the last section of this work.
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