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7. Outlook

But the increase in complexity in deep learning has
three negative effects that should be kept in mind: First,
the increase of layers makes models more computational
intensive. ”With N observations, p predictors, M hidden
units and L training epochs, a neural network fit typically
requires OðNpMLÞ operations” (Friedman et al., 2001, p.
414). But computational power does not seem to set a real
limit to applications in political science. There are clever
algorithms to reduce the number of operations, e.g. by
defining ”forget gates” in Long Short-Term Memory net-

works (Gers, Schmidhuber, & Cummins, 2000, p. 2451).
In addition, specialized hardware is continuously devel-
oped that allows for faster execution of deep learning
on parallelized GPUs. Second, neural networks can pro-
duce quite different results based on different starting val-
ues and random weights. In practice, neural networks are
fitted many times and finding the right parameters is more
an art than science. A state of the art cross-validation
approach is therefore necessary to avoid misleading
results. The third problem is more severe: Deep learning
is not simulating the policy process but is fitting a func-
tion that produces similar outputs. Therefore, it is very
difficult to gain deeper theoretical insides about the policy
process from these models. The advantage of deep learn-
ing for political science will ly in sound predictions but
not necessarily in better theories. Although, better predic-
tions might not only help politicians but also guide polit-
ical scientist to new theoretical models in which the
variables and effects found in deep learning models are
integrated.
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