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Cloud computing is arguably one of the most significant advances in information tech-
nology (IT) services today. Several cloud service providers (CSPs) have offered services that
have produced various transformative changes in computing activities and presented
numerous promising technological and economic opportunities. However, many cloud
customers remain reluctant to move their IT needs to the cloud, mainly due to their
concerns on cloud security and the threat of the unknown. The CSPs indirectly escalate
their concerns by not letting customers see what is behind virtual wall of their clouds that,
among others, hinders digital investigations. In addition, jurisdiction, data duplication and
multi-tenancy in cloud platform add to the challenge of locating, identifying and sepa-
rating the suspected or compromised targets for digital forensics. Unfortunately, the
existing approaches to evidence collection and recovery in a non-cloud (traditional) sys-
tem are not practical as they rely on unrestricted access to the relevant system and user
data; something that is not available in the cloud due its decentralized data processing. In
this paper we systematically survey the forensic challenges in cloud computing and
analyze their most recent solutions and developments. In particular, unlike the existing
surveys on the topic, we describe the issues in cloud computing using the phases of
traditional digital forensics as the base. For each phase of the digital forensic process, we
have included a list of challenges and analysis of their possible solutions. Our description
helps identifying the differences between the problems and solutions for non-cloud and
cloud digital forensics. Further, the presentation is expected to help the investigators better
understand the problems in cloud environment. More importantly, the paper also includes
most recent development in cloud forensics produced by researchers, National Institute of
Standards and Technology and Amazon.
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Introduction remarkable rate due to its many favorable features. Among

others, adopting cloud computing users can alleviate big

The advent of cloud computing in recent years has
produced major technological advancement in the way
Information Technology (IT) services are provisioned and
deployed. Cloud computing, which can be used by in-
dividuals as well as corporations, continues to grow at
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capital investments, replacing them with low cost and
more flexible operational expenses, while taking advantage
of its speed, agility, flexibility, infinite elasticity and more
importantly mobility because services can be accessed
anytime from anywhere. The offered features have fuelled a
phenomenal growth in cloud services market. Independent
studies conducted by organizations, such as the European
Network and Information Security Agency (ENISA) and
Gartner, predicted a sharp increase in the adoption of cloud
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computing services by corporate organizations, educa-
tional institutions and Government agencies (Gartner,
2014; IEEE, 2014). A study by Market Research Media
found that the global cloud computing market is expected
to grow at a compound annual growth rate of 30% reaching
$270 billion by 2020 (Zawaod and Hasan, 2013). The
growth is mainly fuelled by the cost savings and pay per use
model offered by cloud computing. A similar case study
conducted on cloud migration reported an average cost
saving of 37% when organizations move their in-
frastructures to Amazon EC2 cloud, in addition to poten-
tially eliminating 21% of the support calls, showing
compelling reasons to adopt cloud computing (Khajeh-
Hosseini et al., 2010). A recent study conducted by Right-
Scale group on the adoption of cloud computing, concluded
that cloud adoption reaches ubiquity with 87 percent of the
surveyed organizations using public cloud. Amazon Web
Services (AWS) leading the cloud adoption at 54 percent
(RightScale, 2014).

On the other hand, Cloud Security Alliance (CSA) re-
ported a corresponding growth in cloud vulnerability in-
cidents. Specifically, CSA's report shows that cloud
vulnerability incidents between 2009 and 2011 have more
than doubled, with top three cloud service providers
(CSPs), i.e., Amazon, Google and Microsoft, accounted for
56% of all non-transparent cloud vulnerability incidents.
The report also cited that the number of vulnerability in-
cidents over the past five years has risen considerably (CSA,
2013b). The increasing security incidents in the cloud are
caused, among others, by easy user account registration
provided by CSPs, unfettered accessibility, and virtually
unlimited computing power. In essence, attackers can open
bogus accounts to the cloud, use them to carry out their
acts, terminate the accounts and disappear into ether once
their malicious acts have been performed. Easy access and
almost unlimited power of the cloud allow the attackers,
using cloud as a platform, to perform their powerful attacks
from anywhere in short periods.

While it is impossible to prevent all attacks totally, they
should be traced back to the attackers. Digital forensics is
commonly used to track and bring criminals into justice in
a non-cloud (traditional) computing environment. How-
ever, traditional digital forensics cannot be directly used in
cloud systems. In particular, distributed processing and
multi-tenancy nature of cloud computing, as well as its
highly virtualized and dynamic environment, make digital
evidence identification, preservation and collection,
needed for forensics, difficult. Note that cloud systems
have been hardly designed with digital forensics and ev-
idence integrity in mind, and thus forensics investigators
face very challenging technical, legal and logistical issues.
Professional organizations, such as CSA and National
Institute of Standards and Technology (NIST), and re-
searchers have published papers related to cloud
computing in areas such as cloud governance, security and
risk assessment (CSA, 2011; lorga and Badger, 2012; Jansen
and Grance, 2011). However, only very little work has been
done to develop the theory and practice of cloud forensics
(Casey, 2012; Zawaod and Hasan, 2013); some have argued
that cloud forensics is still in its infancy (Zawaod and
Hasan, 2013).

Recently, several researchers have addressed cloud
forensic challenges and issues, and proposed solutions to
address the challenges (Damshenas et al., 2012; Daryabar
et al,, 2013; Grispos et al., 2013; Reilly et al., 2011; Taylor
et al., 2011; Zawaod and Hasan, 2013). Since then there
has been many advancement in the cloud forensic area. In
particular, NIST has formed cloud forensics working group
and produced draft publications in July 2014 (NIST, 2014a),
and CSPs have started delivering services which supports
forensics, e.g.,, Amazon's security suite of products (AWS
Security Centre, 2014) and CloudTrail used for logging in
the AWS Cloud (AWS Security Centre, 2013a).

In this paper, we present a comprehensive analysis of
cloud forensic challenges and recommended solutions, in
the current context as we walk through the forensic
phases commonly used in the non-cloud digital foren-
sics. In detail, the contributions of this paper are as
follow.

e It presents the forensic process systematically and lists
the challenges per different phases of the process, pri-
marily for Infrastructure-as-a-Service cloud model. Its
systematic approach would enable forensic practioners
and information security professionals to easily
comprehend and understand the problem as they go
thru the different phases of forensics process.

e [t provides a comprehensive analysis of the solutions
and evaluates the recommended solutions.

e [t identifies the area where the solutions are still
immature or not yet fully developed and identifies the
opportunities for future work.

The rest of this paper is organized as follows. Section 2
provides the technical background, detailing an overview
of cloud computing and its various service and deploy-
ment models. The section also presents an overview of
digital forensics and cloud forensics and describes the
forensic process. Section 3 presents the cloud forensics
challenges and solutions and provides a critical analysis of
suggested solutions encountered in different phases of the
forensic process. Section 4 presents summary of the sur-
vey findings and future work. Finally, we conclude this
paper in Section 5.

Technical background
Cloud computing: overview

The NIST defines cloud computing as “a model for
enabling ubiquitous, convenient, on demand network access
to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal
management effort or service provider interaction.” (Jansen
and Grance, 2011).

In simple terms the cloud computing is a service de-
livery model, in which IT services are offered as a service to
consumers and billed as per usage. The services can be
accessed, using a thin client such as web browser, via
Internet at any time and from anywhere. The cloud
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computing architecture has the following core attributes
(IEEE, 2014):

e Elasticity: the ability to scale up or down computing
needs as the customer requires.

e Connectivity: the ability to connect and access the ser-
vices anytime from anywhere.

e Multi-tenancy: the ability to host multiple tenants on
the same physical resources, by sharing physical storage,
memory, and networks.

e Visibility: the ability for consumers to have full visibility
and control of their cloud deployment parameters,
usage and cost.

e Measured service: the ability to meter the services and
bill as per usage.

The favorable attributes have fuelled the rapid adoption
of cloud computing. The major benefit of cloud computing
is the economies of scale achieved through versatile and
efficient use of resources and specialization. Cloud
computing comes in several deployment and service de-
livery models. The deployment models include:

e Public cloud: Computing infrastructure and services are
made available to the public over the Internet. Public
cloud is owned and operated by an external provider,
selling cloud services.

e Private cloud: Computing environment exclusively
owned and operated by the organization or a third
party. By virtue, private cloud provides greater control of
all computational resources and is intended for single
tenant.

e Community cloud: Similar to private cloud, but the
computational resources are shared by more than one
organizations with similar privacy, security and regu-
latory rules and requirements.

e Hybrid cloud: A composition of two or more clouds that
are bound together by standardized or proprietary
technology, which enables interoperability.

According to the nature of service provided by the CSPs,
as described in Fig. 1, there are three well-known cloud
service models (Jansen and Grance, 2011):

e Software-as-a-Service (SaaS): is a model of software
deployment whereby one or more applications and the
computational resources to run them are provided for
use on demand as a turnkey service, accessed using a
thin client. This model aims to reduce the total cost of
hardware and software development, maintenance, and
operations. In this model, the control of the applications
and the underlying infrastructure lie with CSPs; con-
sumers have very limited privileges, such as managing
application settings and their own data.

e Platform-as-a-Service (PaaS): is a model of software
deployment whereby the computing platform is pro-
vided as an on-demand service upon which applications
can be developed and deployed. Its main purpose is to
reduce the cost and complexity of buying, deploying,
and managing the underlying hardware and software

components of the platform, such as database, operating
system and development tools.

e Infrastructure-as-a-Service (laaS): is a model of soft-
ware deployment whereby the basic computing infra-
structure of servers, software, and network equipment
is provided as an on-demand service upon which a
platform to develop and execute applications can be
established. Customers of IaaS avoid purchasing, hous-
ing, and managing basic hardware and software infra-
structure components; they instead obtain those
resources as virtualized objects controllable via a service
interface.

Digital forensics: overview

Digital forensics is a branch of forensic science
encompassing the recovery and investigation of material
or artifacts found in digital device often conducted as a
response to computer crime. The first Digital Forensics
Research Workshop held in New York in 2001 provided
the following working definition of digital forensics
(Palmer, 2001): “The use of scientifically derived and
proven methods toward the preservation, collection, vali-
dation, identification, analysis, interpretation, documenta-
tion and presentation of digital evidence derived from
digital sources for the purpose of facilitating or furthering
the reconstruction of events found to be criminal, or helping
to anticipate unauthorized actions shown to be disruptive to
planned operations.”

NIST provided another definition for digital forensics in
their special publication 800-86 (Kent et al., 2006): “the
application of science to the identification, collection, exami-
nation, and analysis of data while preserving the integrity of
the information and maintaining a strict chain of custody for
the data.”

Cloud forensics: overview

Cloud Forensics can be defined as the application of
digital forensics in cloud computing platform. It is a cross
discipline area. The newly established NIST cloud forensic
working group proposed the following definition (NIST,
2014a): “Cloud Computing forensic science is the application
of scientific principles, technological practices and derived and
proven methods to process past cloud computing events
through identification, collection, preservation, examination
and reporting of digital data for the purpose of facilitating the
reconstruction of these events.”

The default nature of cloud environment such as multi-
tenancy, jurisdiction, data duplication and high degree of
virtualization adds multiple layers of complexity in cloud
forensics. This is further compounded when the CSPs trade
service among themselves, making it difficult to follow the
chain of events. Therefore, the forensics process applicable
in traditional (non-cloud) environment is no more practical
in the case of cloud. Cloud forensics consists of three di-
mensions: Technical, Organizational and Legal (Ruan et al.,
2011). The technical dimension encompasses the pro-
cedures and tools that are needed to perform the forensic
process in a cloud-computing environment. This includes
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Fig. 1. Cloud model, Degree of Control (D-0-C) and trust layer.

data collection, live forensics, evidence segregation and
pro-active measures. On the other hand, the organizational
dimension covers the organizational aspects of the foren-
sics. It includes actors like CSPs, customers, legal advisers,
incident handlers and objects like binding service level
agreements (SLAs), policies and guidelines. Finally, the
legal dimension covers the development of regulations and
agreements to ensure that forensic activities do not breach
laws and regulations in the jurisdictions where the data
resides or is collected, simultaneously ensuring the confi-
dentiality of co-tenants who share the same infrastructure.

Forensics process

Forensics process is initiated after the incident happens
as a post incident activity. It follows through pre-defined
steps. In a cloud computing the process can be grouped
to three areas, viz., (i) Client forensics (ii) Cloud forensics
and (iii) Network forensics.

Client forensics

Digital crimes are initiated and often carried out from
the client side, but the artifacts are left both on the client
and server sides. Client side evidence identification and
collection is a vital part of the process (Damshenas et al.,
2012). The evidence data, such as history logs, temp data,
registry, access logs, chat logs, session data and persistent
cookies, can be found on the web browser (Guo et al., 2012).
It is critical that the data should be collected as early as
possible in its sterile state for forensic purposes to use as
evidence. There is a potential risk that the data could be
erased either purposefully by the actor, or inadvertently by

the system due to system configuration; e.g., the web
browser history and session logs can be configured to be
overwritten or erased after a specified period or when the
file size reaches the configured maximum limit.
Proliferation of client side end points, especially to the
mobile end points makes the forensic data identification
and collection even more challenging (Ruan et al.,, 2011).
For cloud forensics it is critical that those end points are
identified and collected timely, keeping evidence integrity
in-tact, so that a time line of events can be created.

Cloud (server) forensics

Many digital artifacts that are created and available on
the servers form critical part of forensic data and it is
essential that this evidence is collected. The artifacts
include system logs, application logs, user authentication
and access information, database logs etc. The physical
inaccessibility and unknown location of the data makes it
much harder to conduct the evidence identification, sepa-
ration and collection in cloud forensics. In a highly decen-
tralized and virtualized cloud environment it is quite
common that the data may be located across multiple data
centers situated in different geographic locations (Hay
et al,, 2011). Traditional approach to seizing the system is
no more practical either, even if the location is known, as it
could bring down whole data center, affecting other cus-
tomers due to multi-tenancy. A number of researchers have
cited this issue and some partially suggested possible so-
lutions (Birk and Wegener, 2011; Guo et al., 2012; Hay et al.,
2011; Reilly et al., 2011; Wolthusen, 2009).

Loss of governance is another major issue in cloud fo-
rensics. The customers are entrusting the governance to the
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providers. This was also flagged by the European Network
and Information Security Agency (ENISA)'s cloud
computing risk assessment report, which includes the ‘loss
of governance’ as one of the top risks of cloud computing,
especially in Infrastructures as a Service (IaaS) (Catteddu
and Hogben, 2009). Loss of governance inadvertently that
leads to loss of control of information assets by the data
owners poses another big bottleneck for evidence collec-
tion. The loss of control depends on the cloud model as
outlined in Fig. 1. In [aaS users have more control and
relatively unfettered access to the system logs and data,
whereas in PaaS model their access is limited to the
application logs and what pre-defined API provides, and in
SaaS model customers have either little or no access to such
data. As the customers increasingly rely on the CSPs to
provide the functionality and services, they correspond-
ingly give the CSPs more control of their information assets.
As the customers relinquishes the control, they lose access
to important information and thereby its identification and
collection for any subsequent forensic needs (Hay et al.,
2011). As the degree of control decreases less forensics
data is available for cloud users and therefore there is more
dependency on the CSPs to get access to such data. That in
turn depends upon the SLAs and what CSPs are willing to
provide. This is illustrated in Fig. 1.

In addition, the Virtual Machine (VM) instances are
subject to movement within a data center, outside to a
different data center in the same jurisdiction or to
completely a new data center located in a separate juris-
diction, based upon many factors such as load balancing,
business continuity etc. Such moves, carried out by the
CSPs, are completely outside the control of the client. This
also adds additional challenges to the cloud server side
forensics.

Network forensics

Traditional network forensics deals with the analysis
of network traffic and logs for tracing events that have
occurred in the past. Network forensics is theoretically
also possible in cloud environments. The different TCP/IP
protocol layers can provide several sets of information on
communication between VM instances within cloud, as
well as with instances outside the cloud. CSPs ordinarily
do not provide the network traces or communication logs
generated by the customer instances or applications
despite the fact that such logs are critical element of
forensic data (Birk and Wegener, 2011). As an example, if
someone used an laaS instance to distribute a malware,
the routing information and network log are crucial part
of forensic data collection, but they are difficult to obtain.
This becomes more challenging for PaaS and SaaS cloud
models and the collectability of the information depends
heavily on the support investigators receive from the
CSPs.

Cloud forensics: process, challenges and solutions

It is not only the digital evidence itself that needs to
prevail in any court of law, but also the process followed to
conduct the investigation. Researchers and forensic prac-
tioners have proposed several digital forensic frameworks.

Different researchers have been refining previously pub-
lished process and framework and proposing new ones,
resulting in a variety of digital forensic process models and
terminology. A selected number of digital forensic process
models are:

1. Digital Investigative Process (DIP) model proposed by
the first Digital Forensic Research Conference Workshop
(DFRWS) comprising of (i) identification (ii) preservation
(iii) Collection (iv) Examination (v) Analysis (vi) Presen-
tation phases (Palmer, 2001).

2. McKemmish model, comprising of a linear process of (i)
identification (ii) preservation (iii) Analysis and (iv) pre-
sentation phases (McKemmish, 1999).

3. NIST Forensic model consisting of (i) Collection, (ii) Ex-
amination, (iii) Analysis and Reporting phases (Kent et al.,
2006).

4, Integrated Digital Forensic Process Model (IDFPM) that
consists of (i) preparation, (ii) incident, (iii) incident
response, (iv) physical investigation, (v) digital forensic
investigation and (vi) presentation. In this model the au-
thors propose a uniform process, a common terminology
and standardized digital forensic process model (Kohn
et al.,, 2013).

5. Digital Forensic Analysis Cycle Model that consists of (i)
Commence (scope), (ii) Prepare and Respond, (iii) Identify
and Collect, (iv) Preserve (Forensic Copy), (v) Analyze, (vi)
Present, (vi) Feedback, and (vii) Complete or Further Task
identified phases. This is a cyclic and iterative model
(Quick and Choo, 2013).

6. Integrated Conceptual Digital Forensic Framework for
cloud computing that consists of (i) Evidence source
identification and preservation, (ii) Collection, (iii) Exami-
nation and analysis, and (iv) Reporting and Presentation
phases (Martini and Choo, 2012).

In traditional server based environment, where the
physical locations of the systems are known, the in-
vestigators can have full control over the forensic artifacts.
The intrinsic nature and characteristics of the cloud
ecosystem produces additional challenges of mapping
each traditional forensic framework to cloud environment.
For example, IDFPM framework refers the seizure of digital
evidence (depending upon circumstances) during incident
response, which is not possible in cloud environment.
Martini and Choo (2012) proposed an integrated and
iterative framework for cloud forensics. In this model
during the examination and analysis phase, i.e., step (iii), if
more data or evidence is required, the process iterates
back to the evidence source identification and preserva-
tion phase (Martini and Choo, 2012), i.e., steps (i) and (ii)
respectively. In a cloud environment, there is a high
probability of evidence being erased or modified at any
given time, since the cloud platforms are constantly sub-
ject to rapid changes. This highlights the importance of
preserving the evidence as soon as it is identified, using
proper preservation techniques regardless of the evidence
source; such important step has been emphasized by
Martini and Choo (2014) in their recent work on distrib-
uted file system forensics whereby they also validated
their framework.
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In this section we consider the DIP model (Palmer,
2001) that could be applied to all digital investigations,
and later used by many researchers and practitioners
(Grispos et al., 2013; Taylor et al., 2011). The linear process
of the model is illustrated in Fig. 2. Martini and Choo
(2014) used the DIP model, expanded and applied to
distributed file system forensics. We use this model to
describe the challenges of each phase of the process and
recommended solutions. In the case where a challenge is
not unique to a particular phase, we include the challenge
in all relevant phases.

Identification

The forensic process begins with the identification of
systems, media, mobile devices etc., which is likely to
contain potential digital evidence. In reality, Identification
is a two-step process: (i) the identification of the incident
and (ii) the identification of necessary evidence to prove
the incident. Step (i) requires identifying all machines and
system files suspected of containing related evidence and
step (ii) requires identification of the evidence in the media.
Traces of evidence can be found in media such as cloud
servers, network devices and mobile devices (Brezinski and
Killalea, 2002; McKemmish, 1999). ISO 27037 standard
defines the identification process as “process involving the
search for, recognition and documentation of potential digital
evidence” (ISO 27037, 2012). Proper evidence identification
requires the knowledge of its present location, type and
format. Cloud computing adds new challenges to the
location identification process, as it is very difficult to

identify physical location of data asset at a given time
(Martini and Choo, 2012; Taylor et al., 2011).

Multiple jurisdiction and multi-tenancy in a highly
decentralized data processing environment are the default
settings for the public cloud deployment model. Often CSPs
intentionally hide data location to facilitate replication and
enhance data availability. The settings pose additional
challenges in data identification and subsequent collection
because the location of the data is unknown (Birk and
Wegener, 2011; Hay et al.,, 2011; Ruan et al., 2011). System
and application logs forms a vital part of forensic investi-
gation and getting to know the location of the logs also
poses an equal challenge (Damshenas et al., 2012). Table 1
outlines the challenges in the data identification phase and
their recommended solutions, assuming that the client
location, from where the incident has been initiated is easy
to identify and locate.

In the followings, we discuss the challenges involved in
the Identification phase and their possible solutions.

Unknown physical location

The location of virtual instances and digital artifacts,
e.g., server system files and logs, is unknown to the
customer and therefore it can be difficult to identify the
artifacts. This can be due to a number of features intrinsic to
cloud computing. For example, (a) the cloud data can be
stored out of the jurisdiction from the investigating Law
Enforcement Agency, or (b) the consumer's data may be
split across a number of storage devices within the cloud
environment, with some part of the data remains within
the jurisdiction and some other part outside the jurisdic-
tion (Quick et al., 2013). All of this produces challenges in

Sub Process
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Fig. 2. Digital forensic process.
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Table 1
Identification phase: challenges and recommended solutions.
No. Challenges Recommended solutions Comments
1 Unknown physical Resource tagging (Hay et al.,, 2011) Adversely affects CSPs ability to ensure flexibility, service
location availability and manageability.
Robust SLA with CSPs (Alhamad et al., 2010; Most of the SLA guidelines are mainly focused on security
Birk and Wegener, 2011). SLA in support of requirements and less on forensic requirements.
cloud forensics ((Ruan et al., 2012)
System level Logs System level logs can contain prime information regarding the
access, creation and deletion of system level objects
2 Decentralized data Log frame work (Marty, 2011; Sang, 2013) Logs including the hypervisor level logs would help the forensic
process and time lining of events
3 Data duplication Resource tagging (Hay et al., 2011) Can adversely affect the system performance.
4 Jurisdiction SLA, specifying where the data can be stored Can adversely affect CSPs ability to ensure service availability
or migrated (Alhamad et al., 2010; flexibility and cost benefits to consumers.
Jansen and Grance, 2011; Ruan et al., 2012)
Reverse look up for networked devices This is a very time critical action due to dynamic nature of cloud
conduct a reverse look up of network computing
topology (CSA, 2013a).
5 Dependency Chain None Lack of solutions in the form of software tools, standard process
etc. not available
6 Encryption Key management system within cloud Policy guidelines, governance, and process doesn't exist now for
(CSA, 2013a) and legal authority key management in cloud
7 Dependence on CSP SLA specifying the specific forensic Good SLA ensures service availability and compliance (Pichan

services (Alhamad et al., 2010;

Kandukuri et al., 2009; Ruan et al., 2012).

etal, 2014)

identifying the evidence artifacts. Below we discuss some
solutions to the challenge.

e Resources Tagging: The cloud resource consumers “tag”
their resources to mark the location of their information
assets, which can also be used by CSPs to determine
whether they can be migrated and if so provide the
allowed regional boundary of migration (Hay et al.,
2011). It is common for the CSPs to move the VM in-
stances and associated customer files between different
physical machines and sometimes across different data
centers located in different geographical locations. In
such cases resource tagging can be used to inform the
CSPs “what can be” and “what cannot be” moved. This
addresses the legal issue by dictating the resources that
are not allowed to be moved to different jurisdiction.
The solution may significantly affect the CSPs' ability to
manage their resources efficiently and to provide prime
services, e.g., availability and acceptable performance.

e Robust SLA: Several CSPs, e.g., Amazon, provide an op-
tion to choose a geographic location, from a list of
available regions around the globe, to host the VM
instance when the instance is first created. Currently
Amazon provides public cloud services in the following
regions: three regions in US, one in EU (Ireland), three in
Asia (Singapore, Tokyo, Beijing), one in Australia (Syd-
ney), and one in South America (Sao Paulo). Amazon
doesn't move the user instances or duplicate them
across regions by themselves (AWS Security Centre,
2014). This scheme partially solves the jurisdictional or
data location issue for Amazon's customers. However,
other cloud providers, e.g., Google, Microsoft, do not
offer such an option as a common feature.

Incorporating this option into SLA is recommended
(Alhamad et al., 2010; Jansen and Grance, 2011) because a

customer needs its CSP to identify locations of VM in-
stances, which will be stored only when mandated by the
SLA. Alhamad et al. (2010) proposed a conceptual SLA
framework for cloud computing. Other researchers have
suggested the importance of having a robust SLA with CSPs
which can be enforced (Birk and Wegener, 2011; Jansen and
Grance, 2011; Kandukuri et al., 2009; Patel et al., 2009;
Ruan et al., 2011). Ruan et al. (2012) provided key terms
and conditions regarding forensic activities in SLAs be-
tween cloud provider and consumer.

e System Level Logs: System logs providing detailed access
report on data assets, including privileged user access,
creation, deletion and modification of system-level ob-
jects, etc. For example the logs produced by AWS
CloudTrail logs (AWS Security Centre, 2013b) are prime
piece of forensic information.

Decentralized data

Decentralized nature of data processing is one of the key
attributes of cloud computing. As a result, there is no
central location for files, database artifacts, system artifacts
and logs, thereby creating great challenges to identify, lock
(to ensure integrity) and retrieve them. The CSPs seldom
provide the details of how the logs are created and where
they are stored. In addition the CSPs use their own pro-
prietary log formats, resulting in non-uniform log structure
in cloud computing. Having a uniform and forensically
valid Log Framework is one way to solve log file access issue.
Many researchers have identified the importance of keep-
ing end-to-end and comprehensive transaction logs (Birk
and Wegener, 2011; Haeberlen, 2010; Marty, 2011; Sang,
2013). Marty (2011) provided a business oriented logging
framework and guidelines suggesting ‘what to log’ and
‘when to log’ and proposed a proactive approach to appli-
cation logging. However, there is no research so far
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regarding a “pre-defined forensically valid log structure
and location” that can be easily located, retrieved, and
verified for its integrity, using which forensic investigators
can produce end-to-end temporal analysis (i.e., timeline of
events).

Data duplication

Duplicating data to multiple locations is an inherent
feature of cloud computing. The CSPs often provide this
feature to ensure business continuity and fault tolerance.
From forensic perspective this is a good feature, because it
will be very hard to completely destroy all the evidence
from cloud (Ruan et al., 2013). However data identification
is equally hard because the data is spread out. One can use
the resource tagging mechanism (Hay et al, 2011),
described in Section 3.1.1, to locate deleted files needed for
forensics by following the files' logical chain.

Jurisdiction

Storing customer data outside of the customer's juris-
dictional area is quite common in cloud computing; in
general, CSPs need not inform the customers the location
details of their files. Therefore, depending upon the loca-
tion, different laws would apply which would significantly
impact on the forensic process. For networked devices,
although it is theoretically possible to trace back or perform
a reverse look up to produce overall topology and thereby
obtain essential information, the step is quite difficult due
to the fast dynamic nature of the cloud systems. The to-
pology information (such as the allocated IP address, stor-
age space etc.) is subjected to rapid changes, and therefore
faster response is often required to obtain a meaningful
information (CSA, 2013a). The CSPs often keep migrating
the VM instances between different physical machines,
spreading them across different jurisdictional locations
(Hay et al.,, 2011) and eventually creating legal challenges.
The possible solutions to address the jurisdictional issue
are:

e Specific SLA: Create SLAs that clearly specify where the
data can be stored, re-located or duplicated (Biggs and
Vidalis, 2009; Ruan et al., 2012).

e Reverse Look up: To find the location of networked de-
vices, and conduct a reverse look up of network topol-
ogy (CSA, 2013a).

Dependency chain

It is very common for the CSPs to trade services among
them. For example a CSP providing email service (SaaS)
may depend upon a third party CSP offering PaaS to host
log files, which in turn depend upon another laaS provider
to store log files. Correlation of activities across the CSPs is a
major challenge, creating a chain of dependencies among
the CSPs. Moreover, different providers might be hosting
their services in different locations. Lack of transparency is
another issue associated with multiple levels of
outsourcing. Investigators need to trace and follow each
link in the chain to trace the link and lock the evidence for
collection. However, there is no easy way to perform this
process. To date, process, policies and guidelines related to

cross provider forensic examination are virtually nonexis-
tent, exacerbated by lack of interoperability framework
among cloud providers.

Encryption

Encryption is becoming increasingly relevant for cloud
computing. Most CSPs provide encryption as a feature in
their security service wrap. CSPs provide the service either
by only providing an API for encryption, while customers
use their own key management system and keys, or by
applying encryption when the data is stored in the cloud
and storing the encryption key, which is often linked with
user access password (CSA, 2013a). Cloud storage solution
providers, such as SpiderOak, encrypt the data at the client
location before uploading it to the cloud servers. This
method offers ‘zero knowledge privacy’, meaning that the
provider never knows the plain text content of the data
being stored; consequently, only the client can unlock the
encrypted data using its password. On the SpiderOak
servers the files and folders appear as sequentially
numbered containers of data (SpiderOak, 2014). Regardless
of the method used for encryption, an encrypted data ap-
pears as a continuous byte stream, making evidence iden-
tification phase and also its subsequent phases challenging
problems.

CSA research group suggested the use of proper key
management infrastructure and best key management
practices (like public key infrastructure) such that the data
assets can be decrypted without the need to share keys
(CSA, 2011). However, no published guidelines have been
found mandating the process nor it is included in the ISO
27037 standards yet.

Dependence on CSP

Due to the intrinsic nature of cloud computing, cus-
tomers and investigators have to depend upon the CSPs to
identify, locate and lock forensic evidence. Incorporating
the essential forensic services required from the CSPs in the
SLA is the key solution to the issue. The CSPs are becoming
more aware of it and some do offer such services.

Dependence on CSP is going to be an issue, until the
providers start offering tools to collect forensics artifacts on
demand using a provided portal or similar applications. For
example, Amazon provides memory dumps and means to
ship the memory anywhere for a fee, in addition to its
recently released CloudTrail logging application, which al-
lows the logs to be retrieved using AWS portal (AWS
Security Centre, 2014).

Preservation

ISO 27037 defines preservation as the “process to
maintain and safeguard the integrity and/or original condi-
tion of the potential digital evidence” (ISO 27037, 2012).
Preservation encompasses all activities that protect the
integrity of the evidence throughout the process. Appro-
priate measures should be taken to ensure that the evi-
dence's integrity is maintained throughout the
investigation life cycle and proper chain of custody pro-
cess is initiated. This is critical to provide unquestionable
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assurance to the legal authorities that the data found is the
accurate representation of the facts (Grispos et al., 2013).

Preservation of digital evidence forms the vital part of
the digital investigation process. In cloud computing, it is a
very complex step due to the distributed nature of the data
(Grispos et al., 2013). Digital evidence is very fragile and
easy to change or remove. Therefore, the evidence's
integrity should be maintained, ensuring the data is in its
original form as it is found (or as close to it) and a strict
chain of custody is established starting from this phase
until the end of the investigation process. Moreover, the
evidence has to be collected and stored securely and ac-
cesses to the evidence should be logged (Brezinski and
Killalea, 2002; Damshenas et al., 2012) and shown valid.

In reality, evidence preservation is not a one-step pro-
cess; rather the process continues until the evidence is
presented in court. The preservation phase prior to evi-
dence acquisition phase deals with locking or freezing the
evidence, making it ready for collection. As the cloud
platform is very dynamic, this phase is very critical. Table 2
identifies the challenges in the preservation phase and
their possible solutions.

Chain of custody

For conventional forensic process, chain of custody can
be defined as “a roadmap that shows how evidence was
collected, analyzed and preserved in order to be presented as
evidence in court” (Grispos et al., 2013). Researchers and
legal practitioners have highlighted the importance of
maintaining proper chain of custody log. For example, in
UK, the Association of Chief Police Officers (ACPO) provides
guideline of good practices and principles for computer
based electronic evidence, in which Principle 3 states the
necessity of keeping audit trail or other record of all pro-
cesses (ACPO, 2012). Adams (2013) cited that maintaining a
chain of custody is essential to satisfy the ACPO principles.
Shipley and CFE (2007) stated that “Basic premises of digital
evidence collection include the collection of the data in a
manner consistent with the law, verification of the data
collected and maintenance of a proper chain of custody of
evidence collected”. Although there is no single way to
enforce chain of custody in digital forensics, the use of
techniques such as time stamping, hashing and e-signa-
tures are central to all methods (Shipley and CFE, 2007).

One way of establishing chain of custody for digital
evidence is by using RSA Signature. RSA Signature is a
widely used public key crypto system to secure data
transmission. Lin et al. (2012) proposed a cloud aided RSA
Signature scheme to seal and store the digital evidence in

the cloud. The proposed technique would greatly assist in
securely collecting and storing evidence, especially from
mobile devices that have limited computational and stor-
age power. Digital Signature can also be used to enforce the
data integrity, in addition to establishing chain of custody
of evidence post seizure. An investigator can perform
checksum on the artifacts and digitally sign the checksum
using his/her private key.

Evidence segregation

By default cloud computing, is a multi-tenant environ-
ment. The multi-tenant characteristics possess difficulties
in isolating and preserving evidence without hindering
other tenants sharing the same resources. One solution to
evidence segregation is by sandboxing each user instance.

Sandboxing is a mechanism by which the running pro-
grams are separated into virtual enclaves and each of them
uses its own enclave such that no instance knows the ex-
istence of its neighbor. Neighbors behave as if they are on
separate hosts. Capturing the entire Sandbox instances
provides running state of users’ virtual machine instances
at that point in time, which can be loaded on to a VM
instance for analysis.

Though the above mechanism partially addresses the
problem, we believe that solutions using the hypervisor
level logs, which contains system level info about all ten-
ants such as creation and deletion of virtual machine in-
stances remains challenging, because such logs are not
accessible from a normal user account and in addition the
logs would potentially contain information about other
tenants.

Distributed storage

Due to the distributed and elastic nature of cloud
computing, it is often not possible to ascertain where the
piece of data is stored, as it could be distributed among
many hosts in multiple data centers. Tagging the virtual
instances (Hay et al., 2011), described in Section 3.1.1, is a
potential solution.

Data volatility

Highly volatile nature of data is a major concern for
evidence preservation and collection in a cloud environ-
ment. Researchers suggested Persistent storage to address
the data volatility issue. Having a persistent storage and
keeping the storage synchronized frequently between the
VM instances and persistent storage have been suggested
by researchers to counter the data volatility issues (Birk and
Wegener, 2011; Damshenas et al., 2012). However the data

Table 2
Preservation phase: challenges and recommended solutions.
No: Challenges Recommended solutions Comments
1 Chain of custody RSA Signature (Lin et al., 2012) Can be used to validate the chain of custody and data
integrity.
2 Evidence segregation Sandboxing Running programs are separated by virtual enclaves.
3 Distributed storage VM instance tagging (Hay et al., 2011) The tagged VM instances can be used to identify the location
4 Data volatility Persistent storage (Birk and Wegener, 2011; Providing persistent storage defeats the elastic nature cloud

Damshenas et al., 2012)
5 Data Integrity

computing.

Checksum algorithms (e.g., MD5, SHA1 SHA256)
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on the running system compromised by an adversary
cannot be mitigated, although traces of such ill-action will
be available on the persistent storage as an evidence. Note
that CSPs usually do not offer a persistent storage as a
generic service, which could result in vital data loss when
the VM is re-started or shut-down by an adversary. Further,
providing persistent storage works against the on-demand,
low cost and elastic nature of the cloud. While synchro-
nizing the volatile data storage to a non-cloud storage is
theoretically possible, it is not practical to implement and
could defeat the whole purpose of adopting cloud systems.
Therefore, it remains very critical to collect forensic data as
soon as the incident has been identified; this issue is
further explained in Section 3.3.

Data integrity

Data Integrity ensures that the evidence is an accurate
representation of the data found in the computer system.
Several aspects of the cloud environment affect the data
integrity, but maintaining the integrity remains to be a
crucial aspect of cloud forensics. The known method to
preserve data integrity is using proven hash techniques
such as MD5, SHA1 SHA256.

Collection or acquisition

In digital forensics collection refers to the “process of
gathering items that contains the potential digital evidence”
and acquisition refers to the “process of creating a copy of the
data within a defined set” (CSA, 2013a). Evidence collection
is difficult due to ephemeral nature of the cloud environ-
ment and the inaccessibility to the operating system files
and artifacts such as temporary Internet files and registry
entries. Public and hybrid cloud systems might operate
across jurisdictions, making it much more difficult to ac-
quire artifacts. Unless cloud computing applications pro-
vide a complete audit trail, it may be difficult to extract the
evidence in an admissible manner, or there may be little
evidence available to extract (Taylor et al., 2010).

Legal collection refers to the seizure of the physical
evidence under the authority of a legal order (i.e., search
warrant). Due to the multi-tenancy and the jurisdictional
issue associated with cloud environment, collection is not
practical and therefore acquisition is the recommended
process. Note that collection requires CSP support, whereas
acquisition can be done remotely using valid methods and
tools, described later. The process of acquisition (making a
legal valid copy of all forensic artifacts) should be done
using a well-defined, well tested and repeatable process,
using trusted tools. Therefore, acquisition is more chal-
lenging process than collection. According to ISO 27037, as
illustrated in Fig. 3, collection and acquisition are two
parallel processes (ISO 27037, 2012).

Table 3 provides a summary of challenges in the
Acquisition phase in cloud computing and possible or
suggested solutions.

Inaccessibility

Due to the nature of cloud computing, un-restricted
access to cloud storage is not possible, something that is
guaranteed in traditional client-server environment. Note

Collection

Identification ¢ Preservation

Acquisition

Fig. 3. Evidence Handling process according ISO 27037 (CSA, 2013a).

that the data in the cloud can be duplicated to multiple
locations, resulting in decentralized artifacts. Some cloud
providers, e.g., Amazon, allow users to choose their
geographical location while creating VM instances. Even if
the location is known, physical acquisition is not possible
due to multi-tenancy.

Researchers have proposed various methods for evi-
dence acquisition from cloud, such as:

e Remote Data Acquisition: It refers to acquiring the evi-
dence remotely over a trusted and secure channel.
Widely used forensic tools such as Guidance EnCase and
Access Data FTK support remote data acquisition
(Dykstra and Sherman, 2012). Dykstra and Sherman
(2012) reported successful retrieval of volatile and
nonvolatile data from Amazon EC2 cloud's active user
instance platform using the tools, despite citing many
layers of trust required. They validated the data integrity
by computing and comparing the hashes of the images
before and after downloading data.

e Management Plane: Controlling the virtual assets in the
cloud using a web interface is often referred as the
Management Plane. Using the interface, e.g., Amazon's
AWS Management Console, users can conduct data
acquisition of forensic artifacts, such as VM image, logs,
disk images, user access information etc. is an example.
One can use the AWS management console to extract
CloudTrail logs without helps from the CSPs (AWS
Security Centre, 2013a). However, one more level of
‘trust’, i.e., trust on the management console applica-
tion, is required. In spite of the trust issue, researchers
have recommended the use of management plane for
remote data acquisition, especially for laaS model
(Dykstra and Sherman, 2012; Zawaod and Hasan, 2013).
Zafarullah et al. (2011) showed that it is possible to
collect necessary logs from cloud infrastructure using
open source tools. One can use multi factor authenti-
cation for user authentication and acquire the disk
image from cloud server using cryptographic tunneling
protocol, e.g., virtual private network (VPN), to guar-
antee the confidentiality and integrity of the data as well
as to solve the chain of custody problem, described in
Section 3.2.1.

e Live Forensics: Forensics on a running system is referred
as Live Forensics, in which an investigator performs fo-
rensics examination of a system in running state. Such
forensics comes with an added advantage as it is able to
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Collection Phase: Challenges and Recommended solutions.
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No: Challenges

Recommended solutions

Comments

1

Inaccessibility

Dependence on CSP

Ephemeral nature of data
Trust

Multi-Tenancy

Remote Data Acquisition (Dykstra and Sherman,
2012)

Management Plane (Dykstra and Sherman,
2012; Zawaod and Hasan, 2013)

Live Forensics (Hay and Nance, 2008)

Snapshot Analysis (Birk and Wegener, 2011)

Management Plane (Dykstra and Sherman,
2012; Zawaod and Hasan, 2013)

Stronger SLA (Alhamad et al., 2010; Kandukuri
et al., 2009)

Snapshot Analysis (Birk and Wegener, 2011)
Hardware Trusted Platform Model (TPM)

Virtual TPMs (Dongxi et al., 2010)

Trusted Virtual Environment Module
(Krautheim et al., 2010)

Trusted Cloud computing Platform (Santos
et al., 2009)

Detective Controls (Ko et al., 2011)

Isolating cloud instance (Delport et al., 2011)
Sandboxing (Delport et al., 2011; Greamo and

By data imaging tools such as EnCase, FTK Imager, X-Ways,
F-Response, Paladin etc., over a secure network link
Preferred option, removes the dependency on CSP

Provides running system info, like process list, open ports
etc., which are not available in offline forensics

Captures the whole system info at the instant of taking the
snapshot

Preferred option, but requires an additional level of ‘trust’ of
the management plane

Preferred option for customers

Provides the point in time picture of the whole system.
Designed to work with single OS, single machine. Fails to
scale up to a virtualized cloud environment

TPM instances are obtained on demand. Solves scalability
issue

Modular and extensible approach which supports
persistent storage of keys

Provides a closed box execution environment. Ensures
confidentiality and integrity.

Complements formal preventive approach, and can address
the risk that arise from within CSPs

Discussed various methods of isolating cloud instances.
Most popular method of isolating the instance and widely

Ghosh, 2011)
Jurisdiction SLA

International co-operation in the form of

agreements and treaties
Deleted data Frequent snap shots
Lack of specialist
commercial tools

Cloud data imager (Federici, 2014).

supported by the vendors.

Partially addressed in (Alhamad et al., 2010; Kandukuri

et al.,, 2009)

E.g.: International Mutual Legal Assistance Treaties (MLAT)
(INCSR, 2012)

Difficult to achieve and manage due to the sheer volume of
snap shot images

The recommended solutions remains to be commercialized

gather wealth of information, such as process list, kernel
modules, open network ports, volatile memory data etc.,
from the running system, in addition to the information
stored in persistent storage. Virtual Machine Introspec-
tion (VMI) is a live forensic technique where a user can
interact with a running system from some other virtual
machine, other than that being examined. Hay and
Nance (2008) proposed a virtual introspection solu-
tion. They demonstrated their solution using Virtual
Introspection for Xen (VIX) set of tools as a proof of
concept. This has been further enhanced as an intro-
spection library, known as LabVMI (VMITools). However,
the live forensic tools are yet to be incorporated and
provided as a commercial service by the CSPs.

Snapshot Analysis: Snapshotting is a process of taking a
clone of virtual image in running state, including all the
system memory, and saving the clone to a persistent
storage. Snapshot technology enables customer to
freeze a specific state of VM (Birk and Wegener, 2011).
Major hypervisor vendors, e.g., Xen, VMWare, ESX, and
Hyper-V, support snapshot feature. Though snapshot
images are not bit-by-bit copy of their corresponding
sources, they provide valuable information regarding
the running state of a system. The snapshot images can
be restored by loading them to a target VM for analysis.
Snapshot feature can capture live VM instance and
works across decentralized regions too as long as the

instances remain in the same logical infrastructure.
Since the cloud environment is subject to rapid changes,
a series of snapshot images over a period can provide
valuable information regarding changes to the data as-
sets, which can be used to analyze and map on to a time
line of events. Therefore, for the cloud to be forensically
ready, one should have an inbuilt feature to dump vir-
tual machine snapshots automatically at configurable
intervals, since it is impossible to know when the se-
curity breach occurs. On the down side, this feature
would require more storage space, and can create a
performance issues. Nevertheless, system administra-
tors can either purge or overwrite unwanted image
dumps.

Dependence on CSP

Many researchers have cited the dependence on CSPs
during the forensic investigation process (Dykstra and
Sherman, 2011; Zawaod and Hasan, 2013). While it is not
common, there is a move by CSPs to provide management
tools so that customers can collect the artifacts. To solve the
dependency issue, one can use the Management Plane and
specific SLAs, described in Section 3.3.1 and 3.1.4, respec-
tively. Clearly drafted and executed Service Level Agree-
ment between the provider and consumer is one of the key
elements to address the CSP dependence challenge. The
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SLA should specify specific forensic elements such as
monitoring, forensic support services, data ownership
(specifically of the data under investigation), responsibility,
the right to retain consumer data for investigative purpose
even when the consumer decides to change the cloud
provider, and regulatory compliance including privacy
(Alhamad et al., 2010; Ruan et al., 2012).

Ephemeral nature

The ephemeral nature of cloud data is another major
issue facing the data acquisition. For example registry
files, temporary files, Internet access history logs etc., are
key forensics artifacts; however, data such as this can be
difficult to collect from a cloud environment. The report
by CSA mentioned the importance of acquiring volatile
data in the cloud (CSA, 2013a). The Periodic snapshotting
of VM instances, described in Section 3.3.1, is a possible
solution.

Trust

In general trust means an act of faith in confidence and
reliance on something that's expected to behave or deliver
something as promised (Khan and Malluhi, 2010). In the
cloud computing context, trust is the belief in the compe-
tence and expertise of the CSPs, and the underlying cloud
architecture and systems, to reasonably care the valuable
information assets of the users. Trust and control go
together, e.g., we trust a system less if it has poor control.
Trust also is function of ownership, e.g., you trust your own
data assets. Note that in a public cloud model the service
provider is the custodian of customer's data assets and
customers have neither ownership nor control of the
environment. When an enterprise adopts cloud and con-
signs its data (belonging to the enterprise and its clients) to
the cloud, it creates an array of complex trust relationships.
First, the enterprise must trust the cloud provider. Second,
the enterprise should ascertain that their clients have
enough reason to trust the same provider. In cloud foren-
sics the lack of transparency and trust, results in untrust-
worthy evidence data (Birk and Wegener, 2011; Khan and
Malluhi, 2010).

Researchers have highlighted the problem associated
with Trust in cloud forensics (Birk and Wegener, 2011;
Damshenas et al., 2012; Daryabar et al., 2013; Dykstra and
Sherman, 2012; Hay and Nance, 2008; Hay et al.,, 2011;
Zawaod and Hasan, 2013). The different layers of trust for
[aaS cloud model are: Network, Physical hardware, Host OS,
Virtualization, Guest OS, Guest application/data (Dykstra
and Sherman, 2012). For the evidence to be valid there is
a need to establish trust in the layers of used cloud model.
The layers of trust increases cumulatively as more services
are subscribed from the CSP, i.e., the layers of trust are the
highest for SaaS model and lowest for [aaS model. Fig. 1
describes the trust layers.

Solving the trust issue for cloud forensics remains a big
challenge. Trust cannot be solved by using technology
means alone; rather the solution should be a combination
of process, people and technology. Following an established
forensic process, e.g., ACPO guidelines, having appropri-
ately experienced or certified people undertaking forensic

collection and evaluation, and using industry recognized
forensic software or hardware tools, would together
contribute to strengthening the trust in evidence.

Trust can also be treated as a function of security. Con-
sumers will trust the systems that are more secure. Security
is a significantly recurring factor in the concept of trust in
an IT environment. To place in the context of cloud
computing forensics and trust, ultimately we are searching
for trustworthy tools, methods and persons to identify,
acquire and analyze forensic data, such that the evidence is
worthy of trust. In other words, the evidence collected from
a more secure system will be more trusted. One of the
widely accepted approaches to solve the security issues is
using Trusted Platform Model (TPM), which is briefly
described as follows.

e Hardware TPMs: There are hardware vendors who inte-
grate TPM chip to the motherboard, which is capable of
performing platform authentication. TPM contains a
private key endorsed with the chip that uniquely iden-
tifies the hardware (thereby the physical host) supported
by cryptographic functions that cannot be modified. The
manufacturer of the chip signs the corresponding public
key to validate the correctness of the chip and validity of
the key. However TPM chips are usually designed to work
with single OS on a single machine and typically would
not scale with system virtualization — the default char-
acteristic of cloud computing.

e Virtual TPM (VIPM): Virtual TPM is a novel approach to
solve trust issue, where TPMs are located in the cloud as
virtual entities. ATPM instance can be obtained from TPM
cloud on demand, thereby TPM functionality can be ob-
tained even in platforms that have no TPM chips. This
technique scales very much to virtual instances where one
can access the same TPM instances from multiple VM
instances or locations and the users can use TPM func-
tionality without owning a TPM chip (Dongxi et al., 2010).

e Trusted Virtual Environment Module (TVEM): TVEM helps
to solve the trust issue by using a trust relationship
model, enabling parties to establish trust relationship
between information owner and the virtual environ-
ment on a platform owned by the CSP. The core
component of TVEM is the unique Trusted Environment
Key that combines trust from the information owner
and the service provider to create a dual root of trust
that is distinct for every virtual environment and sepa-
rate from the hosting platform's trust. The TVEM ar-
chitecture is modular and extensible that allows
flexibility and also provides persistent storage for keys
(Krautheim et al., 2010).

e Trusted Cloud Computing Platform (TCCP): TCCP provides
a closed box execution environment by extending the
concept of trusted platform to laaS environment. The
TCCP guarantees confidentiality and integrity and al-
lows users to attest to the laaS provider that its service is
secure before launching VMs. This is achieved by
providing an abstraction of a closed box environment
for customer's VM, guaranteeing that none of cloud
provider's privileged administrators can inspect or
tamper with its content (Santos et al., 2009).
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e Detective Controls: This is a method of establishing trust
in the cloud using detective rather than preventive ap-
proaches and thereby increasing accountability. Detec-
tive controls are based on policy and process, which
complements preventive controls. The benefit of this
approach is that it is non-invasive and enforces the need
for policy and governance structure for both cloud
consumer and provider and thereby establishing
accountability and trust (Ko et al.,, 2011).

Multi-tenancy

One of the prime characteristics of cloud computing is
that multiple VMs, hosting multiple tenants instances can
share the same physical hardware, and that can spread
across different data centers. This model is very much
different to single owner system, where it is easy to seize
the hardware. The multi-tenancy aspect adds very much
to the complexity of forensics data collection in the cloud.
Though the VMs operate in their own sandboxes without
knowing the existence their neighbors, doing a physical
seizure is not at all practical as it can hold other cus-
tomers' data. CSPs are bound to protect the privacy of
customers and abide by the regulations. For example a
2012 report by ENISA emphasized that multi-tenant out-
sourced services should protect the privacy of co-tenants
(Hogben and Dekker, 2012). Further Ruan et al. (2012)
highlighted that SLAs must address privacy issue and
noted that “the cloud provider to accurately and compre-
hensively filter forensic data sources that contain data
belonging to multiple tenants and release only the data
related to the specific tenant”.

Researchers have recommended to use management
plane for forensic data acquisition. Dykstra and Sherman
(2012) used forensic tools, such as EnCase and FTK, to
successfully return the evidence from Amazon EC2 cloud
without violating the privacy of other tenants. Some CSPs,
e.g., Amazon, offer a single tenant option while creating an
instance for an additional fee. Other suggested solutions
are:

e Isolating cloud instance: Delport et al. (2011) introduced
a new concept of isolating the cloud instance to facilitate
forensic investigation, using different methods such as
instance relocation, address relocation, server farming
etc. The isolated instances can prevent further contam-
ination or tampering of possible evidence.

e Sandboxing: Creating sand box image of virtual machine
instance is another way of isolating and protecting the
evidence (Delport et al., 2011; Greamo and Ghosh, 2011).
Sandboxing is an easily executable option and most of
the vendors support sandboxing feature. Sandboxed VM
images can then be acquired using remote acquisition
methods.

Jurisdiction

The CSPs often perform data mirroring to ensure high
availability and business continuity. The mirrored data-
bases can be in different jurisdiction than the primary
location, causing lack of real time information about the

data location as well as introducing high degree of diffi-
culties for data acquisition. Jurisdictional issue associated
with data location is one of the major concerns of cus-
tomers. The cloud consumer should be aware that it could
be difficult, to conduct investigation when the data does
not reside in jurisdictions with proper regulations (Ruan
et al,, 2013).

One possible solution to the problem is using specific
SLA, described in Section 3.1.4, in which customers could
specify where the data could be stored or relocated. The
cloud provider should also accurately track the jurisdiction
in which a cloud consumer's data resides during a given
period (Ruan et al.,, 2012). If the data assets are spread
across logical infrastructures around different locations,
then they can be acquired using proven techniques such as
Remote Data Acquisition or commercially available tools.
Further to that, if the data crosses geo-political borders,
stronger international cooperation and agreements also
will be required for evidence artifacts collection, estab-
lishing chain of custody etc. (Taylor et al., 2011). As an
example, international agreements in the form of Mutual
Legal Assistance Treaties (MLAT) that exists between US
and other countries generally allows the exchange of evi-
dence and information in criminal activities (INCSR, 2012).
The Convention on Cyber Crime, held in Budapest on Nov
2001, outlines the legal framework for combating cyber-
crime; in particular Article 22 to Article 25 discuss Juris-
diction, International cooperation and General principles
related to mutual assistance for the purpose of in-
vestigations or proceedings concerning offenses related to
cybercrime (DOS, 2001).

Prasad (2012) argues the need for stronger and effective
international legal framework, citing that the existing in-
ternational conventions and treaties are not effective for
combating cybercrimes, especially when the perpetrator
and the victim fall in different jurisdictional area. Leader-
ship of world bodies, such as the United Nations, is essen-
tial to facilitate agreements among member states,
including the collection and sharing of information by
enforcement agencies (Prasad, 2012).

Deleted data

From forensics perspective, deleted data and attributing
the deleted data to a specific user are vital sources of evi-
dence. Normally, the deleted data can be collected from the
media using data carving methods supported by forensics
tools. However, in case of cloud, the volatility and elasticity
of cloud environments make it much harder to collect the
deleted data. Dykstra and Sherman (2012) showed how to
remotely acquire hardware and memory images from
Amazon cloud. They also proved the completeness of the
data by analyzing the image, as well as the timeline of ac-
tivity of the actions done (in this case they created and
deleted a series of web pages), with no anomalies or any-
thing unusual to suspect the integrity of the data. They
could also prove that, it is possible to collect the deleted
data (provided that the data volume is not overwritten) by
the same tenant, excluding data or residual data from the
previous tenant(s) who probably had the same hardware
space (Dykstra and Sherman, 2012). Though this satisfies
the privacy regulations, it works negatively from forensic
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perspective. Those with criminal intention can carry out
the tasks using cloud and terminate their account, delete
the VM instances and disappear without leaving any trace.
CSPs, in an attempt to provide highest respect to privacy,
delete the data completely once confirmed by the users. For
example, Google's current policy on deleted data states the
following:

“After a Google Apps user or Google Apps administrator
deletes a message, account, user, or domain, and confirms
deletion of that item (e.g., empties the Trash), the data in
question is removed and no longer accessible from that
user's Google Apps interface. The data is then deleted from
Google's active servers and replication servers. Pointers to
the data on Google's active and replication servers are
removed. De-referenced data will be overwritten with
other customer data over time” (Google, 2014).

This highlights the fact that there is a disconnection
between privacy regulations and forensic needs in the
cloud. Even if deleted data has been found in the cloud,
attributing it to a specific user remains to be a big challenge
due to the sheer volume of the data and amount of backup
cloud provider would maintain (NIST, 2014b). Taking
frequent snapshots of the virtual image is a possible solu-
tion, which has been explained in Section 3.3.1, under
bullet point Snapshot Analysis.

Lack of specialist commercial tools

Full forensic artifacts also include the metadata, full
revision history of files and the changes done to the file
content, registry contents, deleted partition, network logs,
traffic patterns and more importantly the hypervisor level
logs which provide critical information such as cloud
instance user account creation and deletion times. There is
a lack of certified commercial tools that can be used for e-
discovery and data acquisition for forensic purposes in
cloud environment in its entirety. However, researchers
have proved that it is possible to perform remote data
acquisition from an active user account (Dykstra and
Sherman, 2012).

Researchers have also found that wide range of forensic
artifacts remain in the client and server sides as data
remnants, e.g., directory listings, pre-fetch files, link files,
thumbnails, registry, browser history etc. Further, the link
file references still exist even after file erasing tools have
been used as reported in the case studies conducted on
Microsoft Skydrive and ownCloud instances (Martini and
Choo, 2013; Quick and Choo, 2013). All such data rem-
nants and file references forms part of valid forensic
artifacts.

Federici (2014) extended the work outlined by Quick
and Choo (2013) and presented a Cloud Data Imager.
Federici (2014) noted that the motivation for the work is
that the traditional approach of bit stream copying of mass
storage may not be possible in an investigation concerning
crime related information hosted on cloud platform. Ap-
plications devoted to remote data acquisition with foren-
sically sound architecture and requirements are not wide
spread to date and cloud data imager fills this gap. Cloud
data imager is a dedicated forensic software to log the full
conversation with the cloud platform at application level

and in clear text, which supports remote data collection
from cloud storage, conforming to the principle of reli-
ability and integrity of digital evidence by enforcing read
only access (Federici, 2014).

However, such kind of holistic and certified tools that
provide end-to-end forensic data collection, including
hypervisor level information, are not so widespread to date.
Therefore, the cloud consumer or investigators have to
depend upon the CSPs to provide the evidence.

Examination and analysis

Once the digital artifacts are acquired and preserved the
next logical step is the examination and analysis phase.
Examination and analysis is one of the crucial elements of
forensic computing. According to NIST, Examination is
defined as “Forensic tools and techniques appropriate to the
types of data that were collected are executed to identify and
extract the relevant information from the collected data while
protecting its integrity” (Kent et al., 2006). NIST states that
Analysis “Involves analyzing the results of the examination to
derive useful information that addresses the questions that
were the impetus for performing the collection and ex-
amination” (Kent et al., 2006). ISO 27037 defines analysis as
“identification and evaluation of items of evidence from a
source of potential digital evidence” (ISO 27037, 2012).

Typically, in an Analysis phase, the significance of in-
formation artefacts evaluated and a narrative produced is
supported by the evidence and a timeline of events. A
narrative would help to understand the case better and can
be easily explained to a jury. However, this is not manda-
tory and mostly the presence of evidence is enough. Table 4
lists the challenges and recommended solutions in Exam-
ination and Analysis phase as applicable to the cloud
platform.

Lack of log framework

In general, cloud service providers use their own logging
policy and format (AWS Security Centre A, 2013b, 2014,
Google, 2014). Lack of proper forensically valid log frame-
work applicable to cloud computing, produces challenges
in time lining of events. However, logs are not mandatory
for investigative purpose and investigations can be con-
ducted by examining file contents, access time stamps and
data remnants. Nevertheless, logs really help an investi-
gator to connect the dots. In Section 3 we discussed various
digital forensic frame work. Log framework forms a subset
of comprehensive forensic framework. Recommended so-
lutions proposed by researchers are briefly discussed
below:

e Comprehensive Log Management System: The need for a
comprehensive log management system, which con-
tains enough information satisfying the forensic needs
has been flagged by many researchers (Dykstra and
Sherman, 2012; Marty, 2011; Sang, 2013; Zawoad
et al,, 2013). Marty (2011) proposed cloud application
logging framework, and provided a detailed guidelines
regarding when to log, where to log and exactly what to
log in order to enable forensic investigation, reporting
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Table 4
Examination and Analysis phase: Challenges and Recommended Solutions.
No: Challenges Recommended solutions Comments
1 Lack of Log Frame work Comprehensive Log Management system (Dykstra and A good log helps to timeline the events and
Sherman, 2012; Marty, 2011; Sang, 2013; Zawoad et al., understand the case better
2013)
Amazon AWS CloudTrail (AWS Security Centre, 20133, Provides prime forensic information for
b) Amazon users
2 Evidence time lining AWS CloudTrail can provide a partial solution (AWS AWS Cloud Trail provides comprehensive
Security Centre, 2013a, b; 2014) access info in UTC format and enables time
lining
Secure Logs with proper time stamps End-to-end log helps to create a time line of
events
Secure Provenance ((Lu et al., 2010) Provides the ownership and history of data
objects
3 Encrypted data Cloud key management infrastructure (CSA, 2013a) Possible future implementation
4 Evidence data AWS CloudTrail supports aggregation of log files (AWS Requires third party tools for processing and
Integration Security Centre, 2013a, b; 2014) analysis

Security Information and Event Management (SIEM)

(Hewlett-Packard, 2012)

Data Tracking (Zhang et al., 2011)

Supported by tools like ArchSight

Data tracking in the cloud, using provenance.

and correlation. In the Secure-Logging-as-a-Service
(SecLaaS), the authors proposed a scheme to store
and provide logs for forensic purposes securely. This
scheme will allow the CSPs to store the logs in the cloud
while preserving the confidentiality of the cloud users,
and maintain the integrity, while at the same time
making it available publicly in a secure way (Zawoad
et al,, 2013).

e Amazon AWS CloudTrail: As a part of security operational
best practice and to comply with industry and regula-
tory compliance, Amazon has recently provided AWS
CloudTrail audit logging feature. This feature is a web
service, which logs the API calls to support AWS services
and deliver the log file to a pre-defined Amazon Simple
Service Storage (Amazon S3) bucket. Though Amazon
has created the cloud audit trail web service by taking
into account various logging and compliance re-
quirements from PCI DSS v2.0, ISO 27001:2005 etc., it
can also be used for forensics analysis. The log files are
written in Java Script Object Notation (JSON) format. The
log files can be extracted from the defined S3 bucket
using AWS management plane, without requiring any
support from the CSP. AWS CloudTrail provides a
comprehensive mechanism to restrict the access to the
log files itself, such as configuring access using IAM roles
or even fortifying the access controls using AWS multi
factor authentication services, thereby alleviating the
issue related to authenticity or “trust” of logs itself.
Moreover, the log files are encrypted using S3 Server
Side Encryption (AWS Security Centre, 20133, b).

The AWS Cloud Trail is a regional service, but allows the
aggregation of log files across different regions and multi-
ple accounts to a single S3 bucket. The CloudTrail logs
events using UTC format, despite the running system time,
and provides a comprehensive information including “who
performed the activity, what they did, when and from
where”, which will be very useful in incident investigations
as well as in evidence time lining (AWS Security Centre,
2013a).

Evidence time lining

Time lining provides an association of timestamps with
each event or data item of interest in order to reconstruct a
sequence of events. Time lining is assisted by the fact that
the majority actions performed on the object are time
stamped. At this point, it is worth mentioning some of the
requirements of digital evidence. Digital evidence must
satisfy the same legal requirements as conventional evi-
dence, i.e., it must be (i) Authentic, (ii) Reliable, (iii) Com-
plete, (iv) Believable and (v) Admissible (Reilly et al., 2010,
2011). Further, Reilly et al. (2011) explained how to re-
construct the sequence of events in a hacking attacks be-
tween end point device, target, victim and intermediaries
in a cloud scenario. Time lining assists to understand evi-
dence and data, putting information into context, which is
potentially easier to understand. Further time lining also
helps to explain the case better to a jury. Researchers have
suggested the following methods to help evidence time
lining:

e Secure Logs with proper time stamps: Such as AWS
CloutTrail logs or Secure Logging as a Service proposed
by Zawoad et al. (2013) or similar logs which can be used
for end-to-end event time line creation

e Secure Provenance: Lu et al. (2010) proposed secure
provenance, citing it as the bread and butter of data
forensics in cloud computing. Secure provenance re-
cords ownership and process history, and provides
trusted evidences of data objects; therefore, it plays a
key role in cloud forensics. A properly implemented
secure provenance helps in evidence time lining,
because ownership and process history attributes pro-
vide information regarding ‘who’ owned the data object
at a given time, and ‘who’ updated the objects
respectively.

Encrypted data
Encryption is being widely used by cloud customer as a
measure of securing the data, or to satisfy legal and
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Table 5
Reporting and presentation phase: challenges and recommended solutions.
No: Challenges Recommended solutions Comments
1 Jurisdiction Cross border law, International relations Legal Agreements (E.g.: MLAT ((INCSR, 2012)

Chain of custody

Well defined principles and guidelines (Biggs

Essential to establish the trust of the evidence

and Vidalis, 2009; Grispos et al., 2013; Taylor

etal, 2011)
3 Crime scene reconstruction

by tools and technology
4 Complexity of Cloud Time lining of events
5 Compliance

Framework, process and guidelines, supported

There is a lack of such tools

Difficult to explain the complexity of cloud to
jury

Established principles, process and procedures —
(e.g., ACPO guidelines in UK)

compliance requirements. However, criminals can also use
encryption for illegal purpose. McKemmish (1999) pointed
out the wide spread usage of encryption by criminals to
hide illegal images. Biggs and Vidalis (2009) mentioned
that 70—80% of an investigator's workload in UK law
enforcement agency is spent on monitoring cloud
computing usage by pedophiles. Therefore, from forensic
perspective, the encryption produces a significant barrier
for an examiner. Cloud Security Alliance's report suggests
that “key management infrastructure used within the cloud
(topology, process, technologies) may create the option to
make the key accessible” for forensic examiners (CSA,
2013a), as a possible future solution. However, such op-
tion should be supported by proper regulations and
governance structure to avoid possible privacy violations
and misuse.

Evidence data integration

In cloud, the evidence data is spread across multitude of
devices spread across different locations, including mobile
end points, middle tier proxy servers and cloud virtual
environment itself. In addition, as Ruan et al. (2011 ) pointed
out, CSPs often trade services among themselves, creating a
complex array of intra-cloud dependency chain. The
trading produces additional challenges, not only to acquire
the evidence from multiple sources, but also in collating
and integrating the evidence data as investigators have to
follow each link in the dependency chain.

Integrating all these pieces of data and creating the
sequence of events are crucial parts of forensics process.
Suggested methods are discussed below:

e AWS CloudTrail supports aggregation of log files to a
single Amazon S3 bucket (AWS Security Centre, 2013a),
which is useful only for Amazon customers but requires
third party tools for doing business intelligence analysis.
In view of forensics, any additional layer of third party
tools used adds a layer of ‘trust’ issue.

e Security Information and Event Management (SIEM) tools,
such as ArchSight, provide log integration from multiple
sources and can be used for evidence time lining
(Hewlett-Packard, 2012)

e Data Tracking: Zhang et al. (2011) provided a mechanism
of data tracking in the cloud using data provenance
software tools implemented utilizing data tracking
principles would help to integrate user artifacts and
draw event time line.

Reporting and presentation

Evidence collected during the collection or acquisition
phase and the analytical reports are presented to the court
of law during this phase of the forensic process. NIST
defined Reporting as a process which “includes describing
the actions performed, determining what other actions need
to be performed, and recommending improvements to pol-
icies, guidelines, procedures, tools, and other aspects of the
forensic process”(Kent et al., 2006). The expertise and the
qualification of the presenter and the credibility of the
process used to produce the reports can be challenged in
the court. Therefore, reporting and presentation are critical
to determine the probative value of evidence.

Table 5 lists challenges and their recommended solu-
tions in this phase.

Jurisdiction

In Section 3.3.6, we discussed the jurisdictional issue
related to evidence acquisition in cloud. Jurisdiction also is
a challenge while presenting the case, because the law of
the land is different from place to place. For example,
Prasad (2012) cited that, as per Australian law the perpe-
trator must be in Australia or an Australian citizen overseas
for cybercrimes to be accepted by Australian court. If the
perpetrator is overseas, but not an Australian citizen, and
there is no extradition treaty between the host nation and
Australia, then Australian court has no jurisdiction, further
strengthening the argument for an international frame-
work (Prasad, 2012). Further, a study conducted on critical
criteria for cloud forensic capability found that lack of law,
regulations, lack of international cooperation and legisla-
tive mechanism in cross nation data access and exchange
are by far the most forensic challenges in the cloud (Ruan
et al., 2013). Cloud forensics, being a multi-dimensional
issue and consisting of technical, organizational and legal
domains, requires collaboration between international law
enforcement agencies and legal framework to conduct and
present crimes conducted using cloud computing (Ruan
et al, 2011). Legal framework like MLAT would help in
those countries that are signatories to it.

Chain of custody

Proving the chain of custody in cloud forensics is a more
complex process as compared to traditional digital foren-
sics when it comes to case presentation. Further, in a survey
study, Ruan et al. (2013) found that “a procedure and a set of
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toolkits to record and maintain the chain of custody in an
investigation is very important” to consumers. Following
established guidelines, e.g., Association of Chief Police Of-
ficers (ACPO) guidelines in UK, is one way to establish chain
of custody. These guidelines provide all relevant informa-
tion to be followed with high standard, for the case to stand
in the court and to establish trust in the evidence presented
(Biggs and Vidalis, 2009; Grispos et al., 2013; Taylor et al.,
2011).

Crime scene reconstruction

Reconstructing crime scene in the cloud remains as a
challenge, due to lack of applicable tools and supporting
process and guidelines. The algorithms and software tools
for reconstruction of cloud storage and evidence are yet to
be validated and developed (NIST, 2014b).

Complexity of cloud

Juries in common law system are made of individual
from general-public, often with very limited or no under-
standing of cloud computing technology. Therefore expert
witness will be faced with the daunting task of ensuring
juries fully understand the principles and technology of
cloud computing (Grispos et al., 2013). In simple terms time
lining events would help to explain the case better to a jury
and easier to understand.

Compliance

For evidence to be legally valid in the court, following an
established standard procedure throughout the forensic
process is necessary. Several examples of established pro-
cedure are (i) ACPO Good Practice Guide for Computer
Based Electronic Evidence and (ii) International Organiza-
tion on Computer Evidence (IOCE). ACPO guide provides
the definitions and the four principles of computer based
electronic evidence (ACPO, 2012). In general terms the
ACPO rules are mirrored by the IOCE in its draft guidelines.
But the guidelines are developed prior to the advent of
cloud computing (Adams, 2013). Adams (2013) discussed
the principles of the guideline provided by the ACPO, their
applicability in the cloud environment, and the difficulties
in following the principles, despite the authors stressed the
importance of following the guidelines to ensure compli-
ance. In the absence of specific process model, higher level
frameworks such as ISO, framework would apply. If the
organization creates and follows its own standard oper-
ating procedures, it may not stand up in the court.

Summary and future work
Digital forensics as a service

We have discussed several digital forensic process
models, most of which were developed for traditional
forensic purpose. Researchers have tried to extend these
models to cloud forensics. Even though the digital forensic
process model is not standardized, there exists consensus
on the abstract level about the digital forensic model.
However, more work remains to be done to produce
models that are recognized and accepted by all stake-
holders of cloud computing.

Digital forensics in the cloud is an emerging area, and
digital forensics-as-a-service is a service based approach
for processing and investigating digital material, that has
been discussed by many researchers (van Baar et al., 2014;
Wen et al., 2013). van Barr et al. (2014) provided an analysis
of the digital forensics as a service model (DFaaS) setup in
Netherlands. In DFaaS model, the digital investigator fo-
cuses on harvesting forensic data continuously and sends
the data to a centralized system. Detectives with specific
domain expertise and deep knowledge (rather than in-
vestigators) are given access to the subset of the harvested
data, which they analyze. The detectives functions as ana-
lysts, and the investigators functions more as a harvesters
of forensic data. Using business intelligence applications,
search and filtering techniques, the noise in the data set is
much reduced and detectives can easily narrow down the
analysis to small sub set of traces, which is of importance to
deduce hypothesis and conclusion. The paper concludes
that the this model has become a standard in Netherlands
with great success (van Baar et al., 2014).

In the work by Wen et al. (2013) on Forensics-as-a-
Service (FaaS) used cloud platform to do forensic exami-
nation and analysis and proved a forensic workflow man-
agement and processing using cloud. The abundant
processing and storage power available in cloud is an ideal
environment for storing and processing overwhelming
magnitude of digital data and to enable interoperability
among many forensic data processing softwares. Wen et al.
(2013) proved that the cloud based forensic work flow
management and processing can save up to 87% of analysis
time, in the tested scenarios, in comparison with traditional
methods.

Summary of findings

Unknown physical location of forensic artifacts and
duplicate copies of the data being spread across different
virtual servers, possibly in different countries, in a cloud
environment causes significant hurdles not only in the
evidence identification phase, but also in preservation and
acquisition phases. Further work needs to be undertaken
for efficient resource identification without being cost
prohibitive. Often Law Enforcement Agencies (LEA) and
customers have to depend upon CSPs for full data recovery
and that requires stronger SLAs. More work is required to
be undertaken addressing cloud forensic SLA guidelines.

The decentralized and ephemeral nature of cloud envi-
ronment produce not only a technical challenge, but also a
legal issue, requiring support from other countries, since it
is possible that the victim, the perpetrator and the cloud
platform are located in different jurisdictions. Though there
exists legal framework for cooperation among some
countries, authors identified a lack of international frame-
work and agreements, suggesting urgent attention by
lawmakers.

Often CSPs trade service among themselves, creating an
array of dependencies and trust issue. Investigators have to
follow each link in the chain in order to collect the evi-
dence. Moving forward, there is a strong need for a foren-
sically valid uniform log framework, including the ability to
capture hypervisor level logs that are segregated per user
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account level (to protect the privacy of co-tenants), and the
ability to track the movement of user files in intra-cloud.
Such logging mechanism will greatly help the traceability
and provide transparency. Guidelines or processes to follow
when CSPs trade services among themselves are other av-
enues for further research work.

Cloud customers are adopting encryption to ensure the
confidentiality and integrity of data, or to satisfy the policy
or regulatory requirements. However, encryption causes
biggest challenge in evidence identification and evidence
segregation. Live forensics and frequent capture of snap-
shot images of the running system enhances the forensic
capabilities, but it adds to cost, creates overhead and per-
formance issues. It is equally important to keep the hash
values of critical forensic artefacts, like log files securely.
More work should be undertaken to create a standard
operating procedure and supporting guidelines for the in-
vestigators to have access to the decryption key without
violating the privacy rules.

Properly implemented secure provenance can play
critical part in the future of cloud forensics, as it provides
ownership, process history, and comprehensive security
features, thereby forming part of trusted evidence (Lu et al.,
2010). The data tracking mechanism suggested by Zhan
et al. (2011) can be extended to look beyond a single cloud
environment to inter-cloud, cloud-to-internet and
internet-to-cloud data movement and management sce-
narios as future work.

We also found that ensuring trust in cloud evidence
remains a big challenge in cloud forensics. Also, deleted
data is much harder to collect from a cloud partition. In
general, forensic requirements and privacy rules often
contradict each other and cloud providers, in an attempt to
give maximum respect to privacy laws, make the cloud
platform more secure, inadvertently making forensic tasks
much harder. It is also our observation that the major CSPs
have started providing forensic capabilities in their service
offerings (e.g., Amazon CloudTrail).

In a recent case study using XtremeFS tool, on distrib-
uted file system, which are commonly used in cloud
computing environments, Martini and Choo (2014) high-
lighted the importance of forensically sound process. Such
process can provide clear guidance to digital forensic
practioners in their investigation, from evidence source
identification and preservation, to collection of volatile,
non-volatile and network data, to examining and analyzing
the data, and finally to reporting and presenting in a court
of law (Martini and Choo, 2014).

Conclusion

Cloud computing has changed the way the IT services
are being delivered and consumed. There has been a
tremendous growth of cloud adoption and that trend is
expected to continue. Correspondingly there is growing
concern by the consumers about the security and privacy of
data assets stored in the cloud. On the other hand there is a
growing concerns on the potential to use of cloud as a
platform to conduct cybercrimes. With immense
computing power and storage offered by cloud, major at-
tacks can be conducted in shorter time periods and at low

cost. The criminals can then terminate the account
completely and disappear without leaving any traces. This
is further exacerbated by the digital forensic difficulties and
challenges in cloud environment. In this paper, we have
provided systematic analysis of cloud forensics challenges,
their possible solutions pertaining to different phases of the
forensic process, and detailed analysis of the recommended
solutions. We have identified the maturity of solutions and
flagged the opportunities for further research and devel-
opment. We have also provided a brief summary of
forensics-as-a-service models.
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