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5. conclusions .

 It has been shown that the FPGA implementations of ANNs may characterize high flexibility 
as well as high calculations speed and reasonable accuracy in comparison with software 
realization of ANNs. On account of the application of floating point arithmetic and very high 
accuracy of the activation function calculation, the ANN can be trained off-line, e.g. by the 
Matlab software or using processing systems with the ARM processors in such platforms as 
the Xilinx Zynq, and then the calculated weights can be directly used by the developed 
implementations. The feasibility of the alteration of the ANN's structure by a simple change 
of the RAM memory content makes the developed solution more flexible. Any existing 
methods or the previously developed communication module for the P1-TS system [14] can 
be exploited for the replacement of the FPGA-embedded block RAM memory content. The 
developed implementations can also be applied as hardware function blocks for the 
previously developed multiprocessor programmable controller [15], accelerating the 
calculations of ANNs. 
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