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6. Conclusions

We propose the hierarchical classification approach based on 

the relaxation strategy which alleviates the impact of the ‘blocking’ 

problem. It delays the uncertain category decision until it can be 

classified definitely, and so the error that has occurred in the up- 

per level will not be transferred to the lower level. We also apply 

the Least Information Theory in term weighting and documenta- 

tion representation and it offers a new basic information quantify 

model by different probability distributions. 

The experiments on RCV1 data shows that the text hierarchical 

classification method based on the relaxation strategy has greater 

advantage on the time performance over SVM with an increasing 

data size. And it can also maintain both higher precision and re- 

call simultaneously. Specially, by the use of LIT method for term 

weighting, the classification performance achieves significant im- 

provement over classic TF∗
 IDF on most classifiers. LIT measures 

the distance between two probability distributions and establishes 

a new basic information quantity approach. It performed better 

than TF∗
 IDF not only in the field of text classification but also other 

natural language processing application, such as clustering, infor- 

mation retrieval and so on. 
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