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CONCLUSIONS

Deep artifical neural networks offer a better selec-
tion of features in the time series data compared to
shallow NNs and take into account more features.
Obviously, not all existing DNN architectures and
their training options are presented in the paper. For
example, a promising direction is the development of
models that change their architecture in the learning
process.

Practical research work is now far ahead of mathe-
maticians’ ability to prove anything about the DNN.
There are many versions of deep architecture and, in
most cases, there is no mathematical proof why they
are good or better than others. Deep training is a rap-
idly developing field, and new architectures, versions,
and algorithms appear almost daily.

The DNN formula for success is as follows:

(1) Pretraining algorithms make it possible to find
a good starting point for fine-tuning conducted by the
backpropagation method from which the gradient
descent method makes it possible to achieve a good
local minimum (and most often a global minimum).

http://iranarze.ir/%D8%AC%D8%B3%D8%AA%D8%AC%D9%88/
http://iranarze.ir/deep+artificial+neural+networks+analysis+seismic+data

