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The Dynamism of Pre-decision Controls in the Apprasal
of Strategic Investments

Abstract

In this study we examine the dynamism of pre-deniscontrols in the appraisal of strategic
investments, an area largely overlooked by theslitee, even though it is of the utmost importatace
understand the mechanisms companies use to enseire dptimal capital investments. More
specifically, we investigate how changes in comgsinieconomic, strategic, and organisational
conditions relate to an increased emphasis on gisidn controls such as policies, procedures, and
routines. The empirical data is based on 108 ierv from among the 150 largest Finnish
manufacturing companies. The paper contributesht® dcarce capital budgeting literature by
extending the discussion of the adaptations of desion controls to external and internal
environmental changes. We add to the literatureHowing that changes in management may play a
decisive role in control adaptations. Furthermere provide strong support to maintain that incrdase
financial pressure can be related to the tightersedof controls.

Key words: strategic investment, pre-decision control, managetmaccounting change, capital budgeting,

generalised linear model

1. Introduction

Success in strategic investment decision-makingatlyreaffects the extent to which a
company can achieve its strategic objectives. Talit@te optimal capital investment,
companies use various types of pre-decision cantvefore their investment decisions take
place, and these controls play a major role in emguhat a company selects its investments
appropriately (Simons, 2000). These control medmsi typically include policies,
procedures, and formal routines related to experalifiuthorisation levels, profitability
requirements, managerial involvement, and pre-getexd financial, strategic, and risk
analyses (Alkaraan and Northcott, 2007).

Several studies describe the different aspectsuaed of pre-decision controls in companies
(e.g., Alkaraan and Northcott, 2007; Arnold and zg@bulos, 2000; Carr et al., 2010;

Emmanuel et al., 2010). Nevertheless, these stadiest a static point of view and hence do
not cover aspects related to changes in theseat®n&dditionally, there are studies reporting

the changes in capital budgeting trends (Alkaraah Morthcott, 2006; Pike, 1996), but they

do not reveal anything about the changes in aquéati company. A fewprior management

control system (MCS) studies have, to a minor dxtecluded capital budgeting when they
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have examined how changes in MCSs are associatedewternal and intra-organisational

aspects such as competition, organisational captxithange (learn), decentralisation, and
firm size (e.g., Chanegrih, 2008; Libby and Water® 1996; Williams and Seaman, 2001).
In these studies, however, various pre-decisionrotsnhave been considered as one control,

hence providing us with results only on an aggetmatel.

In their case study, Vesty et al. (2015) invesgddtow companies responded in their capital
budgeting to changes in new environmental and koegulations. They show that the case
companies changed their sustainability-related rotsit They do not, however, explicitly

compare the status of companies’ pre-decision otntrefore and after the environmental
changes. It appears that the only research thdicelypfocuses on changes in pre-decision
controls in specific companies is Slagmulder's @98ase study, which examined how
companies modify their pre-decision controls to i@eh alignment between strategic
manufacturing investment decisions and strategyegpond to changes in external and
internal environmental conditions.Her findings show that changes in environmental
conditions may cause strategic misalignments, hag tequire an adaptation of pre-decision

controls.

As outlined above, our understanding about the miysra of pre-decision controls during the
appraisal processes of strategic investmentslisstirce. There is a clear need to know more
about how companies respond to the changes inghgironments to ensure optimal capital
investment. This is also echoed by the calls ofji8lader (1997) and Alkaraan and Northcott
(2007), which urge more research on pre-decisiorrols. Slagmulder (1997) suggests that it
would be fruitful to examine the adaptations ofsteontrols in a larger sample than she did
in her case study. Similarly, Alkaraan and North¢®007) invite researchers to enhance our
current understanding about the choice and degigreedecision controls. As a consequence,
the purpose of this study is to investigate “hovarayes in companies’ economic, strategic
and organisational conditions relate to the adaptstof pre-decision controls of strategic
investments.” We specifically investigate the assomn between an increased emphasis on

pre-decision controls and independent variablesh si3 increased financial pressure, change

! Slagmulder (1997) broadly defines changes in environment as changes in both external environmental (e.g.,
competition) and internal environmental (e.g., organisation and strategy) conditions. This focus is in
congruence with Otley (2016), who separately identified the internal organisational environment, and
accordingly, firm internal (vs. external) variables.



in strategic orientation towards exploitation, afdinges in management. The choice of our
independent variables was greatly influenced by gher literature, which suggests that
changes in economic, strategic, and organisatiomadlitions may actually act as the major
drivers of adaptations within companies (e.g., Gwemd and Hinings, 2006; Modell, 2007).
Our dependent variable consists of typical adaptatin policies, procedures, and routines
that we have identified in the capital budgetingriture. In establishing this, we focus on the
more mechanistic pre-decision control mechanisme@all, 2003) and address these
controls on an aggregate level, and also delineat®dfour subgroups: adaptations in the
locus of decision-making, degree of formalisatibghtness of control, and introduction of

new control mechanisms.

Our empirical evidence is based on 108 telephoterviews from among the 150 largest
Finnish manufacturing companies. To focus the stowlya reasonable domain and reach a
sufficiently homogeneous basis for precise invesity, we specifically addressed strategic
manufacturing investments (SMIs), which are sulighimvestments in manufacturing plants
and equipment (e.g., Alkaraan and Northcott, 200V& used a structured questionnaire,
which included open-faced questions, and the ey focused on adaptations in the pre-
decision controls that had taken place in 2008-20tLivas anticipated that during the
financial crisis, many companies would have pogdiyti undergone changes in their
environments and consequently would have adapteid BCS (Hopwood, 2009; Van der
Stede, 2011). Our interviews revealed both incieasel decreases in pre-decision controls.
Nevertheless, because the data included evidenoestlmerely about the increasing
emphasis on pre-decision controls, this phenomenotivated us to narrow our research
focus down and move in this direction. The statgédtanalysis was performed using binomial
regression models and was estimated using the @jesaer linear modelling technique.

This study contributes in many ways to the catadgeting literature by shedding light on
the adaptations of pre-decision controls in respaa®nvironmental changes in the appraisal
of strategic investments, an area largely overldai the literature. Firstly, we show that
changes in management may play a decisive rolentra adaptations, specifically in terms
of increased formalisation and tightening of colstr&econdly, we provide strong support as
evidence that increased financial pressure canrelaed to the tightened use of controls.
Thirdly, in comparison to Libby and Waterhouse @pand related MCS change research,

we add to the literature by providing a more nudngieture of the adaptations per different



control mechanisms. Accordingly, we not only showether any kind of change has

occurred within capital budgeting, but we also addrthe adaptations in separate pre-control
mechanisms. Fourthly, we consider the directiothefadaptations (i.e., increased control),
not just analyse whether adaptations in control® laken place in any direction. Enhanced
understanding about the dynamism of pre-decisiarrols can also be managerially relevant
for companies. Specifically, our findings suggésittkey individuals and their perceptions

have an important role in selecting the adaptattonse made. Hence, to initiate changes in
formal systems, new managers may need to be irdeajwr current managers should at least

feel more pressure to implement the changes.

The remainder of this paper is structured as falo®ection Two presents the relevant
literature and Section Three continues by desaikiime development of the tentative
propositions. In Section Four, the data collechod analysis measures are explained, and the
empirical results are presented in Section Fiveally, discussions are presented in Section

Six and conclusions in Section Seven.

2. Literature Review
In this section, we first review the literature re-decision controls in capital investment and
then cover studies related to the MCS change irergénpre-decision control change in

particular. Finally, we end by synthesising thetisec

2.1. Pre-decision controls in capital investment

Management controls are devices and systems theaigees use to ensure that the behaviours
and decisions of their employees are consistent Wieir organisation’s objectives and
strategies (Malmi and Brown, 2008). For capitalestynent, management controls can be
divided into two main groups: pre-decision contraigl post-decision controls. Pre-decision
controls include control mechanisms used before ithestment decision takes place
(Alkaraan and Northcott, 2007). Respectively, pestision controls, such as monitoring the
implementation phase and post-completion auditarg, used during the later stages of the
investment process (Huikku, 2007, 2011; Huikku bokka, 2016).



There are voluminous pre-decision controls repoitethe literaturé. Here, we review the
most common controls we have identified in the tedudgeting literature (see Appendix A
for a list). The adaptations of these controls wi# operationalised for our dependent
variables later in this paper. The formal stanagrerating procedures for a company’s capital
investment typically define the procedures to tkovwved in the planning, evaluation, and
selection phases, including the capital budgeotrtiques to be applied (e.g., Alkaraan and
Northcott, 2007; Arnold and Hatzopoulos, 2000).ti8gt investment approval limits for
different hierarchical levels is a typical contr@imons, 2000). The largest strategic
investments require an approval from Board of Doesx (Melgin, 2016). In addition,
companies can have formal procedures for investm@mtdination, presentation of financial
estimates, and pre-designed, interim decision pdmtdecide about the continuation of the
project (Jorgensen and Messner, 2010; Miller ande@y, 2007). The requirements for top
management involvement and managers’ interactiothh wther managers to coordinate
investments can be formalised (e.g., Emmanuel.e2@Ll0; Jorgensen and Messner, 2010).
Importantly, ensuring the strategic alignment hasrbreported as a key prerequisite for a
strategic investment decision (Alkaraan and Norh@006; Carr et al., 2010; Slagmulder,
1997). In addition to mechanistic controls, it is widelgkaowledged that informal types of
control, such as managerial judgment based on geasiaintuition and experience, may
affect strategic investment decision-making to eagrextent (e.g., Alkaraan and Northcott,
2006; Harris et al., 2009; Lumijarvi, 1991).

With regard to controlling risk, prior studies repthat companies commonly use sensitivity
and scenario analyses for their risk analysis pftahinvestments, whereas other techniques,
such as computer simulation and CAPM analysispatevidely adopted (see, e.g., Alkaraan
and Northcott, 2006; Arnold and Hatzopoulos, 208ke, 1996, Vesty et al., 2013).
According to Harris (1999), companies may benedibf using rough risk analysis early on in
the capital investment process to avoid procesBigh-risk projects that ultimately did not
get funded. Commonly, companies also make projetiic adjustments to account for any
higher risk by raising the required rate of retwshortening the payback period requirement,

and using more conservative cash flow estimatesi¢Aader and Dugdale, 1998; Alkaraan

? See Burns and Walker (2009), Clancy and Collins (2014), Haka (2007), and Mukherjee and Rahahleh (2011) for
recent reviews of capital budgeting research addressing these aspects.



and Northcott, 2006; Chittenden and Derregia, 2013@rbeeten (2006) found that
manufacturing companies use sophisticated riskst@@lg., simulation analysis and CAPM
analysis) less than other industries do. Instdagly tise more frequently “naive” practices,

such as sensitivity analysis, scenario analysisaaaptation of the required rate of return.

2.2. MCS change

Our study can be considered a factor study sharicgncern regarding identifying the factors
that explain MCS change (or a lack thereof) (seg, ¢hnes and Mitchell, 1990; Laitinen,
2001)? This group also includes research that explaiestivironmental, organisational, and
technological factors associated with the desighuse of MCS and their change (Chenhall,
2003; Otley, 2016). For example, Baines and LaitdyBmith (2003) found that changes in
the competitive environment of manufacturing orgations led to changes in MCS via
changes in strategy, organisation design, techyolagd advanced management accounting
practices’

Even though there are factor studies on pre-detisantrols, they predominantly adopt a
static point of view (e.g., Govindarajan and Shah®92; see Haka, 2007 for a literature
review on investment appraisal studies). Priorissithave only minimally covered aspects
related to changes in pre-decision controls in tehphvestment. Libby and Waterhouse
(1996) studied MCS changes in a sample of Canadianufacturing companies. They
identified and hypothesised four independent véggthat may have been partly responsible
for their changes: intensity of competition, decairation, firm size, and organisational
capacity to change (learn). The number of chang@4GS in a specified time period (i.e., a
precise count) was used as a measure of changeg.fdimed 23 possible changes in MCSs,
capital budgeting change being one of them, but #pproach does not reveakr se how
capital budgeting was changed. Libby and Waterhsuggested that organisational capacity,
l.e., the number of existing formal accounting egsd, is the best predictor of change. Their

*The MCS change studies can be delineated into two groups: process-oriented approaches and factor studies
(Modell, 2007). Studies that use change process—oriented approaches are commonly concerned with the social,
political, and behavioural aspects of a change (see, e.g., Granlund and Modell, 2005).

*Burns and Scapens (2000) introduced a typology consisting of different dimensions of MCS changes. Their
three dimensions of change are formal/informal, revolutionary/evolutionary, and progressive/regressive (see
also Jabbour and Abdel-Kader, 2015). According to Modell (2007), managerial actions and external shocks may
boost more radical changes that can be considered formal, revolutionary, and progressive, whereas path
dependencies often reinforce informal, evolutionary, and regressive change processes.



research setting has been (at least partly) réptica different countries by later researchers:
Williams and Seaman (2001; Singapore), Sulaimanhitchell (2005; Malaysia), Chanegrih

(2008; France), and Hoque (2014; Australia). Thabeve-mentioned studies have also
described the nature of the changes, but havenabysed capital budgeting in detail, and do

not reveal how companies have adapted their prisidacontrols.

There are also studies that address changes inalcdypidgeting trends (Alkaraan and
Northcott, 2006; Pike, 1996). Nevertheless, theigogb literature that addresses adaptations
of pre-decision controls in the same company iscecd o our knowledge, the only study that
has focused on the dynamic aspects of pre-deciotrols is Slagmulder's (1997) field
study of six companies, in which she analysed ocbrithanges related to ten investment
projects’® Following the grounded theory approach, she prap@seéheory of how and why
pre-decision controls of strategic manufacturingestments evolve to maintain strategic
alignment® She adopted an adaptive perspective, assumingdhtibls adapt continuously in
reaction to ongoing changes in environmental caomt(e.g., Miles and Snow, 1978)er
theory identified three major phases in the alignim@ocess (p. 133). Firstly, she suggests
that changes in external and internal environmemhditions, such as competitive
environment, strategy, and organisation structmay actually cause strategic misalignments,
hence requiring further adaptation of pre-decisiontrols. Secondly, she suggests that the
companies use four techniques to adapt the preidaatontrols: introduction of new control
mechanisms, changing the tightness of the contcblsnging the degree of formality of the
controls, and changing the locus of decision-makifigirdly, in the final phase of her
theoretical framework, the effectiveness of the psalons to remove these strategic
misalignments can be addressed. In addition, mecently, Vesty et al. (2015) used case
studies to demonstrate how companies respondefiaioges in their environment through
capital budgeting. Specifically, they investigateldat kinds of sustainability-related controls
the companies had introduced in their capital itmest evaluation processes to respond to

changes in new environmental and social regulatiGostrary to our research, however, they

> However, see also Ackerman (1970) about changing the tightness of investment pre-decision controls when
responding to changes in corporate strategy, and Marshuetz (1985) about the influence of strategy change on
the complete redesign of strategic decision-making.

® See also Harris et al. (2016) and Langfield-Smith (2005) for analyses of Slagmulder’s (1997) study.

7 In addition, e.g., Kober (2007) shows that there can be a two-way relationship between MCS and strategy, i.e.,
MC mechanisms can both shape and be shaped by strategy.



do not explicitly compare the pre-decision contrbksfore and after the changes in the
(external) environment, i.e., before an event @aiction of certain regulations, or in our

case, the Great Financial Crisis).

Taken together, MCS literature suggests that osgéions will modify their controls when
they encounter changes in their environments. Nleekss, we know little about how
companies respond to the changes in their enviratsria the strategic investment context.
The notable exceptions are Vesty et al. (2015) Slagmulder (1997). Vesty et al. (2015)
show that companies react to sustainability-relaggilation and movement by modifying
their capital budgeting. Slagmulder (1997) mairgaihat changes in external and internal
environmental conditions may cause strategic ngsalents and require adaptation of pre-
decision controls. This result aligns with the dahl® suggesting that changes in economic,
strategic, and organisational conditions may acttlas major drivers of adaptations
(Greenwood and Hinings, 2006; Modell, 2007). Consedly, we study how changes in these
conditions relate to the adaptations of pre-degismntrols of strategic investments. By doing
so, we respond to her call to extend the reseasoigudarger samples and to test adaptation
processes with statistical methods. We focus autysbn adaptations in mechanistic controls,
such as control policies, procedures, and roufiffi@sreach a sufficient depth in our analysis,
we do not consider the relevant controls identifiethe literature only as a single group as in
Libby and Waterhouse (1996), for example, but edtefollowing Slagmulder (1997),

scrutinise them in four subgroups.

3. Development of the Propositions

3.1. General

This study adopts an explorative approach and doegropose hypotheses because there is
little empirical or theoretical knowledge to develbypotheses in this specific domain. We
offer, however, tentative propositions for the aggte-level associations based on broader
management and management control literature andvailable capital budgeting literature.
Accordingly, we develop propositions about the amdgmns between adaptations in pre-
decision controls in strategic investment and tbeemtial change factors on an aggregate
level to be used later in Model 1. We constructifeir models to explore associations between

® These kinds of controls can also be classifiedt@shhical management controls” (see, e.g., Teasi@rOtley,
2012).



the same independent variables as in Model 1 dsaweldaptations in the control subgroups
suggested by Slagmulder (1987$pecifically, we study whether companies havegiaan
increased emphasis on these controls, which wawddide more frequent and/or thorough
use of these control mechanisms for the planninbdmtision-making of investment projects
(Alkaraan and Northcott, 2013; Dean and Sharfma@93l Three change factors
(independent variables) addressed in all the maatelshe increased financial pressure of the
firm, the change in strategic orientation towargpleitation related to strategic investments,
and changes in management. Our choice of thesiEartindependent variables has been
encouraged by the prior literature, suggesting ifmgiortant stimuli for adaptations may be
triggered by a deteriorated economic situation,nglea in strategy, and changes in
management (e.g., in the SIDM context: Slagmuld®97; in the broader MCS context:
Greenwood and Hinings, 2006; Liguori and Steccpl@2011). Slagmulder (1997) also
identifies similar environmental change factors dsving forces that lay behind the
adaptations in pre-decision contrbisAdditionally, we use firm size, the change in tgic
orientation towards exploration related to strategvestments, capacity to change, generic

strategic configuration, and management style @ictmpany as our control variables.

3.2. Adaptations to pre-decision controls and inct@sed financial pressure

According to the MCS literature, it is reasonaldeassume that controls can change as a
result of an economic crisis (see, e.g., Enderdbh4; Ezzamel and Bourn, 1990; Janke et al.,
2014). Hopwood (2009) maintains that companientaeixtreme external pressures due to a
financial crisis need to redesign their MCS in orterespond to the new environment. In a
similar vein, Van der Stede (2011) suggests thah sucrisis produces pressure to change
controls related to planning/budgeting and risk agament. Accordingly, Becker et al.
(2016) show that companies that were affected rbgrthe 2008 economic crisis put more
emphasis on resource allocation and planning aspectheir budgeting process and less
emphasis on performance evaluation. In line witk, t&ranlund and Lukka (1998) maintain

that the pressure on changes in MCS can come fcomoenic causes, and Innes and Mitchell

° (1) Changing the locus of decision-making, (2) diag the degree of formality of the controls, (8jnging
the tightness of the controls, and (4) introducttdmew control mechanisms. The more detailed §pation of

the various control aspects for different subgraspgwesented in Section 4.

9 She terms her four subcategories for change inr@mental conditions as (1) changes in competitive
environment (including economic factors); (2-3) mhes in intended & emergent strategy; and (4) obsuig
organisation structure (including configurationrohnagement). Within the subgroups, her definitimutude
more aspects than the ones that we explicitly addnere.



(1990) propose that declining profitability may iwate firms to adapt their control
mechanisms. Also, Reid and Smith (2000) report thainges in MCS are associated with
cash-flow crises and shortfalls of finance. Withstlview, it has been suggested that
companies tend to alter their processes when thanational performance falls below its
aspiration level (Wiseman and Bromiley, 1996). Biffty (hostility, turbulence) in a firm’s
external environment has been associated with ategrereliance on more formal

(mechanistic) forms of control mechanisms (e.ger@fall, 2003).

Although there is both theoretical and empirictdriature on the influence of a deteriorated
financial situation on a firm’s tendency to addpeit control mechanisms (see above), the
literature that focuses on the type and directibadaptations in different controls remains
scarce. Specifically, in the capital budgeting eafitwe lack a deeper understanding about
the associations of increased financial pressutie pre-decision controls. Nevertheless, Carr
et al. (2010) suggest that a financially constrdipesition tends to drive firms to use a very
short perspective and focus on formal financiabeés. Additionally, they propose that
companies are likely to adjust their investmentl#atgon practices in response to a long-
lasting decline in performance compared to thearaholders’ expectations. Van Cauwenberg
et al. (1996) investigated the influence of a fgrfinancial situation on its level of formalism
in investment appraisal procedures. They found that majority of managers tend to
emphasise a more formal examination of investmeopgsals (including risk assessment)
when the company faces a challenging financiabitn. Additionally, they report that about
half of managers agree that companies with morerfmy financial manoeuvring (free cash
flow, auto-financing possibilities) undertake asldsrmal investment appraisal process. Pike
(1986) suggests that lower recent earnings perfocmaf a firm is associated with more
formal capital budgeting processes. In additionck®e et al. (2016) report that during the
2008 crisis, a large majority of companies chanbed approval policies for investments by
requiring the signature of a person higher up i@ lierarchy. Moreover, related to risk
assessment, Graham and Harvey (2001) found thlalyHigveraged firms are more likely to

use sensitivity and simulation analysis than legsiaged companies.

Based on the above discussions, we propose thatased control may be positively

associated with increased financial pressure offiriine
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Proposition 1: More emphasis on pre-decision controls on strategiestments is positively
associated with increased financial pressure ama f

3.3. Adaptations to pre-decision controls and charmgin strategic orientation

Scholars have reached a consensus, agreeing fiivat’'s strategy is associated with the
design and use of its MCS (see, e.g., Bedford .et28l16; Kober et al., 2007; Langfield-
Smith, 1997). It appears, for example, that firnsng strategies characterised by cost
leadership (defender approach, conservatism, anastaorientation) tend to focus more on
formal, traditional MCSs, whereas companies thathadopted differentiation (prospector,
entrepreneurial, and build) strategies use morarocg interactive, and long-term controls
(Chenhall, 2003; Langfield-Smith, 199'4)Tillema (2005) suggests that the use of a broader
scope of accounting instruments is more likelyiifahcial objectives are important and
financial consequences are significant but undlasin strategic investment decisions). Even
though a voluminous amount of literature about(#tatic) association between strategy and
MCSs exists, few scholars have explicitly addresbedassociation between changes in a
firm’s strategic orientation and changes in its agement controls (Chenhall, 2003).
Nevertheless, based on their study, Baines andfigdah@mith (2003) suggest that changes
moving towards a differentiation strategy will résin an increased use of advanced
management accounting practices, which is thencegsd with a greater reliance on non-
financial management accounting information, fastamce'? Kennedy and Widener (2008)
illustrate how their case company implemented werioontrol mechanisms in connection

with the introduction of a new strategic initiatiftae lean manufacturing initiative).

When addressing the association of changes iregtcabrientation with adaptations in pre-
decision controls in our study, we draw primarilp ¢he notion of exploitation (and

exploration) presented in the seminal paper writtgn March (1991). We believe this

"' A number of MCS scholars have suggested that there are strong similarities between the various generic
strategic typologies (e.g., Chenhall, 2003; Langfield-Smith, 1997; Simons, 1990). The widely used typologies in
the MCS strategy context are cost leadership vs. differentiation (Porter, 1980) and defender, analyser, and
prospector orientations (Miles and Snow, 1978). Moreover, typologies, such as conservative vs. entrepreneurial
(Miller and Friesen, 1982) and build, harvest, or hold (Govindarajan and Gupta, 1985), have been used in these
contexts. Further, Simons’ (1995) levers of control framework and Moores and Yuen’s (2001) organisational life
cycle framework have more recently been mobilised by several researchers (see, e.g., Tucker et al., 2009).

2 Contrary to their study, we do not try to identify the potential antecedents of our independent variables or
their causal relations/interdependencies.
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approach allows us to account for timing-relategbeats in the changes of strategic
orientation (i.e., short- vs. long-term emphasigrenexplicitly than Porter’s (1980) cost
leadership vs. differentiation typology, for exampMarch (1991, 71) stated that “a central
concern of studies of adaptive processes is tlatiaalbetween exploration and exploitation.”
He continues that exploitation includes refinemehpice, production, efficiency, selection,
implementation, and execution, whereas exploraasharacterised by terms such as search,
variation, risk-taking, experimentation, play, fieity, discovery, and innovation.
Accordingly, exploitation activities focus inhergnt on short-term performance
improvements in terms of reduced production costgroved production flexibility, and
improved yield, for example (Piao and Zajac, 20W6tila et al., 2009). In any exploitative
activities, firms exploit their existing resourceghile in explorative activities, they develop
and use their knowledge to explore new possikslifieupta et al., 2006). In exploration, firms
focus on activities that potentially lead to suscesthe long run, for example new product
development, extending their product range, ergenew technical fields, and opening up
new markets (ibid.). Consequently and in essencg|okation activities have great
similarities to the cost leader archetype and egpilon with differentiation, but they do seem
to be more explicit about the time-related aspedftsthese “strategies”. Accordingly,
exploitation strategies can be associated withtehdime horizons than can exploration

strategies.

Regarding the scarce strategic investment litegaituthe field, Slagmulder (1997) offers an
example of how change towards cost leadership ¢eapbn) in the strategic orientation of
the case company was a trigger to increase theingégh of pre-decision controls.
Consequently, a corporate-level body for coordoratind screening of investment projects
was introduced in the company, and more emphassbased on more extensive analysis of
the profitability and risk aspects of the proje¢tarthermore, in line with this finding, Carr et
al. (2010) suggested that when evaluating strategiestments, value creators (close to cost

leaders) tend to emphasise short-term gains ans fmore on formal and financial analysis.

12



In line with the above discussion, we assume theinges towards more exploitative
strategies are connected to developing more mesti@mrgontrols to manage operational

efficiency, for example. Hence, we tested the feifm propositiod™

Proposition 2: More emphasis on pre-decision controls over gjratenvestments is
positively associated with the change towards etgilee orientation in investment
evaluation.

3.4. Adaptations in pre-decision controls and chareg in management

Even though external factors (e.g., financial @jsmay act as stimuli for change (e.qg.,
through increased financial pressure), these atiapsa may also be shaped by intra-
organisational conditions (Greenwood and Hining#96). Namely, aspects related to the
interests, values, power, and the capacity foroactif the members of an organisation can
play a major role in whether the changes will tpkece, for example (ibid.). Contributions to
the prior management research have suggested #wadgers with a short tenure in the
company tend to adopt new thinking and apply newactces, whereas longer-tenured
managers tend to rely on already institutionalipeaktices (e.g., Nakauchi and Wiersema,
2015). Hence, it is suggested that a manager'sngastort tenure in an organisation has a
positive effect on both firm innovation and chang®ung et al., 2001). Hambrick and
Fukutomi (1991) maintain that as a manager’s tefui@ firm lengthens, managers tend to

more finely distill and filter information.

With regard to the MCS-related literature, Nara@jb-et al. (2009) provide evidence for a
negative correlation between the long tenure ofF® @nd the use of innovative management
control practices (see also Ge et al., 2011). @nhgil Hall (2011) suggests that a more
comprehensive performance measurement system dannienagers build new mental
models of business unit operations, but only fonaggers with a short organisational tenure.
He (p. 71) continues, saying that “managers wikthnger tenure are more likely to overlook,
not notice and/or selectively interpret informatioRurther, Burkert and Lueg (2013) provide
evidence for a positive association between thetstemure of the CFO and the high

sophistication of value-based management.

¥ We also investigate as a control variable the rpizte association between pre-decision controls tred
change towards explorative orientation in investigsaluation.
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Cobb et al. (1995), Huikku et al. (2017), and Mb@2001) draw attention to the major role
of key individuals in the change process. Davil@0&) found that replacement of the original
founder of a firm by a new CEO has a positive imgat modifications in that firm’s MCS
towards more formalisation. Simons (1994) reporishis longitudinal study that newly
appointed managers have a tendency to make maaogek in management control systems.
Gabarro (1987) suggests that newly appointed masagél initiate changes in formal
control systems (or even implement a new systertijeiir initial assessment shows that the
existing system is inadequate. Hence, a changeamagement can lead to adaptations for
controlling risks. Mikes (2009) suggests that chogsthe risk management approach is
closely related to a firm’s calculative culture atiee personal beliefs and preferences of
senior management. With regard to the capital iimvest setting, Graham and Harvey (2001)
report that top managers with a shorter lengtheolute prefer to use more sophisticated
discounted cash flow methods (NPV and IRR) thandisoounted cash flow methods, such

as the Payback period method.

Accordingly, we provide a proposition to test tleggmtial association between adaptations in
pre-decision controls and management change. Migeifgally, we focus on investigating
the change of the manager (the interviewee) thelbiely involved and in charge of planning
and implementing standard operating proceduresdpital budgeting, and is therefore in a
position to make or at least suggest those adaptatHence, s/he has significant influence
when it comes to the design and use of pre-decotrols.

Proposition 3. More emphasis on pre-decision controls over gratenvestments is
positively associated with the change in management

3.5. Control variables

Based on the former literature, we have considemckral potential control variables that
may explain the results and bias them if not inetudlherefore, we use the following control
variables: firm size, change in strategic orieotatiowards exploration related to strategic
investments, capacity to change, generic stratmifiguration, and management style of the

company.

Firm size
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According to the prior MCS literature, larger comjgs tend to use more formal controls than
smaller companies do (e.g., Chenhall, 2003; Dav#805; Merchant, 1981). Large

organisations also tend to be more decentralisedhere is inherent pressure to implement
more formal procedures and policies (Chenhall, 2008pically, larger companies do have
more resources and competence to implement complevations and systems (Chenhall
and Langfield-Smith, 1998). The findings on the artpnce of firm size as a predictor for
change, however, are mixed. Regarding the MCS ehhiegature, Hoque (2014) reports that
larger firm size is an important change driver, was Libby and Waterhouse (1996) and

Williams and Seaman (2001) did not find this kirighositive association.

In the capital budgeting setting, Kumar et al. @98eport that larger firm size positively
relates to the thoroughness of the capital investpeocess. They further suggest that larger
firms require full completion of formalised proceds before authorising investment,
whereas smaller firms authorise investments withibatough analysis. Accordingly, larger
companies appear to use more formal procedures,(Ai886) and more sophisticated
techniques in their capital budgeting for profitapiand for risk evaluations (e.g., Farragher
et al., 2001; Verbeeten, 2006).

Change towards explorative orientation in investtreraluation

In Proposition 2, we test whether more emphasisp@decision controls over strategic
investments is positively associated with the cleabgwards exploitative orientation in
investment evaluation. In practice, there is, havew consensus among scholars that
successful companies simultaneously need both kxiple and explorative activities
(ambidexterity), i.e., it is more a question ofding the right balance between these two (see,
e.g., Bedford, 2015; Gabrielsson et al., 2016; @iband Birkinshaw, 2004; He and Wong,
2004; Kruis et al., 2015; March, 1991). Accordinglye control whether more emphasis on
pre-decision controls over strategic investmentgasitively associated with the change

towards explorative orientation in investment eaéilon.

Capacity to change (learn)

According to Cohen and Levinthal (1990, 128), thgaoisational capacity to learn is “the
ability of a firm to recognize the value of newteraal information, assimilate it, and apply it
to commercial ends.” This capacity refers to emeésy expertise and experience in

converting knowledge into the capability to respdadhe changing circumstances (Beer et

15



al., 2005; Levitt and March, 1988). Libby and Watarse (1996) suggest that employees’
expertise and knowledge about MCS are essentiabrigainisations to grasp what kinds of
changes are actually possible. The organisaticmadaty to change (via learning) has been
reported as a major antecedent for changes in M&f§ue, 2014; Libby and Waterhouse,
1996; Williams and Seaman, 2001). In all theseisfydhe existing number of various MCSs
Is used as a proxy to measure the MCS expertise lfance the organisational capacity to
learn). Moreover, in the capital investment cont&drbeeten (2006) suggests that expertise

in capital budgeting practices provides the cagdoiabsorb changes in the practices.

Generic strategic configuration of the company

We proposed in Proposition 2 that there is an asgoc between change in strategic
orientation towards exploitative orientation in @¥ment evaluation and adaptations in pre-
decision controls. In addition to this specific @sprelated to change in strategic orientation,
we control whether the current generic strategitfigaration of the company is also related
to the adaptations in pre-decision controls. Asmemy other management accounting studies
(see, e.g., Bedford et al., 2016; Cadez and Ggjd2008; Carr et al., 2010), we utilise the
generic strategy typology by Miles and Snow (19¥@&) this purpose. Hence, the three
options for strategic configuration types are (ejedder, (b) analyser, and (c) prospector.
Originally, Miles and Snow typology includes ‘reaxs’, but this is not commonly used in

studies.

Management style of the company

According to Goold and Campbell's (1987) managensgyle (parenting style) theory, three
generic stereotypes can be identified for compaiieancial control, strategic planning, and
strategic control. The two main determinants ofséhgroups are related to the corporate
centre’s planning and control influence on othertaf the company. In financial control
companies, most strategic decision-making is tethe business units, and control influence
from the centre is characterised by tight financahtrol (Langfield-Smith, 2005; Nilsson,
2000). Accordingly, annual budget is consideredartgmt and budget deviations are seldom
tolerated. In strategic planning companies, thdreemorks with the business unit managers
to develop strategy, and less attention is devtagde control process (i.e., flexible strategic
control) (Goold et al., 1993a, b). Finally, strategontrol companies combine characteristics

of two other management styles. Thus, business mamagers are authorised to make
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strategic decisions, but strategy development esdinated and reviewed by the centre, who
sets fairly tight financial and strategic targgg®0ld et al., 1993a, b).

4. Data and Methods

4.1. Data Collection

The empirical evidence for this study was gathetadng 108 telephone interviews with
respondents from among the 150 largest Finnish faatwring companies between
September 2011 and January 2012. Hence, we dids®ostatistical random sampling; we
approached all the target companies. We founduheg method to be the most appropriate
to explore the adaptations in a larger sample agesied by Slagmulder (1997). It was
anticipated that the 2008 financial crisis couldvide a fruitftul momentum for studying
potential adaptations in control mechanisms. Tl&schad dramatic impacts on the Finnish
economy. The GDP fell 8% in 2009 (Statistics Fidla017), and the annual capital
investment level of the manufacturing industry gjed from 4.7 to 2.9 million euros between
2007 and 2011 (EK, 2012), for example.

The interview survey approach was chosen instea rohil survey because we felt that by
doing so we could ensure that all adaptations weerered and all interpretations of the
guestions were appropriate. Thereby, we were ablebtain a higher response rate and
mitigate the number of missing values. The intexgi@vere conducted by two of the authors,
one per each company (Author A conducted 57 intgrsiand Author B conducted 51, for a
total of 108). The response rate (72%) was excepllyp high. The interviewees were the
most knowledgeable persons in strategic investroamirols in each of the companies. These
relevant persons were identified through phonescaliess releases, seminars, newspapers,
and referrals from colleagues. Of the respondett%s held financial positions (e.g., CFO)
and 53% held non-financial positions (e.g., chipémating officer, director of investment,
director of technology) in their respective companat the corporate level. The interviewed
managers were closely involved and in charge ohrpfegy and implementing standard
operating procedures for capital budgeting, ancewleerefore in a position to make or at least
suggest any adaptations. The interviews lasted #h2ites on average. Of the respondents,

76% had somehow been involved with their compaByHs for at least four years, and 52%
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had been in their current position for at leastrfgears* Hence, the majority of the
interviewees had personally been present througiheutvhole research period (2008-2011)

when the potential adaptations took place.

In many studies, all strategic investments haven lssklressed as one group (Alkaraan and
Northcott, 2007; Carr et al., 2010, Emmanuel et 2010). Nevertheless, as in Slagmulder
(1997), to limit the scope of our study to a readd@ domain and reach a sufficiently
homogeneous basis for analysis, we addressedgitrab@nufacturing investments (SMI) in
manufacturing companies. SMIs play a major roléh capital investment of manufacturing
companies. They are substantial investments in faatwring plants and equipment, such as
the introduction of major new production lines, thestallation of new manufacturing
processes, the introduction of advanced manufaciudachnologies, and substantial shifts in
production capability (e.g., Alkaraan and Northc@@07, Simons, 2000). To ensure that the
interviewees perceived this definition of SMI as did, it was provided at the beginning of
the questionnaire. In addition, we listed exampédifferent types of SMIs and asked
whether they had been seriously considered in dimgpany during 2008—2011. The studies
done by Slagmulder et al. (1995), and Abdel-Kadat Bugdale (1998) also focused on

strategic manufacturing investments.

In 2010, the net sales of the largest company mdatabase were €42.4 billion, and the net
sales of the smallest were €0.1 billion; the avenags €1.2 billion. The number of personnel
ranged from 42 to 129 000 (the average being 4 @2®loyees. Of the companies, 55% were
listed companies. Strategic manufacturing investmemere still highly relevant for the
companies studied, even though the capital invedtihegel in the industry decreased during
2008-2011. Almost all the companies (96%) had cmmed strategic manufacturing
investments, and 80% of the companies had consideibstantial increase in production
capacity. Additionally, 49% considered the impleta¢gion of fundamentally new
manufacturing technologies, and 47% entertained iteoduction of IT-supported

manufacturing processes.

" We asked separately how long they had been involved with capital investment procedures in their company,
and most importantly, how long they had been in their current position.
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A structured seven-page questionnaire (including@aitional page defining the concepts)
was used to gather data (see summary in AppendiXH&) questionnaire was sent by email to
the interviewee candidates. Within one week, theéagars were contacted by phone and
interviews arranged. During the interview, the duesmaire was completed by the
interviewer. The questionnaire had three main essti(1) background questions about the
interviewees and their company, (2) the companyisent SMI appraisal practices, and (3)
recent changes and reasons for the changes, peadaswnefits of the changes, and the current
need for improvement in the company’s investmepraipal practices. Specifically, the third
section of the questionnaire also included operstiues to ensure an in-depth understanding
of the adaptations.

In Section Two (Questions Q8-Q13), which coverealesu SMI appraisal practices, each of

the six questions were addressed twice. Firstctineent statuses at the time of the interview
(2011-2012) were recorded. Then, immediately aft@ch of the six questions, statuses
reflecting the situation at the end of 2008 wergcdssed to record the adaptations that took
place during 2008-2011.

Both interviewers were involved in the constructiohthe questionnaire, and continuous
communication between them took place during therwiew process. In addition to referring
to the concept definition page, this interactioaldad a mitigating of potential interpretation
differences related to the questions. The drafthef questionnaire was reviewed by two
academics and one executive who had a lot of expezi in capital investment and
management control systems. Additionally, one piltérview was conducted by phone with
an executive from a company outside the targetmrote comments and feedback gained

from the academics and the executives resultednomehanges to the questionnaire.

4.2. Measurement of the variables

Dependent variables

The dependent variable on the aggregate level Nfodel 1) consists of 20 pre-decision

control mechanisms. These are described in Talffleelcodes refer to the numbering in the
guestionnaire). To identify the control mechanisms,comprehensively reviewed literatures
that addressed these aspects. Consequently, thelsome used are a combination of the
mechanisms found in Alkaraan and Northcott (20C&xr et al. (2010), Harris et al. (2009),

and Slagmulder (1997). Further, the risk contrgeass used can be found in Alkaraan and
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Northcott (2006), Arnold and Hatzopoulos (2000),t@nhden and Derregia (2015), Ho and
Pike (1991), Pike (1996), and Verbeeten (2006)ekample.

An abbreviated version of the questionnaire on ttittese components are based can be
found in Appendix C1. For deeper probing of asgama, in line with Slagmulder (1997, pp.
113, 117-8), the pre-decision control (adaptatimechanisms have been divided into four
groups (Models 2-45: (1) locus of decision-making (max. 4 adaptatior(8) degree of
formalisation (max. 6), (3) tightness of controlakn 9), and (4) introduction of new pre-

decision control mechanisms (max. 1).

The questions (except for Q9 and Q1l6a—c) were meadsising a Likert-5 scale, indicating
how often these controls were used (1=never, 2=8omeg, 3=regularly, 4=almost always,
5=always). Following Alkaraan and Northcott (200We chose this scale to facilitate
potential comparisons with prior studies. The stasuof these controls were recorded both
before and after any adaptations. Because we oahted to address the directions of the
adaptations, not their magnitudes, we calculatechthmber of controls in which the company
had increased their emphasis. This made these sonote comparable with open-ended
guestions counting only occurrences. Accordinglg, adopted the same dominant approach
as other MCS change studies have done in conceggglthe changes as a number of
changes done within a specified time period (&ighy and Waterhouse, 1996; Williams and
Seaman, 2001; and Hoque, 2014). Contrary to theeabwntioned studies, however, we also
explicitly investigated the direction of changecfeased emphasis or use of controls).

INSERT TABLE 1 ABOUT HERE

To assess the degree of formality of the existorgnél rules for applying capital budgeting
techniques (Q9), we asked the interviewees to @awee of six alternatives that best
described their policy. An increase in the degréefoomalisation was considered if a
company had launched formal rules. Additionallyetsure we were able to cover all relevant

> As we will show later in our results, there were no changes in one of the control subgroups (introduction of
new pre-decision control mechanisms). Accordingly, we did not construct a model for this.
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adaptations in all control subgroups, we also askexir qualitative part (Q16) whether there
had been other adaptations to the controls. In Qd@arecord whether the requirement for
authorisation levels had changed (increased oredsed). Furthermore, in Q16b, we record
whether the intensity of controls, not just theiequency, had changed. Hence, “more
emphasis” is operationalised in our study as thmbar of controls that are used more
frequently or more intensively after adaptationantthey were before. In Q16¢c, we asked
whether the firm had introduced new major pre-denigontrol mechanisms. Each of these
three control aspects (16a—c) were analysed, asaivany variable was formed to indicate

whether adaptations had or had not taken place.

Independent variables

Our independent variables include (a) increasednfiral pressure, (b) change of strategic
orientation towards exploitation in the appraisbkwategic investments, and (c) change in
managementincreased financial pressureas been operationalised as a combination of the
deterioration of availability of external and imat funding and a firm's financial
performance in relation to shareholder expectatidvie asked the interviewees to indicate
separately their perceptions of how the changethénavailability of both external and
internal funding affected their businesses durir@&-2011. None of the respondents
reported changes that moved towards easier avdiabi funding. Hence, we coded these
answers on a scale from 1-5 (1=No, 2=Low, 3=ModerétHigh, and 5=Very high impact
for more difficult availability of funding; Q15). Easurement of financial performance
relative to shareholder expectations was based/an@ included seven options: much above
(coded as 1), moderately above (2) and slightlyvab) expectations, as expected (4),
slightly below (5), moderately below (6), and mumslow (7) expectations. This item was
measured based on the average of Q7 for the y@&&-2010. The independent variable
Increased financial pressureias constructed using factor analysis and wasdbasethe
above three items; the analysis was performed ugmgcipal components and varimax
rotation. To check the reliability and validity t¢iie construct, we calculated the value of
Cronbach’s alpha for standardised items (=0.56&) item loadings 0.836 (Q15a), 0.847
(Q15b), and 0.482 (Q7), which were deemed acceptabhsidering the fact that there were
only three items included in the construct.

To investigate thehange in strategic orientation towards exploitatim the appraisal of

strategic investmentwe first asked the managers to indicate how inambrthe various
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suggested criteria were in their strategic investngecision-making (see Appendix C2).
Immediately afterwards, we asked whether thereldemh any change in the importance of
these criteria. This independent variable was djperaised by combining elements of the
Balanced Scorecard (BSC) (Kaplan and Norton, 1986) exploitation and exploration
(March, 1991) literatures. BSC was adopted to cetmgmsively cover the potentially relevant
financial and non-financial criteria (see also Abldader and Dugdale, 1998; Alkaraan and
Northcott, 2007). The BSC approach also helped ay sufficient attention to all four
measurement categories (financial performancepmests, internal business processes, and
learning/growtf®) in constructing the criteria. In our discussiami¢h the interviewees, we
were able to ensure that our ex ante—constructedf sgiteria covered the essential criteria
well. This aspect is also reflected in the trivimimber of “other” criteria raised by the

interviewees.

In addition to BSC, we draw explicitly on the orgsational adaptation literature on

exploitation and exploration (March, 1991). We ahdkis option because it appears to be
more explicit regarding the time horizon aspectshefcriteria than Porter (1980), and Gupta
and Govindarajan (1984), for example. In fact, Guphd Govindarajan (1984) are also
relatively clear in their strategic mission typoyofpuild, sustain, and harvest) regarding the
aspects of the time horizon. Accordingly, they sgighat harvest firms (near exploitation
and cost leadership) tend to maximise short-termiegs, whereas build companies focus
more on market share growth. Nevertheless, we peefe¢o use only two archetypes and
draw on the literature, wherein a more recent disicun in the most prominent management

journals on these issues has taken place.

In our hypotheses, we specifically address exploitaaspects (March, 1991). Accordingly,
seven criteria were grouped as exploitation: stesrty profitability; short-term cash flow;
meeting the requirements of the customers in tha@tstun; focusing on less-expensive

resources; manufacturing productivity; throughpaotet and quality in manufacturing (see

*The questions a—d in Appendix C2 relate to financial performance, e-h to customers, i-| to internal
processes, and m—p to learning/growth.
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Appendix C2)}’ The change towards exploitation was operatiordlias the number of
exploitation criteria per firm that had become mionportant in SMI decision-making.

We explored the association between the adaptaiopse-decision controls archange in
managemenby measuring the length of tenure of the managdieestly connected to the pre-
decision controls. We asked the interviewees homg Ithey had been in their current
positions (in years). We were specifically inteegisin whether there had been any change in
the position of the best knowledgeable person erdpcision controls in the company during
our evaluation period, 2008-2011. Since this tuenoway affect the number of adaptations
made in the pre-decision controls during this pkrive constructed a dummy variable to
indicate whether the interviewee’s tenure was Z&ry or shorter: The dummy variable

equalled 1 if tenure was 3.5 years, otherwise it was 0.

Control variables

We controlled for the effect ofirm size using net salé$ for 2011. Regarding Finnish
subsidiaries of foreign corporations, we used thiesales of the foreign corporations instead
because the (Finnish) subsidiaries themselves @relausibly responsible for the decisions
on their pre-decision control policies (see, e@pllier and Gregory, 1995). In our analyses,

we used logarithmic net sales.

Because scholars suggest that companies oftentameolusly need both exploitative and
explorative activities (see e.g., Gibson and Biskiaw, 2004; Kruis et al., 2015), we control
for the change towards explorative orientation in investtmemaluation Similar to the
investigation of change towards exploitative oraiain, we operationalise this as the number
of exploration criteria per firm (max. 9) that hadcome more important in SMI decision-

making (see Appendix C2).

As mentioned earlier, the existing control systenejrees of sophistication may also affect

the degrees of adaptations for the controls. Insbwdy, as in many others, this status quo of

Y These aspects also align with Porter’s cost leadership strategy. For example, studies have suggested
corresponding divisions for customer and process aspects: He and Wong (2004) in the exploitation/exploration
literature, and Baines and Langfield-Smith (2003) and Chenhall and Langfield-Smith (1998) in the Strategy-MCS
literature.

'® Obtained from Talouseldmd, a Finnish business magazine that lists the 500 largest companies in Finland.
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the MCSs is used as a proxy f@apacity to change (learn)More specifically, we
operationalise the Capacity to change (learn) esdpcision control status, which is measured
as the number of pre-decision controls used relgutermore often (3-5 on the Likert scale)
by the company at the beginning of the researclogher.e., in 2008 (Qlla—g, j; Ql0a-c;
13a—e; see Table 1). Nevertheless, in our seftimg plausible to consider that the degree of
sophistication of existing controls may also diseme/limit adaptations in the control
mechanisms in extreme cases, if measured onlyfragj@ency of control use. For example, if
initiatives on strategic investments are alwaysveer from an explicit strategy, then a firm
cannot change that requirement for more frequeategjic alignments. However, in these
cases, the thoroughness and strictness of followirgpecific alignment requirement may

change, for example, and influence the tightnesbetontrol.

To control for the effect oGeneric strategic configuration of the compamy the control
adaptations, we dreprimarily on Shortell and Zajac’s (1990) operationalisatibthe Miles
and Snow (1978) typology (p. 831). Also, e.g., Alethy and Brownell (1999), Cadez and
Guilding (2008), and Chong and Chong (1997) uligkis approach in their accounting
studies. Nevertheless, instead of using a Likese@le to determine the strategy of the
companies’ as in Kober et al. (2007), the respondents wekedato choose one type from
the given typology that best described their comjgacurrent generic strategic configuration.
The three options for the typology were defendey, @halyser (B), and prospector (C) (see
Appendix C3; Q5). As the number of defenders wassaorably small (12 firms), we
combined them with their closest group, the anatyéghortell and Zajac, 1990), and formed
a dummy variable to indicate whether the firm wasaspector (=1) or not (=0). This dummy

variable ofProspectowas used as an independent control variable irstatistical analyses.

To control for the potential effect dlanagement style of the companye utilised the
descriptions provided by Goold, Campbell and Lu¢bh893a, b). The three options are
presented in Appendix C4 (Q6): firms with financantrol (X), strategic control (Y), and
strategic planning (Z). In a similar vein, as wigeneric strategic configuration of the
company, we asked the interviewees to choose dimendpat best described their company’s
management style. Again, as the number of firm& Witancial control was small (9 firms),

' Shortell and Zajac classify responses of 1 and 2 as defenders, 3 to 5 as analysers, and 6 and 7 as prospectors.
Hence, reactors are not included.
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we combined them with their closest group, strat@gintrol, and formed a dummy control
variable to indicate whether the firm used stratgganning (=1) or not (=0). This decision
also makes sense because firms with financial cbatrd strategic control are similar in the
sense that in both cases, their business unitgiaea more power in their strategic decision-

making.

With regard to the independent and dependent Vasatalculated based on counts (i.e., as
sums of dummy variables), we emphasise that thaeybeaconsidered to be formative in
nature. Therefore, conventional statistical relipbmeasures related to them are not reported
(Jarvis et al., 2003; Rossiter, 2002).

4.3. Methods

Statistical models

Our dependent response variable for the adaptatibpse-decision controls is the number of
adaptations in each company’s SMI controls. Thagehers are counts limited to the non-
negative values 0, 1, 2, .m, where the upper limin refers to the total number of control
types considered in this study. The assumptionshefclassical linear regression model
estimated with the ordinary least squares (OLShowetlemand that the dependent variable is
continuous and normally distributed (conditionatiy the independent variables). As these
assumptions do not typically hold when count vddalare used as dependent variables, OLS
is potentially not the best (or even a suitabley veaestimate multiple regression models. We
verified this issue and checked the residual diatio® by running the linear OLS model and
found this to be the case (see further discussiorthe Additional Analysis section).
Fortunately, the generalised linear modelling (GLiEhnique offers an umbrella under
which a wide range of models with different assuons of probability distributions can be
estimated (Nelder and Wedderburn, 1972). Accorginge chose to use GLM, which also
allows non-linear functional forms to transform #ected value of the dependent variable
to the linear combination of the independent vdeisbThe GLM approach has very rarely
been used in accounting research, although we reiycdeel it should have been.
Nevertheless, Davila (2005) used a Poisson regiressodel (a special case of GLM where
the dependent variable follows Poisson distribgtimnstudy the emergence of MCS. More

detailed information about our statistical modei ba found in Appendix D.

Non-response bias
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To assess the non-response bias, both net saldkeandmber of employees were compared
to the non-respondents with no statistically sigaifit differences detected (t-test; p>0.05).
Furthermore, the>test was used to test the difference in the ptapoof listed vs. non-
listed firms between the respondents and non-refgras; the difference was found to be
non-significant (p>0.05). Accordingly, it was coanded that non-response bias is not a likely
problem in our study. Additionally, the intervievyp@oach we adopted enabled us to get
answers to all the questions we posed, and herglentmate item non-response.

Common method bias

We chose a data gathering method that predomineeligs on self-reporting because we felt
confident that the respondents were intimately awdrthe tasks they do in their jobs. It is
generally recognised that common method bias cam peential challenge in studies where
self-reported data is used instead of archival.dataur study, we used several techniques to
mitigate that bias, therefore enhancing the rdiigbof the data (Podsakoff et al., 2003).
Firstly, we told the interviewees that we repoduiés only at the aggregate level and make
sure that individual companies and intervieweesaread anonymous, thus lowering their
incentives to report a prettified picture. On théhes hand, we were more focused on
elaborating the adjustments that had taken pladeglthe research period than on trying to
understand *“the degree of sophistication” of theapntrols per se Secondly,
misunderstandings were reduced by conducting theareh as a telephone interview, which
facilitated defining terminology in detail and pogifurther follow-up questions to ensure
their correct and precise interpretations. Add#ibn the questionnaire, including the
Appendix on the key concepts, was distributed ®itlierviewees in advance. Thirdly, the
data gathering instrument was pre-tested by pagpondents. Fourthly, although reported by
the respondents, the length of tenure (used foragement change evaluation) plausibly
included no risk or a trivial risk for bias because interviewees had no incentive to
misrepresent their data. Moreover, the size measuee, net sales and number of employees
of each company, were acquired from other souinodependently of our questionnaire and

the interviews.

5. Results

The companies were asked to evaluate their firmésage financial performance in relation
to their shareholders’ expectations during 2008420he results indicated that 41% of the
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companies in 2008 and 46% in 2009 perceived themsab have underperformed, whereas
in 2010 and 2011 (34% and 35%, respectively), tlvatson improved. Hence, it appears that
many of the companies were suffering from the degpom that began in the autumn of 2008
and hit rock bottom in 2009. Regarding the capliatgeting techniques, 63% of the
companies considered the payback period to be thest decisive financial criteria in
decision-making (NPV 20%, IRR 11%, and ARR 6%)addition, almost all the companies
(94%) reported the payback period to be one ofr ttieee major financial criteria in SMI
decision-making (IRR 59%, NPV 57%, and ARR 37%)efEhwere only trivial changes in
the emphasis of the major financial criteria betw@®08 and 2011. Only one company
changed its most dominant decision criterion, dmde other companies made modifications

to re-prioritise their major financial criteria.

Table 2 shows the statistics for the adaptation20rpre-decision controls within the four
different subgroups previously introduced in Tabld o offer a more comprehensive picture
of the use and adaptations of various control mashas, we show the status averages per
question before vs. after the adaptations (i.etheénbeginning of the research period vs. at the
time of the interviews). The status questions weeasured using a Likert-5 scale to indicate
how often these controls were used (1=never, 2=8omeg, 3=regularly, 4=almost always,
5=always). With regard to adaptations, only thecton, not the magnitude, was considered
in order to make these answers comparable to tles erhere only O or 1 option was
applicable (Q9, Ql16a—c). A trivial number of comiggnhad also decreased the emphasis on
some of their pre-decision controls during the aesie period (see Table HHence, we were

in a good position to address only the adaptati@hested to increased emphasis on pre-
decision control (see ‘“Increase” column) and sharpmur exploration accordingly.

Consequently, hereinafter we focus our analysithese adaptations.

INSERT TABLE 2 ABOUT HERE

% Altogether there were five companie®/e asked them further questions about this phenomeRour
companies had decreased the requirements for agdpemel. They reported that their intentional aivas to
increase the empowerment of lower level managenheatdition, one company had decreased the frexyuen
require sensitivity analysis. This was relatedh® ¢hanges in its management.
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In total, 59% (64 companies of the 108) increademr temphasis on at least one control
mechanism. Compared to Slagmulder’'s (1997) findimga capital budgeting setting, the
companies in our study seemed to adapt their presida controls in similar ways.
Specifically, changing the tightness of the comtrahd the locus of decision-making were
common. To a minor extent, companies also chanigedlégree of formalisation, whereas
none of the companies introduced totally new cdntn@chanisms. The major control
adaptations were related to the increased intemsiiging pre-decision controls (+30%, in 32
companies), such as a more thorough processingvesiment appraisals (14 companies), a
stricter adherence to (existing) formal instructi@nd procedures (11), harmonisation of the
company’s formal procedures (4), and requirementsadlditional documentation (3). These
adaptations referred to a more intense use of @snimot just a more frequent use of them.
Additionally, the requirement for higher-level maeaent approvals for investment
proposals (+26%) was also a typical adaptationeOtiotable adaptations (exceeding 10%)
were increased derivation of investment initiatifresn an explicit strategy and increased use
of sensitivity analysis. In relation to Burns andafens’ (2000) typology for MCS change,
the adaptations clearly seemed to be more evohryaiman revolutionary. Hence, companies
commonly made minor, incremental modificationshdit pre-decision controls by increasing
the frequency or intensity of the control use. &wlhg the categorisation of controls shown
in Table 2, the number of increases the comparage made in each control subgroup are
presented in Table 3. The companies that madeasesetypically made only one adaptation
per subgroup either, in subgroup ‘Locus’ or in fitigess’. On the aggregate level, the highest

number of adaptations made by a company was eight.

INSERT TABLE 3 ABOUT HERE

Based on the interviews, the dominant reasons éepixg pre-decision controls unaltered
were a stable environment and/or contentment with éxisting controls. Only two
respondents named the minor role of SMIs as thdy teason, and six mentioned it along

with a stable environment or contentment.

%! These adaptations and their groupings are basadjaalitative interview question (Q16b). In otheestions,
we focused on the frequency of the control useeratian intensity (as in this question).
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Table 4 presents the Pearson correlation matrithiquantitative independent variables that
were studied. The highest correlation was betwéensize of the firm measured by the
logarithm of net sales and its pre-decision congtatus (r=0.271; p=0.005), indicating that
larger firms use more formal and sophisticated radsmthan smaller ones.

INSERT TABLE 4 ABOUT HERE

Regarding the descriptive statistics of the indelpah dummy variables, the following

findings were recorded: (1) short tenure 8.5 years) in 48% of the companies; (2)
prospector-type of general strategic configurati®®®; and (3) strategic planning approach
in management style, 52%. Additionally, in 50% loé ttompanies, at least one exploitation
criterion had become more important, and in 26%hefcompanies, at least one exploration

criterion had.

Table 5 shows the results of our statistical amalipased on the binomial regression model
estimated with the GLM. The table presents the eggje-level model (Model 1) and three
models for subgroups (Models 2-4) with the esticha@®LM regression coefficients,
displayed at the top of the table. The independantbles, including the control variables,
are shown on the left. For each model, the estmnatefficients are given with their
statistical significance based on Wald's test. Tdwerall omnibus test for the model
coefficients is conducted using the likelihood oathi-square test, while the deviance and
related Pearson chi-square values can be useet the possible over-dispersion compared
to the binomial model choice. In the following, \we&port the statistical significance at the

10% level or below. The results for Model 1 arealsistrated in Figure 1.

INSERT TABLE 5 ABOUT HERE

INSERT FIGURE 1 ABOUT HERE
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Model adequacy

The likelihood ratio and chi-square values foritesthe significance of the models are given
in Table 5 along with their corresponding p-values:Model 1 p<0.001, Model 2 p=0.250,
Model 3 p=0.023, and Model 4 p<0.001. Models 1a8d 4 are statistically significant,
indicating that the chosen independent variablesjaimtly explain the dependent variables
(the number of adaptations in total, as well asptat®ns in formalisation and tightness).
However, Model 2 is not statistically significamtnd therefore the number of adaptions in

locus does not appear to be associated with tlepardient variables.

The deviance and Pearson chi-square measures camsdik to check the probability
distribution assumption (McGullagh and Nelder, 198& long as their values divided by the
degrees of freedom are not extremely far from uritg models are deemed acceptable, as is
the case in our study (see Table 5). Thereforecoveeluded that the binomial regression

model is adequate.

Financial pressure

As shown in Table 5 (Model 1), the association leetwfinancial pressure and adaptations in
pre-decision controls is highly significant on aggeegate level (p=0.003). Therefore,
Proposition 1, which suggests that more emphasigprerdecision controls on strategic
investments is positively associated with increafseancial pressure on a firm, is strongly
supported. Furthermore, with regard to the subgemadysis, it appears that increases in the
tightness of pre-decision controls are significaagsociated with increased financial pressure
(Model 4; p=0.040).

Exploitative orientation
These results provide evidence that exploitatiientation is significantly related to the
adaptations in pre-decision controls (Model 1, p48). Accordingly, Proposition 2, showing

the positive association between more emphasis rerdgrision controls for strategic

?In the case of the binomial regression model, the deviance and Pearson chi-square measures follow
asymptotically the chi-square distribution, but for smaller data sets, the p-values may not be relevant
(McGullagh and Nelder, 1989), and therefore we do not report them precisely in the report.
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investments and the change towards exploitativentation in investment evaluation, is
supported. Additionally, it seems that increasesightness of the pre-decision controls are

significantly associated with change towards exatoie orientation (Model 4; p=0.026).

Change in management

Change in management (here operationalised ashibvt ®nure of the manager directly

involved with pre-decision controls) is very stron@ssociated with adaptations in pre-
decision controls on an aggregate level (Model<D.@01). Thus, Proposition 3, suggesting
that more emphasis on pre-decision controls istipelr associated with management
change, is strongly supported. Likewise, changmamagement is clearly associated with an
increasing formalisation of procedures (p<0.001;dklo3) and a tightening of controls

(p=0.002; Model 4).

As for control variables, the results show thatacaly to change (pre-decision control status
before adaptations) is significantly associatechviiicreasing the tightness of pre-decision
controls (p=0.007). Furthermore, the strategic piag type of company tends to increase
emphasis on pre-decision controls overall (p=0.03ggcifically on tightness of controls
(p=0.022). We also found a weaker association irdé&id between strategic configuration
and the adaptations of controls (p=0.069). Accalyinnon-prospectors seemed to lean more
towards adapting their controls. Changes in strategientation towards exploration is
weakly associated with increasing tightness of md&1t(p=0.095). It appears that size of a
company is not associated with the adaptationgwatirols.

Additional analysis

With regard to robustness testing, we estimatestradtives for all models reported in Table
5: (1) multiple linear regression models estimateth OLS; (2) binary logistic regression
models predicting whether there was a change; 3n&I(M using an alternative as the link

function, or logit function.

We report our findings shortly as follows:

(1) To check the residual diagnostic assumptiont@fmultiple linear regression model, we
ran the OLS model and found that the model asswomptivere not fulfilled; the residual plots
showed a strong dependence on the predicted lefdlse dependent variable, and strong

heteroscedasticity as well as a large deviatiomfr@mrmal distribution. Therefore, a multiple
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linear regression model estimated with OLS wassodible for our data, clearly because of
the dependent variables being counts. For thioreage do not report the results of the OLS
analyses in more detalil.

(2) Although the binary logistic regression (bindogit) model only takes into account
whether or not the adaptations were made, it catlghtassociation between management
change and adaptations of pre-decision control0(p62) on the aggregate level, as well as
between the increased financial pressure and adapstaof pre-decision controls (p=0.006).
However, the association between change towardsitadjve orientation and the adaptations
was not found to be significant. Although this mioaleo revealed the major associations, we
did not find all the relationships as we did witletGLM, or the associations were weaker.
However, there was one exception: In the binaryitlogodel for locus adaptations,
management change was statistically significard 40% level (p=0.054), although in the
original model it was not (p=0.163).

(3) We also tried the GLM using the logit functias the link function instead of the negative
log-log function used in our binomial regressiond®lo It turned out that both link functions

gave practically the same results.

As the log of net sales was not statistically gigant in any of our models, we also
performed the GLM analysis without it as a contvakiable. The statistical conclusions
actually remained qualitatively similar for all mald. Furthermore, we studied other potential
control variables, particularly whether listing addferent sectors of the manufacturing
industry are related to the number of pre-decisiontrol adaptations. Nevertheless, we did
not find them significant in our models, and witbgard to other variables, the results

remained practically the same.

6. Discussion

This study investigated how changes in companieshemic, strategic, and organisational
conditions relate to an increased emphasis on geesidn controls of strategic investments.
Based on the prior literature, we identified colgrthat were further categorised into four
control subgroups (adaptations in locus of decisi@king, degree of formalisation and
tightness of control, and introduction of new cohtmechanisms). We constructed four
separate models - one for the aggregate level larek tfor each control subgroup as a
dependent variable - to explore the associatiohsdsn these adaptations in controls and the

changed conditions. Contrary to our initial plarg did not construct a model for the control
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subgroup “introduction of new pre-decision controéchanisms” because there were no

changes in it.

The increased financial pressure on a firm, thenghain strategic orientation towards
exploitation related to strategic investments, endnge in management were investigated as
independent variables. In congruence with prior MsB&nge studies (e.g., Chanegrih, 2008;
Hogue, 2014; Libby and Waterhouse, 1996; Sulaimaa Mitchell, 2005; Williams and
Seaman, 2001), we opted to measure the adaptdimodsependent variables) as the number
of changes made. Nevertheless, contrary to th@roagh, we analysed the direction of the
adaptations, not just the existence of adaptationthe controls. The associations were
investigated using binomial regression models edgoh in the general linear modelling
(GLM) framework. The GLM suits well when the depentvariable is measured as a count.
The empirical data was based on 108 interviews fiamong the 150 largest Finnish
manufacturing companies, and the interviews addprssdecision controls of strategic

manufacturing investments.

Generally speaking, our empirical examination réaedhat companies do adapt their pre-
decision controls in order to respond to changesconomic, strategic, and organisational
conditions. In our study, we found that 59% hadeased their emphasis on these controls.
The major adaptations (in 30% of the companiespwelated to the increased intensity in the
use of procedural pre-decision controls, such asentisorough processing of investment
appraisals, stricter adherence to formal instrastiand procedures, harmonisation of the
company’s formal procedures, and the requiremeatditional documentation. Additionally,
the requirement for higher-level management appsofca investment proposals (26%) and
improved derivation of the investment initiativesrh an explicit strategy (15%) were among

the most typical adaptations.

The companies typically made only minor, incrementadifications to their pre-decision

controls by increasing the frequency or intensityth@ir control usage. Consequently, the
adaptations reported in our study seem to be e@wvaklrty (Burns and Scapens, 2000). Our
results corroborate Slagmulder’'s (1997) findingsubhow companies adapt their capital
investment pre-decision controls. As for contrddigoups, changing the tightness of controls

and the locus of decision-making were common, bumiaor number of companies also
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changed the degree of formalisation. None of thepamies introduced totally new control

mechanisms.

In congruence with our proposition, the resultsadie suggest that changes in management
can play a very significant role in the adaptatiafspre-decision controls. Management
change was highly (positively) associated with aal@gns on the aggregate level and in the
subgroups of increased formalisation and tightnelssse results are novel in the pre-decision
control literature. They are in line with the finds in multiple studies on management (e.g.,
Hambrick and Fukutomi, 1991; Nakauchi and Wierse?@d,5) and MCS literatures (Davila,
2005; Hall, 2011; Modell, 2001; Naranjo-Gil et &0Q09), maintaining that newly appointed
managers have a greater tendency to modify theitraloprocedures. They are also in
accordance with Mikes (2009), who suggested theathwoice of risk management approach is
related to the personal beliefs and preferencesenior management, and with Graham and
Harvey (2001) who reported that top managers witerént lengths of tenure do prefer using

different pre-decision controls in their capitadigeting.

Additionally, the results provide strong supportieyidence for our proposition that
companies facing a challenging financial situatiend to emphasise pre-decision controls.
Specifically, it appears that firms tend to inceedbe tightness of these controls. These
findings agree with Van Cauwenbergh et al. (199@)p maintain that during financial
pressure, managers tend to examine investmentispisranore thoroughly, and also Carr et
al. (2010), who suggest that companies may alterr thractices when facing a decline.
Nevertheless, we add to the literature by verifyimg with rigorous statistical analyses and a
larger sample. In addition, more generally spegkmg finding is in congruence with the
broader accounting literature, thus suggesting deahomic causes may thrust companies
towards change in their management controls (seg, &ranlund and Lukka, 1998;
Hopwood, 2009; Van der Stede, 2011).

We also found support to suggest that changesategic orientation towards exploitation in

investment evaluation are associated with an ise@@&mphasis on pre-decision controls on
the aggregate level, and specifically regardingreased tightness of controls. Changes
towards exploitation were commonly related to ash@ptequirements for shorter-term cash
flows and profitability, and improvements leadimgthem (such as improving manufacturing

productivity and throughput time and the use oflegpensive resources). This parallels
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Slagmulder (1997), who found that changes towaods leadership triggered a tightening in
formal pre-decision controls. Accordingly, we exerthe literature by statistically

corroborating her findings. More broadly speakiimgjne with our results, Vesty et al. (2015)
also show how environmental sustainability-relafg@ssures can result in changes in

corporate strategy and affect the pre-decisionrotmt

Moreover, we included the capacity to change asrdral variable, operationalised as the
level of pre-decision controls before adaptatioasd we found that a higher level of
formalism of controls was highly (positively) asgded with the increased tightness of
controls. This finding is in congruence with thadgd. ibby and Waterhouse (1996), Williams
and Seaman (2001), and Hoque (2014), indicating ¢cbmpanies with a higher existing
number of various MCS (used as a proxy to measie éxpertise in MCS and therefore the
organisational capacity to change) are more likelynodify their systems. In other words,
managers in these companies potentially have @rbe#ipacity to absorb changes in the
controls because they know what kinds of adaptatiare actually possible (see, e.g.,
Verbeeten, 2006). Furthermore, in terms of managersgle, we found evidence that

strategic planning types of companies tend to asmehe tightness of their controls.

7. Conclusions

In this study we respond to Alkaraan and Northeq2007) call to enhance the understanding
of the choice and design of pre-decision controlstiategic investments. The study enhances
our understanding of the adaptations in pre-detiscontrols by investigating their
relationships to external and internal environmlertidanges in a larger sample than
Slagmulder’s (1997) study. Accordingly, we are aolepply statistical methods to our data
and find statistically significant associations. rGaudy contributes in many ways to the
capital budgeting literature by shedding light ba adaptations of pre-decision controls in the
appraisal of strategic investments; it is an aaegely overlooked by the literature. Firstly, we
are the first to show that changes in managementptey a decisive role as a trigger for
control adaptations in a capital budgeting settiSgcondly, we extend the literature by
providing strong statistical support to maintaiattincreased financial pressure can be related
to the tightened use of pre-decision controls. dligjrin comparison to Libby and Waterhouse
(1996), we contribute to the literature by provglim more nuanced picture of the adaptations
of various control mechanisms. We not only show tivaeany kind of change has occurred

within capital budgeting but we also address adjesits in 20 different control mechanisms.
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By further grouping the controls into four contgybups instead of addressing only one on an
aggregate level, we were able to explore speciharacteristics of different control
subgroups. Fourthly, we add to the literature egldb the research of Libby and Waterhouse
(1996) by analysing the effect of the directionttod adaptations (i.e., increased control), not
by just considering the existence of adaptationsha controls. Our findings can also be
relevant for managers; specifically, based on @sults, it seems that in order to initiate
changes in formal systems, new managers may nebd totroduced, or current managers

should feel more pressure to implement the changes.

Our results are not free from limitations, and éehould be taken into account when
interpreting these results. First, we have intewdily targeted a period of major financial
crisis (2008-2011) because it was plausible tacigatie that we would find more adaptations
during that time than in a less challenging ecomosiiuation. In this kind of distressed
period, it was expected that companies would motig&r use of controls more often. This
research period, however, may limit the generali$aof our findings to some extent.
Nevertheless, in addition to finding ample compamdio were adapting their controls and
hence facilitating a more rigorous statistical gsisl, we were able to focus on the direction
of those adaptations. In other words, our focus evathe increases in controls because only a
trivial number of the companies had reduced ths#. tHowever, by adopting this approach,
we did not account for these (few) adaptationsoun analysis, we have not tried to use the
magnitude of the Likert-5 answers (only the nundosd the direction) in order to make these
more comparable to the qualitative questions tleeweounting only occurrences. Due to the
relatively low number of adaptations taking plaes pontrol mechanisms, we did not extend
our statistical examination to this more detailgotentially interesting level, but remained at

the subgroup level.

It also appears that the open-ended questionsaitajcincreased intensity to use procedural
controls, and the requirement of higher-level managnt approvals were the most often
cited. This indicates that despite the pre-testwg, had not accounted for this in our
structured questions in the questionnaire. Accaglglin we suggest that researchers
undertaking similar studies in the future explicilccount for potential changes in intensity,
not just in frequency. Specifically, this aspech ¢ critical in mail surveys. Nevertheless,
thanks to our interview method, we feel confiddrattwe were ultimately able to record all

the relevant adaptations that had been made. Mergtocusing on strategic manufacturing
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investments in manufacturing companies may limgt generalisation of our findings, but we
feel that it was appropriate to follow Slagmuldé®97) and study a reasonable domain,
reaching a sufficiently homogeneous basis for thr@rols. There is a risk that different types
of policies and routines related to Mergers & Aaifions, ICT, and New Product

Development, for example, would have potentiall\dmée questioning too blurry.

Our study could also be extended. For this study pwrposely targeted a period of general
financial recession that potentially triggered morereases in the usage of controls than a
more normal period would have. Hence, it would fteriesting to study the extent to which
companies modify their controls during differenbeomic situations and how they do so.
Additionally, we specifically addressed strategianafacturing investments. It would be
fruitful to study the pre-decision controls andithdynamism for Mergers & Acquisitions,
New Product Development, and ICT investments, dsalextend research to other industries.
Highly regulated industries like banking and insw& where a major part of the assets are
financial, would provide an interesting setting ftother investigate the reasons behind

changes in risk controls, for example (cf. Jabland Abdel-Kader, 2015).
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Appendix A. Common pre-decision controls used in capital itmesit

Formal procedures for planning, evaluation andctiele
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Formal rules for applying capital budgeting teclueas

Formal investment approval limits assigned to défe hierarchical levels
Formal procedures/dedicated teams for planningepbagrdination
Presentation of financial estimates in the formaétings

Pre-designed decision points during the plannirasph

Top management involvement in the planning phase

Managers’ interaction with other managers to coatd investments
Derivation of the initiatives from an explicit stegy

Sensitivity analysis

Scenario analysis

Simulation analysis

Capital Asset Pricing Model analysis

Required payback period to take into account ptejpecific risk
Required rate of return according to the projeeefr risk

Conservative cash flow estimates to take into agcproject-specific risk

Appendix B. Summary structure of the Questionnaire

Section 1: Background questions about the intervieae and his company
Q1: Current position

Q2: How long in current position

Q3: Types of SMIs considered

Q4: Personal involvement in the appraisal of SMI

Q5: Strategic orientation

Q6: Management styles

Q7: Performance in relation to shareholder expiectat

Section 2: Company’s current SMI practices

Q8: Primarily used financial investment criteria

Q9: Standard operating procedures for differenesypf investments

Q10: Adjustments to account for higher level ok figer investment project
Q11: Questions about initiation, planning and deaisnaking phases
Q12: The most important criteria in SMI decisionking

Q13: Formal risk analysis required

Q14: Strategic analysis (N/A)

Section 3: The recent changes and current needséompany’s investment appraisal practices.
Q15: Magnitudes of changes in internal and extegnalronment of the company

Q16: Major recent changes in investment appraisaltiges (open question)

The drivers for changes in the pre-decision costri@easons for not changing pre-decision controls.
Q17: Perceived benefits achieved through the clsaimggre-decision controls (N/A)

Q18: Current needs to change investment appraiaatipes. Open question (N/A)

Appendix C1. Abbreviated interview questiorniskert-5 scale; 1: Never, 5: Always)

When using the capital budgeting techniques for evaating strategic manufacturing investment proposas
for strategic manufacturing investments, how frequatly do you make project-specific formally stated
adjustments to account for higher level of risk? (Q0)

a) Shorten the required payback period

b) Raise the required rate of return accordingtgegt risk

¢) Use conservative cash-flow estimates

How often do the following aspects apply in the appisal of strategic manufacturing investments at tle
moment in your company? (Q11)
a) We use formal procedures for planning, evaluadiod selection of SMis.
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b) Initiatives on SMIs derive from an explicit degy.

¢) Top managers get involved early in the planmhthe SMs.

d) We apply formal procedures or dedicated teant®todinate the various SMIs during the planningggh

e) Managers responsible for developing investmespigsals intensively interact and discuss with othe
managers to coordinate the various SMls duringthening phase.

f) We present financial estimates in the formal timggs during the SMI planning phase.

g) We use a pre-designed decision point(s) thatezhto abandonment of an SMI proposal duringpthaning
phase.

j) For capital expenditure in SMIs, we use fornmpoval limits assigned to different hierarchicaléls.

What kind of risk analysis do you require as part @ the strategic manufacturing investment proposal?
(Q13)

a) Sensitivity analysis

b) Scenario analysis

¢) Simulation analysis (Monte Carlo)

d) Capital Asset Pricing Model (CAPM) analysis

e) Other, please specify

Appendix D. Statistical model - GLM

To apply GLM, we made the natural assumption thatdounts arise from independent identically
distributed (i.i.d.) random experiments (binanals), therefore, following binomial distributiom |
essence, we estimated a binomial regression mddeladdition, we transformed the linear
combination of the independent variables into theamof the dependent variable, using a link
function, referred to as g(McGullagh and Nelder, 1989).

More specifically, to develop the GLM we considegetinear function of the independent variables
X1, Xy, ... X as follows:

N=0o +BoX1+ BoXo+ .4 BiXi 1)
wherek refers to the number of independent variables usdabde model an@, B.,..., B« are their
regression coefficients. To apply the GLM, the lbially distributed counts are transformed into the
interval [0, 1] by making them proportionalng which indicates the maximum number of adaptations
per company in each control type:

Y= count/m (2)

Further, the link function @{ transforms the expected value of the dependemhlap=E(Y) to the
linear predictor:

g =n, (3

where we have chosen the negative log-log funagipn = —In(-In(gfy)) as the link function in our
case.

Therefore, since the link functionj(s invertible, then the GLM for the expected \&ahecomes
u=g'Mn) = gia +BuXy+ BXo+ ...+ BiXy)

= exp (-exp@)) (4)
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where g refers to the inverse function of g and exp te éixponential function. It is a non-linear
model and is estimated numerically using the marintikelihood estimation (MLE) technique. We
used the negative log-log function as the link fiorcin our GLM analysis, since negative log-log is
recommended, if the dependent variable lower caieg@re more probable, which turned out to be
the case for our data. This analysis was performvétd the GLM module in SPSS, and the
optimisation method used was hybrid. The individogbothesis tests are based on Wald chi-square
statistics.
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Appendix C2: Question 12 and division between exploitation arploration

Considering strategic manufacturing investmentdicate how important are the following criteriadacision-
making. Please read through all the criteria bedm®wvering (No=1, Low=2, Average=3, High=4, Domitd).

Criteria Exploitation vs.
Exploration

The proposed strategic manufacturing investment...

a) ensures the growth of sales Exploration
b) improves profitability in the short run (withihyears) Exploitation
c) improves profitability in the long run (beyond/@ars) Exploration
d) improves cash flow in the short run (within Zy& Exploitation
e) enables meeting the requirements of customers Exploitation
f) improves our reputation and image as a manufactu Exploration
g) enables flexibility to changes in markets Exploration
h) enables proximity to customers Exploration
i) enables use of less-expensive resources Exploitation
i) improves manufacturing productivity Exploitation
k) shortens manufacturing throughput time Exploitation
I) improves quality in manufacturing Exploitation
m) enables access to skills and knowledge Exploration
n) enables gaining experience in promising techgie® Exploration
0) is aligned with the strategy of our network pars Exploration
p) develops new manufacturing capabilities Exploration

The last column (division between exploitation agbloration) has been added after interviews. Thmvars to the other
criteria (g-r in the original questionnaire; ‘Othptease specify’) were almost non-existing andaamrdingly ruled out.



Appendix C3. Questions about the general strategic orientation

Which of the following descriptions_best describegour company’s current strategic orientation? (Q5)

Firm A_maintains a “niche” within its industry by offegra relatively stable set of products.
Generally Firm A is not at the forefront of devalogp new products in its industry. It tends to a
ignore changes that have no direct impact on cueneras of operation and concentrates instead
on doing the best job possible in its existing aren

Firm B maintains a relatively stable base of productssamdices while at the same time moving
to meet selected, promising new market developm@&hts firm is seldom “first in” with new i
products and services. However, by carefully mainitpthe actions of companies (like Firm C
below), Firm B attempts to follow with a more cesficient or well-conceived product or
service.

Firm C responds rapidly to early signals of market needspportunities. It makes relatively
frequent changes in its set of products and sesviteonsistently attempts to pioneer by being ©
first in' in new areas of market activity, evemdt all of these efforts ultimately prove to be
highly successful.




Appendix C4. Questions about the management style

Which of the following descriptions_best describegour company’s current management style? (Q6)

Firm X: Most strategic decision-making is left to the business units. Following up the annual
budget and/or financia targets is very important and deviations are tolerated only in exceptional O
circumstances.

Firm Y: Most strategic decision-making isleft to the business units but corporate management
reviews and challenges strategic plans. Following up the annual budget and/or financial targetsis o
important within the context of strategic and financial performance.

Firm Z: Corporate management is highly involved in the formulation of the strategic plans of the
business units. Annual budgets and/or financial targets tend to be flexible, and are reviewed o
within the context of strategic as well as financial performance.




Table 1

Adaptations of pre-decision controls

Changing locus of decision-making

Top management involvement early in the planning phase

Managers interaction with other managers to coordinate the various investments
Use of formal investment approval limits assigned to different hierarchical levels

Requirement for higher level management approvals for investment proposals

Changing degree of formalisation

Use of formal procedures for planning, evaluation and selection

Derivation of the initiatives from an explicit strategy

Use of formal procedures/dedicated teams for planning phase coordination
Presentation of financia estimates in the formal meetings during the planning phase
Use of a pre-designed decision points during the planning phase

Use of formal rules for applying capital budgeting techniques

Changing tightness of control

Shortening the required payback period to take into account the higher project-specific risk
Raising the required rate of return according to the project-specific risk

Use of more conservative cash flow estimates to take into account the higher project-specific risk
Use of sensitivity analysis required as a part of the investment proposal

Use of scenario analysis required as a part of the investment proposal

Use of simulation analysis required as a part of the investment proposal

Use of Capital Asset Pricing Model analysis required as a part of the investment proposal

Use of other risk analysis required as a part of the SMI proposal

Intensity to use procedural pre-decision controls

Introduction of new pre-decision control mechanisms

Introduction of new major control mechanisms

Qlic
Qlle
Q1]

Q1l6a

Qlla
Q11b
Q11d
Q11f
Qllg
Q9

Q10a
Q10b
Q10c
Q13a
Q13b
Q13c
Q13d
Q13e
Q16b

Q16¢



Table2

Descriptive statistics about adaptations

Status

Status

No Increase
Changing locus of decision-making before® after® Decr. Change Incr. (%)
Top management involvement early in the planning phase 39 397 Y 105 3 3%
Managers interaction with other managers to coordinate the various investments 324 327 0 106 2 2%
Use of formal investment approval limits assigned to different hierarchical levels 437 4.43 0 105 3 3%
Reguirement for higher level management approvals for investment proposals NA NA 4 76 28 26 %
Nurmber of companies® 108 108 4 72 3 3%
Changing degree of formalization
Use of formal procedures for planning, evaluation and selection 361 3.70 0 103 5 5%
Derivation of the initiatives from an explicit strategy 3.44 3.66 0 R 16 15%
Use of formal procedures/dedicated teams for planning phase coordination 3.23 3.27 0 105 3 3%
Presentation of financial estimates in the formal meetings during the planning phase 3.57 3.61 0 106 2 2%
Use of a pre-designed decision points during the planning phase 281 2.85 0 105 3 3%
Use of formal rules for applying capital budgeting techniques NA NA 0 106 2 2%
Number of companies® 108 108 0 0 18 17%
Changing tightness of control
Shortening the required payback period to take into account the higher project-specific risk 1.9 2.06 0 102 6 6 %
Raising the required rate of return according to the project-specific risk 1.89 1.93 0 105 3 3%
Use of more conservative CF estimates to take into account the higher project-specific risk 219 223 0 105 3 3%
Use of sensitivity analysis required as a part of the investment proposal 314 3.32 1 A 13 12%
Use of scenario analysis required as a part of the investment proposal 2.62 2.76 0 101 7 6 %
Use of simulation analysis required as a part of the investment proposal 113 114 0 107 1 1%
Use of Capital Asset Pricing Model analysis required as a part of the investment proposal 1.23 123 0 108 0 0%
Use of other risk analysis reguired as a part of the SMI proposal 1.29 138 0 103 5 5%
Intensity to use procedural pre-decision controls NA NA 0 76 32 30 %
Nurmber of companies® 108 108 1 62 45 2%
Introduction of new pre-decision control mechanisms
Introduction of new major control mechanisms NA NA 0 108 0%
Number of companies b 108 108 108 0%
TOTAL NUMBER OF COMPANIES’ 108 108 5 42 64 59 %

*Means of Likert-5 scaled variables have been used in the status columns (n=108). Status after (adaptations) shows the situation at the time of the

interview. Status before (adaptations) shows the situation before adaptations had taken place.

® This accounts for the total number of companies that have made at least one control increase in the control subgroup.
Number of companies totally (decresead, no change, increase) add up to 111 (not 108), because 3 companies have simultaneously decreased and

increased different control mechanisms.



Table 3
Adaptationsin pre-decision control subgroups

Number of companies that have increased control, n = 108

Nr of increases Locus(4) Formalisation (6) Tightness(9) New controls (1) Tota (20)

0 75 90 63 108 44
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Theoretical maximum number of adaptations for each subgroup and total are given in parenthesis.
The number of companies that have decreased control isnot considered in thistable.



Table 4

Pearson correlation matrix of quantitative independent variables. Dummy variables have been
excluded from thistable

Financial Pressure  Exploitation ~ Exploration Logof Net Sales Control Status
Financial Pressure 1.000

Exploitation 0.084 1.000

Exploration 0.071 0.209 1.000

Log of Net sales -0.026 -0.064 -0.067 1.000

Corntrol Status -0.009 0.108 0.049 0.271 1.000



Table 5
Results of the generalised linear model

Type of pre-decision controls

Model 1 Mode 2 Model 3 Model 4
Tota Locus Formal Tightness
Ccoeff. Sig. COeff. Sig. Ccoeff. Sig. COeff. Sig.
Intercept -1.516 -1.264 -1.142 -1.903
Financial pressure 0.099 0.003*** 0.087 0.204 0.085 0.178 0.101 0.040 **
Exploitation 0.071 0.043 ** 0.049  0.496 0.014 0.838 0.116 0.026 **
Changes in management 0.305 0.000 *** 0.187 0.163 0482 0.000*** 0310 0.002 ***
Log of net sdles 0.002 0.904 0.046  0.262 -0.066 0.112 0.005 0.869
Exploration 0.078 0.150 0.005 0.963 0.082 0435 0.134 0.095 *
Corntrol status 0.026 0.071 * -0.012 0.672 0.018 0.486 0.060 0.007 ***
Prospector -0.149 0.069 * -0.261  0.122 -0.069 0.655 -0.188 0.131
Strategic planning 0.146 0.034 ** 0.118  0.402 0.015 0.909 0.239 0.022 **
Likelihood ratio Chi-square 48.631 0.000 *** 10.215 0.250 17.7  0.023 ** 38.9 0.000 ***
vaue value/df vaue vaue/df vaue vaue/df value value/df
Deviance 1734 1.751 88.1 0.890 1169 1.181 1186 1.198
Pearson Chi-square 172.7 1.745 99.0 1.000 180.8 1.827 1233 1.246

Degrees of freedom df=99, for each model; *, ** and *** denote significance at
the 0.10, 0.05 and 0.01 level, respectively.
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Figure 1. Results of the generalised linear model (Model 1, Aggregate level) (n=108). *, **
and *** denote significance at the 0.10, 0.05, 0.01, respectively.



