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The goal of project control is monitoring the project progress during project execution to detect potential pro-
blems and taking corrective actions when necessary. Tolerance limits are a tool to assess whether the project
progress is acceptable or not, and generate warnings signals that act as triggers for corrective action to the
project manager. In this paper, three distinct types of tolerance limits that have been proposed in literature are
validated on a large and diverse set of real-life projects mainly situated in the construction sector. Moreover, a
novel approach to construct tolerance limits that integrate the project risk information into the monitoring
process is introduced. The results of the empirical experiment have shown that integrating project-specific in-
formation into the construction of the tolerance limits results in a higher efficiency of the monitoring process.
More specifically, while including cost information increases the efficiency only marginally, incorporating the
available resource information substantially improves the efficiency of the monitoring process. Furthermore,
when projects are not restricted by scarce resources, the efficiency can be enhanced by integrating the available

project risk information.

1. Introduction

An important factor of project success is the timely completion of
projects. In this paper, three control methodologies proposed in recent
literature to control the schedule progress of projects are empirically
compared and validated on the large and diverse real-life project da-
tabase of Batselier and Vanhoucke [1]. From this database, 93 projects
have been selected, of which 71 are situated in the broad construction
sector. More specifically, the tolerance limits have been evaluated for
commercial, residential and institutional building projects and for civil
and industrial construction projects. Moreover, a novel control meth-
odology that integrates the activity risk information into the project
control phase is introduced.

Project control is, together with baseline scheduling and risk ana-
lysis, one of the three major components of Integrated Project
Management and Control [2]. While the scheduling and risk analysis
phases are performed before the project execution is started, the project
control phase is conducted during project execution. The goal of this
phase is to identify potential problems or opportunities during project
execution, and to take corrective actions to get the project back on track
if necessary. During project execution, the actual project progress is

monitored and evaluated by comparing it to the baseline schedule. A
well-known methodology to monitor the project progress is Earned
Value Management (EVM), which originated in the 1960s at the US
Department of Defense [3]. While EVM provides simple metrics to
measure the current performance of a project, they should be used in
conjunction with tolerance limits to assess this performance. These
tolerance limits for project control have been established as a tool to
support the project manager in deciding whether corrective actions
should be taken to get the project back on track. Hence, the goal of
these tolerance limits is generating warning signals when the monitored
project progress is below a certain threshold, indicating that it is likely
that the project will exceed its deadline. These warning signals thus act
as a trigger for corrective action for the project manager. The control
methodologies validated in this paper are analytical tolerance limits for
schedule control using EVM metrics. This type of tolerance limits sets
threshold values for the schedule progress at each project phase based
on project-specific characteristics. Moreover, each of the tolerance
limits evaluated in this paper are constructed for projects with a project
buffer. Hence, these tolerance limits generate warning signals when it is
expected that the project buffer will be consumed entirely before the
project is completed, resulting in a project exceeding its deadline.

“ Corresponding author at: Faculty of Economics and Business Administration, Ghent University, Tweekerkenstraat 2, Gent 9000, Belgium.
E-mail addresses: annelies.martens@ugent.be (A. Martens), mario.vanhoucke@ugent.be (M. Vanhoucke).

https://doi.org/10.1016/j.autcon.2018.01.002

Received 2 August 2017; Received in revised form 14 December 2017; Accepted 9 January 2018

0926-5805/ © 2018 Published by Elsevier B.V.


http://www.sciencedirect.com/science/journal/09265805
https://www.elsevier.com/locate/autcon
https://doi.org/10.1016/j.autcon.2018.01.002
https://doi.org/10.1016/j.autcon.2018.01.002
mailto:annelies.martens@ugent.be
mailto:mario.vanhoucke@ugent.be
https://doi.org/10.1016/j.autcon.2018.01.002
http://crossmark.crossref.org/dialog/?doi=10.1016/j.autcon.2018.01.002&domain=pdf

A. Martens, M. Vanhoucke

The contribution of this paper is twofold. First, the analytical tol-
erance limits proposed in [4,5] and [6] are empirically validated using
the real-life project database of Batselier and Vanhoucke [1]. A dis-
tinctive characteristic of these tolerance limits is their ease of im-
plementation, since they are constructed using only project-specific
information and do not require any historical or simulated data.
However, since the performance of these limits has been validated using
large simulation studies only, the ease of implementation in a real-life
context has not been verified yet. Therefore, in this paper, both the ease
of implementation of the tolerance limits for real-life data and their
performance will be reviewed, using empirical data rather than artifi-
cial simulations. These empirical data comprise of 71 real-life con-
struction projects and 22 real-life projects in the education, event
management, engineering and IT management sector. Second, a new
approach is proposed, which integrates the available activity risk in-
formation into the construction of the tolerance limits. Based on the
results of the empirical study, guidelines are proposed for when to use
which type of tolerance limit.

The outline of this paper is as follows. In Section 2, the literature on
Integrated Project Management and Control and on project monitoring
is briefly introduced. Subsequently, the empirical experiment is de-
scribed in Section 3. Further, the results of this experiment are reviewed
in Section 4. Finally, Section 5 discusses the conclusion of this paper.

2. Literature review

Since project control is one of the three major components of
Integrated Project Management and Control, these components are
briefly discussed in Section 2.1. Subsequently, in Sections 2.2 and 2.3,
we elaborate on the project monitoring process and the construction of
tolerance limits for project control.

2.1. Integrated Project Management and Control

In this section, the three components of Integrated Project
Management and Control, namely baseline scheduling, risk analysis and
project control, are introduced. Further, research efforts in recent lit-
erature are highlighted for each component.

Baseline scheduling

During the baseline scheduling phase, a feasible baseline schedule is
constructed that acts as a point of reference during the risk analysis and
project control phase. While the project scheduling problem has in-
itially been addressed in absence of resource restrictions by the critical
path method (CPM, [7]) and the program evaluation and research
technique (PERT, [8]), the resource-constrained project scheduling
problem (RCPSP) has been defined to explicitly incorporate resource
restrictions. The aim of the RCPSP is minimising the project makespan
when limited resources are available. For an overview of the variants
and extensions of this problem that are explored in literature, the reader
is referred to [9-11]. Moreover, extensions and novel approaches to
solve this problem are still being developed, e.g. by [12-14].

Schedule risk analysis

In this phase, a Schedule Risk Analysis (SRA) is performed to con-
nect the activity risk information to the baseline schedule such that the
sensitivity and cruciality of the project activities can be measured. The
resulting SRA measures indicate the impact of the activities on the final
project duration and can be used by the project manager to decide
which activities require managerial effort during project execu-
tion [15,16]. Further, the merits and pitfalls of these SRA measures are
reviewed by Elmaghraby [17].

Project control
During the project control phase, deviations from the baseline
schedule are measured during project execution such that corrective
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actions can be taken by the project manager when problems are de-
tected. A wide variety of project control problems has been studied in
literature, e.g. determining the timing of control points [18-20], fore-
casting the final project duration [21,22], optimal buffer sizing [23-25]
and corrective action taking [16,26]. In this paper, we focus on con-
structing tolerance limits for the schedule progress of projects. The aim
of these tolerance limits for project control is to support the project
manager in deciding whether corrective actions should be taken by
comparing the monitored progress to a certain threshold. Therefore, in
Section 2.2, the monitoring process is briefly discussed. Subsequently,
the literature on tolerance limits for project control is reviewed in
Section 2.3.

2.2. Progress monitoring: Earned Value Management

A well-known technique to monitor project progress is Earned Value
Management (EVM, [3]). This methodology measures the project
schedule and cost progress in terms of Earned Value (EV) and Actual
Cost (AC). The cost progress is evaluated by comparing the AC with the
EV using two EVM cost performance metrics, the Cost Performance
Index (CPI = %) and the Cost Variance (CV = EV —AC). Further, the
schedule progress is examined by comparing the EV to the Planned
Value (PV), which is the value that is planned to be earned according to
the baseline schedule. Based on these key metrics, two EVM schedule
performance metrics are constructed, namely the Schedule Performance
Index (SPI = %) and the Schedule Variance (SV = EV —PV). However,
it is known that, since the PV and EV are both cost-based rather than
time-based metrics, the SPI behaves unreliably towards the end of the
project. In order to overcome this drawback of EVM, the Earned
Schedule (ES) concept has been introduced by Lipke [27] as an exten-
sion of EVM. The ES is a time-based metric for the schedule progress,
and is determined as follows:

EV — PV,

ES=t+— 1
PViyi — PV,

(€]
with t such that EV = PV, and EV < PV, ;. Consequently, the sche-
dule performance of projects can be measured using the SPI(t) (=% s
which is a more reliable metric than the SPI. Therefore, the SPI(t) will
be used in this experiment to measure the schedule progress of the
projects. In the remainder of this section, the integrated earned value/
earned schedule method will be referred to as EVM/ES. For an ex-
tensive introduction to EVM/ES, the reader is referred to [28] and [27].
Further, a recent comprehensive overview of the applications and ex-
tensions of EVM/ES is given in [29].

2.3. Tolerance limits for project control

In order to evaluate the monitored project progress, tolerance limits
for project control are constructed. For each phase of the project, a
threshold value for the progress is determined. When the actual pro-
gress is below this threshold at a certain time during execution, a
warning signal is generated. This signal indicates that, given the current
progress, the project is likely to exceed its deadline and corrective ac-
tions should be taken in order to get the project back on track.

In recent literature, tolerance limits have been proposed that can be
classified in three groups; static tolerance limits, statistical tolerance
limits and analytical tolerance limits. Static tolerance limits are constant
throughout the entire project life cycle and are determined using rules
of thumb. Since these limits do not consider any project-specific in-
formation or information from historical data, they are not always very
accurate or fail to dynamically take project progress features into ac-
count. This type of tolerance limits has been introduced by
Goldratt [30] and Leach [31]. Further, statistical tolerance limits have
been proposed. This type of limits applies concepts of Statistical Process
Control (SPC, [32]) and requires historical data or Monte Carlo
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simulations to determine the desired state of the project's progress at
each time during the execution. In literature, statistical tolerance limits
have been proposed and validated using empirical data [33-37] or si-
mulation studies [4,38,39]. Finally, analytical tolerance limits use pro-
ject-specific information to determine the progress threshold at each
project phase. Since this type of limits does not require historical data
or monte carlo simulations, but only uses information which is readily
available during the scheduling phase, this type of limits is easier to
implement than statistical tolerance limits. Moreover, by including
project-specific information, they are often more accurate than static
tolerance limits. Analytical tolerance limits for projects with a project
buffer have been introduced by [4-6,40]. Since the limits used in [40]
employ the same principle as those in [4], but do not translate their
threshold values into EVM performance metrics, they are not further
considered in this research. The analytical tolerance limits introduced
in [4,5] and [6] are discussed in more detail in the remainder of this
section and empirically validated in Section 3.

More specifically, both the analytical tolerance limits for projects
with a project buffer introduced in [5] and [6] as well as a novel ap-
proach to construct analytical tolerance limits will be compared to the
basic analytical tolerance limits proposed in [4]. Each of these analy-
tical tolerance limits focuses on a different perspective to determine the
threshold values for the project's progress. First, the limits introduced
in [4] consider the time perspective. In [5], these limits are referred to
as linear limits, since they are established by imposing that the project
buffer is allowed to be consumed linearly with the time during project
execution. As a consequence, these limits are equally strict for each
project phase. Since these linear limits are the most straightforward
limits that can be set, they will be used as a benchmark to assess the
improvements of the other more advanced analytical tolerance limits.
The first more advanced type of analytical tolerance limits has been
proposed in [5]. More specifically, since the planned monetary value of
the project generally does not accrue linearly, but often follows an S-
curve, Martens and Vanhoucke [5] argue that the allowed buffer con-
sumption of each project phase should be determined based on the
planned value of that phase rather than just following a linear shape. By
employing a so-called cost perspective, the cost limits that are con-
structed are more severe for delays of project phases that deliver limited
(monetary) value to the project. Further, rather than following a cost
approach to construct the tolerance limits, Martens and Vanhoucke[6]
incorporated resource information into the construction of the limits. In
particular, since the limited availability of renewable resources is a
frequent cause of project delays, a resource perspective is considered
in [6]. The proposed resource limits are based on the resource avail-
ability and resource requirements of the project activities. These re-
source limits are constructed such that they are more strict for project
phases in which resource conflicts leading to project delays are more
likely. Finally, the novel approach that has not been used earlier in
literature focuses on the risk perspective, by considering the risk level
of all project activities. In this approach, the most risky project phases
in terms of activity duration variation are allowed to consume a larger
portion of the project buffer than the less risky phases. Consequently,
the risk limits are less strict for the most risky project phases. The pro-
cedure to construct these analytical tolerance limits is discussed in more
detail in Section 3.2.

3. Empirical experiment

In this section, the empirical experiment is discussed. First, the data
selection procedure is described in Section 3.1. Subsequently, the pro-
cedure to construct the tolerance limits is defined in Section 3.2. Both
the construction of the limits and the implications of using real-life data
are discussed in this section. Further, the design of the experiment is
discussed in Section 3.3. Finally, the performance measurement process
is specified in Section 3.4.
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3.1. Data selection

The real-life projects used in this paper are part of the large and
diverse real-life project database of Batselier and Vanhoucke [1], which
currently consists of 125 projects situated within 5 distinct sectors and
which is publicly available at [41]. This project database has been used
in several studies to evaluate project control techniques empirically,
e.g. in [42,43] and [44]. Each project in this database has a project
card, in which the project data are summarised and the authenticity and
completeness of the data are indicated. The authenticity of the project
data is reviewed using two concepts, namely the project authenticity and
the tracking authenticity. Full project authenticity implies that all ac-
tivity, resource and baseline cost data were collected from the actual
project owner, and no assumptions were made by the data collector.
Similarly, full tracking authenticity means that the actual activity start
dates, durations and costs were all obtained from the actual project
owner. As a result, each project with full tracking authenticity can be
monitored using the EVM/ES methodology. Further, the project cards
represent the completeness of the project data for the three dimensions
of Integrated Project Management and Control (baseline schedule, risk
analysis and project control).

Using the information provided by the project cards, we have se-
lected the projects suitable for this research as follows. First of all, we
performed an authenticity selection in order to only retain those projects
with a full project and tracking authenticity. Out of the 125 projects in
the database, 111 projects have a full project authenticity. 93 of these
projects have a full tracking authenticity as well. Consequently, these
93 projects were retained and subjected to a completeness selection, in
which we verified whether the required baseline, risk and project
control information is included. Since each type of analytical tolerance
limit which is empirically validated in this paper focuses on a different
project perspective, as depicted in Table 1, the required project in-
formation differs for each type. First, the linear limits do not consider
any project-specific information. Therefore, only the planned duration
of the project and the time of the tracking periods are required. For
each of the 93 fully authentic projects, these limits can thus be con-
structed. Further, the cost limits, which deploy a cost perspective, re-
quire that the planned activity start times, duration and cost are known.
Since these requirements have to be met in order to be fully authentic,
the cost limits can be constructed for all 93 projects as well. The resource
limits proposed by Martens and Vanhoucke [6], however, require ad-
ditional information on the resource availability and resource require-
ments of the activities. This information is only provided for 21 of the
93 projects. Finally, we observed that, from the 93 projects, 32 provide
additional information on the activity risk profiles. More specifically,
the three point estimates and standard deviation of the activity dura-
tions are specified. Therefore, we propose an approach to include this
information into the construction of tolerance limits in order to improve
their performance. These performance limits will be referred to as risk
limits and are introduced in Section 3.2.2. An overview of the number of
selected projects for each type of limits is given in Fig. 1. Further, the
project codes of the selected projects for each limit are listed in
Appendix A. Using these codes, the project cards with detailed in-
formation on the project characteristics can be found at [41].

Table 1
Overview of limits.

Perspective Reference Number of projects
Linear limits Time [4] 93
Cost limits Cost [5] 93
Resource limits Resource [6] 21
Risk limits Risk - 32
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Fig. 1. Dataset.
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3.2. Construction of limits

In this section, the construction of the analytical tolerance limits for
projects with a project buffer will be discussed. First, the general pro-
cedure to construct these limits is briefly introduced in Section 3.2.1.
Subsequently, the aspects which are specific to each type of limit are
discussed in Section 3.2.2. Finally, the specific procedures are illu-
strated using a toy example in Section 3.2.3.

3.2.1. General procedure

The procedure proposed in this paper constructs EVM tolerance
limits for projects with a project buffer, by determining the maximal
amount of the buffer that is allowed to be consumed at each project
phase. In the empirical experiment, we determined this allowable
buffer consumption for each time unit from the start until the planned
duration of the projects. The three steps required to construct these
limits are depicted in Fig. 2. In this figure, the abbreviations PB, PD, DL
and BAC are used to denote the project buffer, planned duration,
deadline and budget at completion respectively.

Step 1 Buffer assignment. In the first step, the allowable buffer
consumption is determined for each project phase. The allowable buffer
consumption reflects the portion of the project buffer that is allowed to
be consumed by a project phase without endangering the project
deadline. The left pane of Fig. 2 illustrates that different project phases
are not necessarily assigned an equal portion of the project buffer. In
particular, this portion is determined for each project phase, based on
project specific characteristics. Each limit discussed in this paper fo-
cuses on a different characteristic, namely time, cost, resources and
risk, resulting in a different accrue of allowable buffer consumption.

Step 2 Buffered planned progress. In this step, the buffered planned
progress curve (BPP-curve) is constructed. This curve reflects the pro-
ject progress in case each project phase consumes the entire allowable
portion of the project buffer. As depicted in the middle pane of Fig. 2,
the BPP curve can be determined by adding the allowable buffer

STEP 1

Determine allowable buffer

consumption for each project
phase
PB
100% PD
BAC
ta
— €

— T

32 projects with risk
information
risk limits

STEP 2

Construct the buffered planned
progress

consumption of each project phase to the planned progress of that
phase. Accordingly, the BPP-curve reflects the minimal progress of the
project in order to meet its deadline.

Step 3 Threshold values. In the final step, the tolerance limits are
expressed in terms of SPI(t) based on the minimally required progress
(reflected by the BPP-curve) and the planned progress. At each time, the
BPP-curve is compared to the planned progress in order to determine at
which time the buffered planned progress was scheduled to be com-
pleted. This time is referred to as the minimally required earned sche-
dule at time t (ESg ). In the right pane of Fig. 2, this step is illustrated
for time t3. Finally, by dividing the ESg, by time ¢, the SPI(t) threshold
value for time t is found. This SPI(t) threshold value represents the
minimum schedule performance that guarantees a timely project
completion. Hence, when the performance drops below this threshold,
corrective actions are required.

For a more detailed discussion on this general procedure, the reader
is referred to [5]. Since each type of tolerance limit used in this research
focuses on a different project-specific characteristic in order to de-
termine the allowable buffer consumption during project execution, the
first step of this procedure is specific to each type of tolerance limit. The
second and third steps, however, are identical for all types.

3.2.2. Specific procedure: buffer assignment

In this section, the determination of the allowable buffer con-
sumption for each project phase is described for each type of analytical
tolerance limit listed in Table 1. Further, the required data and possible
adjustments to the construction of the limits are discussed for each of
these limits.

Linear limits. For the linear limits, introduced by Colin and
Vanhoucke [4], the allowable buffer consumption is assumed to
increase linearly with the time. Specifically, at x% of the project
makespan, x% of the project buffer is allowed to be consumed. In
other words, the BPP-curve is established by stretching the PV-curve

STEP 3

Set the tolerance limits for the
SPI(t)

s BAC!

project
buffer size

. time | . time

allowable buffer
consumption (%)

—— planned progress
LT Y BPP-curve

PD DL ESrets PD DL

—— planned progress
"""" BPP-curve

» allowable buffer consumption

Fig. 2. General procedure.
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horizontally with a factor %. Consequently, the only information
that is required is the time of each tracking period for which tol-
erance limits will be set, and the total project duration. Since only a
limited amount of data is required, the linear limits can be con-
structed for each project in our real-life project data set. Moreover,
no adaptations to the data are required.

Cost limits. In [5], a cost perspective is deployed to determine the
allowable buffer consumption throughout the project execution.
More precisely, the cost information of the activities is used to de-
termine the aggregated PV accrue of the baseline schedule. Ac-
cordingly, the allowable buffer consumption of a project phase is set
proportionally with the PV accrue. Thus, at each project phase, the
allowable buffer consumption is equal to the percentage completed
(PC) of that phase. Specifically, when x% of the project is com-
pleted, x% of the project buffer is allowed to be consumed. There-
fore, the PC of each project phase should be known in order to
construct the cost limits. Since the projects in our dataset are se-
lected such that they all have full project authenticity, this in-
formation is available for each project in the dataset. Hence, the cost
limits can be constructed for all 93 projects.

Resource limits The limits proposed in [6] consider a resource per-
spective. This perspective is deployed at two levels, the activity level
and the project level. At the activity level, the project progress is
determined using the work content (WC) of the project activities
rather than the activity cost. The WC of each activity is defined as
the planned duration of the activity multiplied by its resource re-
quirement per time unit, and is used to establish the aggregated WC
accrue. At the project level, the so-called shiftability of the schedule,
which reflects the ability to shift activities to the right without en-
dangering the PD of the project, is considered. The higher this
shiftability, the less likely the probability that resource conflicts will
cause further delays that endanger the PD of the project.

Hence, in order to determine the allowable buffer consumption
using the resource perspective, the following procedure should be
followed. First, at the activity level, a planned WC-curve should be
constructed which reflects the amount of work content that should
be performed according to the baseline schedule. Second, at the
project level, the cumulative shiftability should be determined by
comparing the planned WC-curve of the baseline schedule to the
planned WC-curve of the resource-feasible latest start schedule
(LSS). This schedule is determined by scheduling the project activ-
ities as late as possible without violating the precedence relations
and resource constraints using the Latest Finish Time (LFT) priority
rule [45]. Hence, the shiftability of each time t until the PD is de-
fined as the difference between the planned WC of the baseline
schedule and the planned WC of the LSS at time t. Further, the cu-
mulative shiftability at time t is determined by summing the shift-
ability of each time from 0 until t. Finally, since both the aggregated
WC accrue and the cumulative shiftability are considered to de-
termine the allowable buffer consumption, the project buffer is di-
vided in two parts that are dedicated to these two aspects. The larger
the shiftability of the project, the higher the focus on this aspect
should be. Similarly, the lower the project shiftability, the higher the
focus on the WC accrue. To determine the size of the project buffer
that should be dedicated to the shiftability (implying that the re-
maining part of the buffer is dedicated to the WC accrue), the degree
of shiftability has been introduced. This degree of shiftability is de-
fined by two components, namely the absolute shiftability of the
project and the maximal shiftability of the project. The absolute
shiftability represents the total cumulative shiftability at the PD of
the project. Further, the maximal shiftability is determined by
comparing the baseline schedule to the maximal shiftability sche-
dule, which is defined as the latest start schedule when the pre-
cedence relations of the project are not considered and a fixed work
content is assumed for the activities. Accordingly, the degree of
shiftability is calculated by dividing the absolute shiftability by the
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maximal shiftability. For a more elaborate description of this pro-
cedure, the reader is referred to [6]. Moreover, this procedure is
illustrated on a toy example in Section 3.2.3.

Contrarily to the linear and cost limits, some adjustments to the data
and the theoretical procedure are required to construct the resource
limits. At the activity level, since the planned and actual progress of
the projects in the database is provided in monetary units rather
than in terms of work content, the planned and earned WC-curves
have to be constructed using the provided project data. While in [6]
only one type of renewable resources is assumed to be used, most
real-life projects deploy several distinct renewable resources.
Therefore, the availability and requirements of all required re-
sources should be considered. In order to avoid biases due to dif-
ferent measure units used for the different types of resources, we
normalised the resource availability of each resource to 1. Hence,
the resource requirements of the project activities are defined as a
portion of the total resource availability. Accordingly, the work
content of each activity is defined as its planned duration multiplied
with the sum of all proportional resource requirements per time
unit. Since complete information on the planned and actual activity
start times and resource requirements is available for the 21 selected
projects, constructing these curves did not pose any problems.
Moreover, this additional step was required in this experiment due
to the fact that the presented projects all use the EVM/ES metho-
dology to monitor their progress. When the resource limits would be
used for a new real-life project, the progress can readily be ex-
pressed and measured in terms of work content without these ad-
ditional calculations. At the project level, additional calculations are
required as well. First, to determine the shiftability of the baseline
schedule, the LSS of the project should be established. While this LSS
is not included in the project database, it can be determined using
the software tool ProTrack [46]. Using this information, all calcu-
lations to determine the resource limits can be made. Consequently,
while the construction of the resource limits requires more calcu-
lations than the linear or cost limits, these calculations can be easily
done with the information available at the scheduling phase.

Risk limits. While the resource limits have been proposed in order to
improve the performance of analytical tolerance limits by including
additional project information in the construction of the limits, most
projects in our dataset (93 — 21 = 72) do not provide the required
resource information. However, 32 of these projects provide addi-
tional project information in terms of risk. More specifically, for
these projects, the three point estimates and standard deviation of
the activity durations are listed. Therefore, we propose an approach
to include this information in the determination of the allowable
buffer consumption of each project phase.

The allowable buffer consumption according to the risk limits
should be proportional with the risk accrue of the project. Two steps are
required to determine the allowable buffer consumption. First, the in-
dividual risk value of each activity is determined. Second, based on the
risk value of all activities, the aggregated risk curve can be constructed.
The allowable buffer consumption of each phase is then set propor-
tional to the aggregated risk at that phase.

Similar to the existing analytical tolerance limits, the individual
activity risk value is determined using information that is readily
available during the scheduling phase, without requiring historical data
or Monte Carlo simulations. In order to determine the individual ac-
tivity risk value, we have considered two aspects that affect the activity
risk and that are known before project execution, namely the activity
variability and the position of the activity in the project schedule. The
variability of the activity duration is represented by its standard de-
viation, which is an assessment made by the project manager of the
uncertainty related to the estimated activity duration. Further, we
identified three situations in which early activities have a larger po-
tential impact on the project outcome. First, activities that are
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scheduled early in the project can have more total successors that can
suffer from a delayed start time than activities at the end of the project.
Second, when limited resources are available, activities early in the
project can cause more resource conflicts than activities at the end of
the project. Finally, activity duration estimates are known to be sto-
chastically dependent [47]. For early activities, there can be more re-
maining activities that suffer from the same estimation bias. Hence,
rather than analysing for each activity the number of activities that
could be affected due to the above reasons, which would require ad-
ditional information on the dependency between activities, we assume
that all activities with a start time later than the planned finish of an
activity can be affected by delays of that activity. Therefore, we defined
the individual activity risk value as follows:

risk; = o; X #act;y @)
with risk; and o; the risk value and standard deviation of activity i and
#act;y the number of activities following activity i, including the
dummy end activity. Similarly to the PV-curve, the aggregated risk
accrue curve can be constructed based on the activity start time,
duration and risk value, and thus reflects the cumulative increase in risk
value of the schedule. Finally, the allowable buffer consumption ac-
cording to the risk limits is proportional with the aggregated risk value
of each project phase.

3.2.3. Toy example

In this section, a toy project, for which the project network and
baseline schedule are depicted in Fig. 3, is used to illustrate how each of
the limits presented in Section 3.2.2 are constructed. First, the allow-
able buffer consumption is determined for each time period of the
project. Each tolerance limit uses a different perspective to determine
the allowable buffer consumption. More specifically, the allowable
buffer consumption is set proportionally with the planned progress of
the project, which is expressed using a time, cost, resource and risk
perspective. Subsequently, the threshold values for the SPI(t) of each
phase are set based on the allowable buffer consumption of that phase.

In Table 2, the planned progress according to the time, cost, re-
source and risk perspectives are listed for each time period of the
project. For the linear limits, the planned progress per time period is
equal to the time of that period. For the cost limits, the planned
progress is defined by the PV-curve. At time t3 (t=3), for
instance, the progress is equal to 76.67
(=costm1 + coStyerr + % X2 =204+ 30+ ? X 2). Further, the al-
lowable buffer consumption of the resource limits depends on two as-
pects, namely the progress in terms of WC and the progress in terms of
shiftability. At time t;, the progress in terms of WC is equal to 9
(=3+4+ % X 2). In terms of shiftability, the progress is equal to 6
( =shiftyy +shifte + shiftis = 0 + (WCgs,;, — WCis ) + (WCgs,, —WCrs,)
=0+(6 —4) +(9 —5)). Finally, the progress in terms of risk depends
on the standard deviation and the number of ensuing activities (in-
cluding the dummy end activity) of each activity. For real-life projects,
the standard deviation of the project activities is assessed by the project
manager. In this example, we assume that activity 1 is the least risky
and activity 3 the most risky activity of the project. This is reflected by
their standard deviation, which is 0.01, 0.1, 0.3 and 0.1 for activities 1,
2, 3 and 4 respectively. Moreover, the activities have respectively 4, 2,
2 and 1 ensuing activities. The individual risk levels of the activities,

cost_—_duration

1D
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resource w0 > 3
2
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Table 2
Planned progress for four perspectives.

th t t, ts ts ts te
Linear limits 0 1 2 3 4 5 6
Cost limits 0 20 48.33 76.67 90 105 120
Resource limits
WC 0 3 6 9 10 11 12
Shiftability 0 0 2 6 10 12 12
Maximal shiftability 0 3 9 15 19 21 21
Risk limits 0 0.04 0.34 0.64 0.84 0.89 0.94

Table 3
Allowable buffer consumption for four perspectives (in %).

to t t, ts ts ts to
Linear limits 0 17 33 50 67 83 100
Cost limits 0 17 40 64 75 88 100
Resource limits 0 11 31 61 83 96 100

wC 0 25 50 75 83 92 100

Shiftability 0 0 17 50 83 100 100
Risk limits 0 4 36 68 89 95 100

which will be used to determine the project risk progress, are thus equal
to 0.04, 0.2, 0.6 and 0.1. Consequently, at time t3, the risk progress is
equal to 0.64 (= 0.04 + 0.2 + 2° x 2).

Table 3 shows the allowable buffer consumption of each time period
for all activities. For the linear, cost and risk limits, these proportion
can be readily determined by dividing the progress at each time period
by the total progress at the planned duration. Hence, for these limits,
Table 3 depicts the normalised values of Table 2. For the resource
limits, however, Table 3 shows the normalised values for the WC and
shiftability. Accordingly, the allowable buffer consumption for the re-
source limits is determined as the weighted sum of the WC and shift-
ability, with weights (1 — degreeof shiftability) and degree of shiftability,
respectively.

For instance, the allowable buffer consumption at time t; is 50%

(:%) for the linear limits, 64% (:%) for the cost limits and 68%

(=%) for the risk limits. For the resource limits, however, an inter-
mediate step is required, since the allowable buffer consumption de-
pends on both the progress in terms of WC and the progress in terms of
shiftability. First, the portion of the project buffer that is assigned to the
shiftability progress is determined by dividing the actual shiftability of
the schedule by the maximal shiftability. As shown in Table 2, the ac-
tual and maximal shiftability of the project are equal to 12 and 21 re-
spectively. Therefore, 57% (=%) of the project buffer is divided over
the project phases proportionally with the shiftability. Similarly, 43% of
the buffer is divided over the project phases proportionally with the

WC. At time t3, the proportion of the total WC is 75% (=%) The pro-

portion of the shiftability is equal to 50% (=%) Consequently, the
allowable buffer consumption at time t3 according to the resource limits
is equal to 61% (=0.43 x 0.75 + 0.57 x 0.5).

In Fig. 4, the allowable buffer consumption for the cost, resource
and risk limits are graphically compared to the linear limits. As shown
in the left pane, the cost limits allow a larger buffer consumption at
each time period, due to the fact that a considerable part of the project

LATEST START SCHEDULE MAXIMAL SHIFTABILTIY SCHEDULE

1

.
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Fig. 3. Toy example.
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is scheduled in the early phases. The middle pane shows that the re-
source limits are more severe in the early phase and less strict in the
final phases, due to the limited shiftability in the early phases and the
high shiftability in the middle phases. Further, since the first activity is
very unrisky, the risk limits allow a very limited portion of the project
buffer to be consumed in the early phases. Accordingly, a larger portion
of the buffer is available for the middle phases, in which the most risky
activity is scheduled.

Finally, the progress of two fictitious executions will be monitored
and evaluated at time t; to illustrate how the actual SPI(t) limits are
calculated. In Fig. 5, these fictitious executions are depicted. For both
executions, a project buffer of 25% of the PD is assumed (=1.5 days).
During execution A, activity 3 has a delay of 50%. During execution B,
both activity 2 and 3 suffer from a delay of 50%. While the delay of
activity 3 affects the final project duration, both executions are com-
pleted on time due to the provided project buffer. Moreover, Fig. 5
shows that the delay in activity 2 has no impact on the final project
duration.

In Fig. 6, the EV of execution A and the PV of the baseline schedule
are depicted. Further, this figure shows how the ES can be determined
graphically using the EV- and PV-curve. By dividing this ES by the
actual time t;, the SPI(t) at time t3 is determined. Further, the BPP,
which is required to determine the SPI(t) tolerance limit, is depicted for
the cost perspective. As shown in Fig. 6, the appropriate BPP value to
determine the tolerance limit for the project progress at t5 is established
as the ES of t3 increased with the portion of the project buffer that is
assigned to time ES. The tolerance limit is hence established by dividing
the ES by the BPP. Since the BPP is higher than t; for execution A, no
warning signal will be generated by the cost limits for execution A at
time ts. In the remainder of this section, the calculations to determine
the schedule performance and tolerance limits will be demonstrated.

In Table 4, the monitored progress and schedule performance of
both executions is listed. In case the time, cost or risk perspectives are
deployed to construct tolerance limits, the well-known EVM/ES per-
formance metric SPI(t) is used to monitor and evaluate the progress.
However, in the case the resource perspective is used, the progress is
monitored and evaluated in terms of earned WC using the SPI(t)wc
metric. This corresponds with the approach introduced in [6]. There-
fore, Table 4 shows the progress for both the EV and earned WC. Using
the information provided in Fig. 3 and Table 2, these values can be
determined. For instance, the EV of execution A at time t; is equal to
67.78 (=20 + 30 + :—g X 2). Further, the ES equals 2.69

(=2 + 67.78 — 48.33

76.67 — 48.33

). As a result, execution A has an SPI(t) of 0.90 (=%)
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Fig. 4. Allowable buffer consumption.
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Table 4
Progress and performance metrics.

Progress monitoring Performance metrics

EV Earned WC ES ESwc SPI(t) SPI(D)wc
Execution A 67.78 8.33 2.69 2.78 0.90 0.93
Execution B 57.78 7 2.33 2.33 0.78 0.78
Table 5
Threshold values at ts.
Allowable BC (%) BPP Tolerance limit
A B A B A B
Time 45 39 3.36 291 0.80 0.80
Cost 56 48 3.53 3.06 0.76 0.76
Resource 69 58 3.82 3.21 0.73 0.73
Risk 54 47 3.49 3.04 0.77 0.77
at time ts.

In Table 5, the SPI(t) tolerance limits are determined for each per-
spective and each execution. First, the allowable buffer consumption is
determined based on the perspective that is deployed. For instance,
since the ES of execution A is equal to 2.69, 45% (—2'69) of the PB is

T 6

R Execution A R Execution B Fig. 5. Fictitious project executions.
PD DL PD DL
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allowed to be consumed at t; by execution A. Subsequently, the BPP is
established by adding the allowable buffer consumption portion of the
PB to the ES of the execution. For the time, cost and risk perspective,
the traditional ES is used. The resource perspective, however, uses the
ESwc. Hence, the BPP for execution A at t3 for the time perspective
equals 3.36 (=2.69 + 0.45 x 1.5). Finally, the tolerance limits are de-
termined by dividing the ES (or ESyc) by the BPP. For the time per-
spective, this results in an SPI(t) tolerance limit of 0.80 :%)

Finally, when the SPI(t) of an execution is lower than the SPI(t)
limit, a warning signal is generated. For the time, cost and risk per-
spective, the traditional SPI(t) is compared to the tolerance limits. For
the resource perspective, the SPI(t)y is evaluated. In Table 5, the limits
that generate a warning signal are shown in bold. For execution A, no
warning signals are generated by the four limits. For execution B,
however, the time limits generate a warning signal due to the si-
multaneous delay of activities 2 and 3. Since the delay of activity 2 does
not affect the project duration and the project finishes on time, this
signal is considered a false warning signal.

3.3. Design of experiment

In the empirical experiment, the performance of the cost, resource
and risk limits will be evaluated and compared to the linear benchmark
using the performance metrics discussed in Section 3.4. For each
tracking period at which the projects have been monitored, the toler-
ance limits are determined to evaluate the project progress. Since not
all projects provide the necessary information to evaluate the resource
and risk limits, this experiment consists of three parts, in which the cost,
resource and risk limits will be compared to the linear benchmark using
the appropriate projects. Therefore, the specific settings of each part of
the experiment are discussed in the following paragraphs.

3.3.1. Evaluation of cost limits

In several simulation studies on the performance of various project
control techniques, the project seriality has shown to have an important
impact (e.g. in [15,48]). The project seriality is represented by the se-
rial/parallel indicator SP, which indicates how close a project network
is to a completely serial network (SP = 1) or a completely parallel
network (SP = 0) [49].

The simulation studies performed to evaluate the performance of
the cost and resource limits showed that the SP-indicator has an im-
portant impact on the efficiency of the limits [5,6]. However, [50] re-
cently introduced a new project characteristic, the project regularity,
which reflects the value accrue of the project. The authors define a
project as completely regular when the PV-curve of the project is per-
fectly linear. In order to express the level of project regularity of pro-
jects, the regular/irregular indicator (RI) has been introduced (Eq. (3)),
with m; the maximal possible deviation of the PV-curve from a perfectly
linear curve, g; the actual deviation of the PV curve from a perfectly
linear curve and r the number of equidistant evaluation points.

Eiy:l (m; — a;)
T ®3)

For completely regular projects, the actual deviation from a per-
fectly linear curve will be zero at all evaluation points, resulting in an RI
of 1. Further, a maximally regular project occurs when the PV of the
project is zero throughout the entire makespan of the project, and
reaches the BAC at the end of the project. Consequently, the RI of a
maximally irregular project is equal to zero. In order to categorise
projects as regular or irregular, an RI cut-off value of 80% is proposed
by [50]. This value has been determined based on the RI of a perfect S-
curve (81%). Consequently, projects with an RI greater than 80% are
classified as regular, while projects with an RI below 80% are labelled
as irregular.

As an illustrative example, the RI of the toy example introduced in

RI =
m;
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Fig. 3 is determined. For this example project, there are 5 equidistant
evaluation points, namely ty,t,,...,ts. Further, for a perfectly linear PV
curve, the PV would increase with 20 units at each evaluation point.
Hence, at t3, ms is equal to 60 ( =60 — 0). With an actual PV of 76.67,
az is equal to 16.67 (=60 — 76.67|). The RI of the project can be
determined by calculating m; and q; for i = 1,2,...,5 and is equal to 87%
(=%). Consequently, this example project would be classified as a
regular project.

In this experiment, we have decided to examine the impact of the
project regularity on the performance of the tolerance limits, rather
than the project seriality, for the following two reasons. First, [50]
showed that the project regularity has a stronger effect on the EVM
forecasting accuracy than the widely used SP-indicator, due to its direct
link with the value accrue of the project. Second, for completely regular
projects, the PV-curve is completely linear. As a result, the cost limits
will be identical to the linear benchmark limits in this case. Accord-
ingly, it is expected that the cost limits for regular projects will not
result in substantially different results compared to the linear limits. For
irregular projects, however, the cost limits are expected to substantially
differ from the linear benchmark. Therefore, the dataset of 93 projects
has been partitioned in a set of 48 regular and 45 irregular projects. For
both sets, the performance of the cost limits has been compared to the
linear benchmark limits.

3.3.2. Evaluation of resource limits

Further, the real-life project data set can be divided into projects
with or without available resource information. For the 21 projects with
available resource information, the resource limits are constructed and
compared to the linear limits.

3.3.3. Evaluation of risk limits

Similarly, the project dataset consists of 32 projects with complete
risk information. In order to evaluate the performance of the proposed
risk limits, they are compared to the linear benchmark limits.

3.4. Performance measurement

The performance of project control tolerance limits is defined by
two characteristics. First of all, the capability of generating warning
signals for projects that exceed their deadline should be as high as
possible. Second, for projects that finish on time, the number of gen-
erated (false) warning signals should be as low as possible. These two
characteristics are evaluated by the efficiency and the reliability, re-
spectively [5]. Further, the performance of the tolerance limits can be
evaluated at two levels, the project level and the tracking period level.
At the project level, focus lies on reviewing whether or not one or more
warning signals are generated during the monitoring process. At the
tracking period level, the correctness of generated or absent warning
signals is analysed for individual tracking periods. Finally, while si-
mulation studies can provide multiple observations of project execu-
tions per project, using real-life data implies that only one observation
of a project execution is available per project. Consequently, the per-
formance metrics used for this experiment differ slightly from those
used in [5]. Therefore, in the remainder of this section, the inter-
pretation and definition of the applied performance metrics and the
differences with the performance metrics used for simulation studies
are discussed at the project and the tracking period level.

3.4.1. Project level metrics

The project level efficiency expresses the probability that a project
will exceed its deadline when 1 or more warning signals are generated
by the tolerance limits. Similarly, the project level reliability indicates
the probability that a project will be completed before or at its deadline,
when no warning signals are generated throughout the monitoring
process. Both the efficiency and reliability express probabilities,
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indicating that multiple observations are required to calculate these
metrics. Since simulation studies enable having multiple observations
per project, the efficiency and reliability can be calculated per project
when Monte Carlo simulations were used to generate fictitious project
executions. Subsequently, the efficiency and reliability of the tolerance
limits for the entire project dataset are defined as the average of all
projects' efficiency and reliability. Consequently, for a given project
dataset, the variability of the efficiency and reliability over the different
projects can be determined as well. When real-life data are used,
however, each project execution represents a single observation per
project. As a result, the efficiency and reliability of individual projects
cannot be determined. Consequently, the efficiency and reliability of
the project dataset are determined by considering the single observa-
tions of all projects in the dataset. Therefore, the efficiency and relia-
bility of a real-life project dataset are both a single value, rather than an
average value over all projects. The project level efficiency and relia-
bility are thus defined as follows:

efficiency = P[LatelSp] = P(SplLate) x P(Late)

F(5e) “@
reliability = P[OTInoSp| = P(noSpllj?T)Sx)P(OT) o
noSp

with Sp indicating that one or more warning signals were generated for
project P, noSp indicating that no warning signals were generated for
project P and Late and OT representing projects exceeding their dead-
line or finishing before or at their deadline, respectively. For instance,
when 500 out of 1000 project executions generated one or more
warning signals of which 250 are late projects and 250 are on time
projects, while only 300 of the 1000 executions are late projects, the
efficiency and reliability of the monitoring system are respectively 50%

250 /300 x 300 / 1000

== 0
1000

efficiency indicates the probability that a project of the dataset will be

late when one or more warnings signals are generated, the reliability
reflects the probability that a project of the dataset will be completed
on time when no warning signals are generated.

0 _ (700 — 250) / 700 x 700 / 1000 .
and 90% (——500/ 1000 . Thus, while the

3.4.2. Tracking period level metrics

In [5], the signal efficiency and signal reliability have been defined
as the relative number of correct warning signals and the relative
number of times signals were correctly absent, respectively. However,
contrarily to the project executions in the simulation study, the real-life
projects in our data set have varying numbers of tracking periods.
Consequently, in order to ensure a fair comparison, the signal efficiency
and reliability in this study have been slightly adapted. Instead of
considering the absolute number of signals generated per project ex-
ecution, the proportion of tracking periods that generated a warning
signal for late projects (%Stp ) and on time projects (%Stpor) are
considered. As a result, each project has the same weight in the cal-
culation of this metric. The adapted signal efficiency and signal relia-
bility are defined in Egs. (6) and (7). While the signal efficiency ex-
presses the probability that a project will be late when a specific
tracking period of that project generates a warning signal, the signal
reliability reflects the probability that a project will finish on time when
a specific tracking period has not generated a warning signal.

%S X P(Lat
signal efficiency = P[LatelStp] = W‘Lm—(ae)

%Stp (6)

1— %S pP(OT

signal reliability = P[OTInoSrp] = ( %Sr.or) X POT)
(1 — %Stp) @)

4. Results and discussion

In this section, the performance of the analytical tolerance limits for
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empirical projects is evaluated and discussed using the performance
metrics discussed in Section 3.4. In Section 4.1, the performance of the
cost limits is compared to the linear benchmark for 93 real-life projects.
The performance of the resource limits is evaluated on a set of 21 real-
life projects in Section 4.2. Finally, the risk limits are validated on 32
real-life projects in Section 4.3.

Since the performance metrics described in this section are Bayesian
metrics, the proportion of late and on time projects in the data set has
an impact on their value. Thus, in order to ensure a fair comparison
between the different experiments, the buffer size for each part of the
experiment will be set such that an identical proportion of the projects
in the test set will be late. More specifically, in each part of the ex-
periment, the limits have been evaluated for buffer sizes such that the
probability of late projects is equal to 10, 20 and 30%. Further, while
Marten and Vanhoucke [5] showed that the efficiency of the linear and
cost limits decreases for increasing buffer sizes, we did not empirically
analyse the impact of the buffer size for the following two reasons. First,
by fixing the proportional project buffer size for the three experiments
(for instance at 5, 10, 15 and 20% of the PD), the performance metrics
will be affected by the substantial differences in the number of late
projects in each experiment. For instance, for a project buffer of 5%, the
portion of late projects in the cost, resource and risk experiment is equal
to 52, 33 and 47% respectively. Further, for a project buffer of 20%,
these portions reduce to 17, 5 and 3%. Hence, due to these substantial
discrepancies, the result of the three experiments would not be com-
parable. Second, due to the small number of projects with a delay of
20% or more in the resource and risk group (i.e. only 1 project in each
group), we believe that the impact of the buffer size cannot be eval-
uated adequately given the available project dataset.

4.1. Cost limits

As discussed in Section 3.3, the 93 projects of our dataset are di-
vided into regular and irregular projects to evaluate the performance of
the cost limits. In the following paragraphs, the results of this experi-
ment are discussed for the group of regular projects and the group of
irregular projects.

4.1.1. Regular projects

The linear and cost limits have been evaluated for 48 regular pro-
jects. The results have shown that, as conjectured, the difference be-
tween both methods is negligible for regular projects. Consequently,
employing the cost limits for regular projects does not provide any
advantage over using the linear benchmark limits.

4.1.2. Irregular projects

The cost limits have been evaluated for the group of 45 irregular
projects as well. In Fig. 7, the performance of the linear and cost limits
for the irregular projects in our dataset are depicted. The upper pane
shows the project level efficiency and reliability. Further, the signal
efficiency and signal reliability are presented in the lower pane. For
each performance metric, the results are listed for a project buffer re-
sulting in 10, 20 and 30% of the projects being late. Further, the results
for the linear limits are shown by the light grey bar, while the dark grey
bars depict the performance of the cost limits.

At the project level, the reliability of both limits is equal to 1 for all
project buffer settings. Since the reliability indicates the probability
that a project will be completed on time when no warning signals are
generated, this implies that all projects that finish late are detected by
the tolerance limits. Further, the efficiency of the cost limits is slightly
higher than the efficiency of the linear limits, indicating that less false
warnings are generated. This difference, however, is marginal. At the
tracking period level, both the signal efficiency and signal reliability of
the cost limits are higher than the linear benchmark.

Compared to the results of the simulation study of Marten and
Vanhoucke [5], the difference in performance between the cost limits
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Fig. 7. Performance of cost limits (irregular projects).

and linear limits is less pronounced. This indicates that in real-life si-
tuations the relation between the activity duration and activity cost is
less explicit. An analysis of the project database showed that, opposed
to simulated projects, for real-life projects the portion of fixed activity
costs is indeed higher compared to the variable activity costs. However,
while the performance improvement of the cost limits is only marginal
compared to the linear limits, the additional effort to construct these
limits is limited as well. Therefore, when corrective actions are ex-
pensive and should thus be avoided when not necessary, the cost limits
are preferred over the linear limits.

4.2. Resource limits

The performance of the linear and resource limits is depicted in
Fig. 8. At the project level, the reliability of the resource and linear
limits is equal to 1 for each project buffer setting. Further, Fig. 8 shows
that the efficiency of the linear limits is rather low for the 21 projects
with sufficient resource information. Moreover, the efficiency of the
resource limits is substantially higher for each project buffer setting.
Further, the enhanced efficiency of the resource limits is confirmed at
the tracking period level. In terms of signal reliability, however, the
resource limits performance slightly less compared to the linear
benchmark.

This empirical experiment confirms the conclusion of [6] that
adding the available resource information into the monitoring process
significantly improves the efficiency of this process. It is shown that the
linear limits are not efficient for projects with scarce resources. Further,
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while constructing resource limits requires some additional effort, the
using resource limits increases the efficiency of the monitoring process
considerably. Consequently, when the required resource information is
available, the resource limits are preferred over the linear limits.

4.3. Risk limits

Fig. 9 shows the performance of the risk limits compared to the
linear benchmark. The project reliability for both limits is again equal
to 1. Further, the project efficiency of the risk limits outperforms the
linear benchmark for all project buffer settings. At the tracking period
level, the signal efficiency of the resource limits is higher than the linear
benchmark. However, for an increasing portion of late projects in the
dataset, the difference between both limits decreases. The signal re-
liability shows an opposite trend. The signal reliability of the risk limits
is lower than the linear benchmark, and this difference increases with
the portion of late projects in the dataset.

The results at the project level imply that the risk limits generate
less false warning signals than the linear limits, and are thus more ef-
ficiency. At the tracking period level, this observation is confirmed by
the increased signal efficiency of the risk limits. At the same time,
however, the reduced signal reliability indicates that less correct
warning signals are generated per project. Consequently, for projects
where corrective actions are expensive and risk information on the
activity duration is available, the risk limits could be deployed to re-
duce the number of false warning signals and to detect late projects
efficiently.
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Fig. 8. Performance of resource limits.

5. Conclusion

In this paper, three types of analytical tolerance limits proposed in
literature have been empirically validated on a large set of real-life
project data, mainly situated in the construction sector. Further, a novel
approach to construct analytical tolerance limits that incorporate ac-
tivity risk information are introduced and empirically validated.

Three experiments have been conducted in which the cost, resource
and risk limits have been compared to the linear benchmark limits.
First, the cost limits established in [5] are evaluated on a set of 93 real-
life projects. These cost limits adopt a cost perspective by assigning a
portion of the project buffer to each project phase proportionally with
the planned cost of that phase. The performance of the cost limits is
compared to the linear limits for 48 regular projects and 45 irregular
projects. Second, the resource limits have been implemented for the 21
projects in the data set that contained the required information. These
limits consider a resource perspective for two reasons. Firstly, expres-
sing the planned and earned progress in terms of value is, as demon-
strated in the first experiment, not necessarily accurate for real-life
projects. Therefore, [6] propose to express and monitor the planned and
earned progress in terms of work content units instead of costs. Sec-
ondly, when renewable resources are limitedly available, resource
conflicts are an important cause of project delays. Therefore, the
shiftability of each project phase, defined as the ability to shift activities
to the right without endangering the project makespan, is considered in
the construction of the resource limits. In the third experiment, the risk
limits have been evaluated on a set of 32 projects that provided the
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required activity risk information. These limits have been introduced to
improve the performance of analytical tolerance limits by considering
the activity duration variability.

In terms of reliability, each of the tolerance limits has a maximal
performance of 1, and thus no difference between the three experiments
has been observed. Further, the main distinctive findings of the ex-
periments can be summarised as follows. First, as conjectured, the
performance of the cost limits is almost identical to the linear bench-
mark for regular projects. For irregular projects, a slight improvement
of the efficiency compared to the linear benchmark has been observed.
This improvement, however, is lower than in the simulation study
conducted in [5], indicating that the relation between the activity
duration and activity cost is less straightforward for real-life projects.
Second, the experiment showed that the linear limits did not suffice to
efficiently monitor the progress of projects that are limited by scarce
resources. The resource limits, however, substantially increase the ef-
ficiency of the monitoring process. Consequently, while additional ef-
fort is required to deploy the resource limits, they are preferred over the
linear limits due to their enhanced efficiency. Finally, the risk limits
generate in general less warning signals than the linear benchmark
limits. At the project level, this results in a considerably higher effi-
ciency compared to the benchmark. At the tracking period level, an
increased signal efficiency but decreased signal reliability has been
observed. This lower signal reliability indicates that less warning sig-
nals are generated per late project. However, the project reliability,
which is equal to 1, indicates that all late projects are still detected.
Consequently, when no resource information is available or when the
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Fig. 9. Performance of risk limits.

project execution is not limited by scarce resources, risk limits are an
adequate alternative to improve the efficiency of the monitoring pro-
cess.

Consequently, while the cost, resource and risk limits are as reliable
as the linear limits, their efficiency is higher. In general, while the re-
source limits require the most additional effort to be constructed, they
increase the efficiency of the monitoring process the most as well.
Further, when the project is not limited by scarce renewable resources,
but the activity durations are known to vary to a certain extent, the

Appendix A. List of projects

Table A.6
List of used projects.

. risk limits

novel risk limits are an appropriate alternative to increase the mon-
itoring efficiency. Furthermore, the experiment has shown that the cost
limits are easy to implement and are applicable on many projects.
Therefore, when no information on the availability and requirements of
the renewable resources and on the activity duration variability is
known, implementing the cost limits can increase the efficiency of the
monitoring process for irregular projects. Finally, the linear limits can
be used to monitor regular projects for which no resource and risk in-
formation is available.

Project code Early/late (in %)

Cost limits

Resource limits Risk limits

C2011-13 14.3 X
C2012-13 12.0 X
C2013-01 0.0 X
C2013-02 0.0 X
C2013-03 0.2 X
C2013-04 36.0 X
C2013-06 0.0 X
C2013-07 17.6 X
C2013-08 8.8 X
C2013-09 23.7 X
C2013-10 1.0 X
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C2013-11 -7.8 X - -
C2013-12 72.2 X - -
C2013-13 —-8.1 X - -
C2013-14 23.8 X - -
C2013-15 —29.8 X - -
C2013-16 —-33.2 X - -
C2013-17 —18.0 X - -
C2014-01 0.0 X - -
C2014-02 17.7 X - -
C2014-03 13.5 X X -
C2014-05 20.2 X - -
C2014-06 11.7 X - -
C2014-07 14.4 X - -
C2014-08 18.0 X - -
C2015-01 60.3 X - -
C2015-02 20.1 X - -
C2015-03 9.7 X - -
C2015-04 34.4 X - -
C2015-05 9.2 X - -
C2015-06 13.5 X - -
C2015-07 21.2 X - -
C2015-08 4.7 X - -
C2015-09 61.0 X - -
C2015-10 0.0 X X -
C2015-11 0.0 X X -
C2015-12 0.0 X X -
C2015-13 0.0 X X -
C2015-14 0.0 X X -
C2015-15 —1.8 X X -
C2015-16 0.0 X X -
C2015-17 13.4 X X -
C2015-18 0.0 X X -
C2015-19 0.5 X X -
C2015-20 0.0 X X -
C2015-21 0.0 X X -
C2015-22 0.0 X X -
C2015-23 -1.6 X X -
C2015-24 -0.4 X X -
C2015-25 7.1 X X -
C2015-26 5.4 X X -
C2015-27 20.6 X X -
C2015-28 10.4 X X -
C2015-29 5.3 X - -
C2015-30 4.1 X - -
C2015-31 36.2 X - -
C2015-32 —25.7 X - -
C2015-33 100.0 X - -
C2015-34 98.3 X - -
C2015-35 10.0 X - -
C2016-01 27.6 X - X
C2016-02 10.5 X - X
C2016-03 13.3 X - X
C2016-04 1.6 X - X
C2016-05 8.7 X - X
C2016-06 7.9 X - X
C2016-07 48.2 X - -
C2016-08 2.1 X - X
C2016-09 -1.0 X - X
C2016-11 5.4 X - X
C2016-12 0.0 X - X
C2016-13 7.8 X - X
C2016-14 0.0 X - X
C2016-15 3.2 X - X
C2016-16 0.0 X - X
C2016-17 0.0 X - X
C2016-18 0.0 X - X
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C2016-19 0.0 X - X

C2016-20 0.0 X - X

C2016-21 0.0 X - X

C2016-22 0.0 X - X

C2016-23 0.0 X - X

C2016-24 0.0 X - X

C2016-25 0.0 X - X

C2016-26 0.0 X - X

C2016-27 12.8 X - X

C2016-28 11.3 X - X

C2016-29 14.7 X - X

C2016-30 12.9 X - X

C2016-31 11.4 X - X

C2016-32 9.0 X - X

C2016-33 11.2 X - X

C2016-34 10.8 X - X
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