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Abstract Internet of things (IoT) has become one of the most important fields in
computing arena. The environments of IoT require highly efficient, immediate and
worldwide communication services. Accordingly, efficient multicast routing archi-
tecture is a fundamental premise for IoT. This paper proposes a mixed multicast
architecture for IoT environments that employs the centric, hierarchical, and dis-
tributed traditional multicast architectures. The aim is to determine the most suitable
traditional multicast architecture, relative to the current state of the IoT system. First,
an algorithm to manage the proposed multicast architecture is introduced. Then, an
IoT case study for each traditional multicast architecture is demonstrated. Finally, a
simulation environment is established, using the network simulator package NS2, to
measure the performance of the proposed architecture. The considered performance
metrics are end-to-end delay, packet loss, throughput, energy consumption, and trans-
formation rate between traditional multicast architectures. The results demonstrate
the superiority of the proposed architecture relative to individual traditional multicast
architectures.
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1 Introduction

Unicast, multicast, and broadcast are three basic methods used to transmit data over a
network. Implementation of unicast and broadcast is considered a straightforward pro-
cess because packets are sent to a unique receiver, or will be propagated to all network
nodes. A multicast implementation is considered more complex because users must be
distributed into groups and their locations re-identified. For security, traffic must also
be managed and controlled to prevent distribution to unnecessary destinations. This
also saves bandwidth for other data transmissions [ 1-4]. Multicast traffic on a network
should be managed by the Internet Service Provider (ISP). However, the volume of
traffic sent using the multicast method is increasing [5-9]. Websites using video and
audio depend on multicast technology, which leads to a requirement to deliver a huge
number of identical packets to a high number of users simultaneously. The replication
of these packets also occurs at an exponential rate. The required bandwidth and routing
overhead for these types of websites may be extremely high [10-14].

The IoT is generally defined as the interconnection between objects, passive or
active, to support different types of applications. Heterogeneous devices and applica-
tions are supplied by vendors globally, all of which should be accommodated. As a
result, researchers try to adapt modern IoT methodologies, protocols, and technolo-
gies using the standard TCP/IP protocol developed for the traditional Internet [15—18].
IoT has different specifications to the traditional Internet however, and IoT systems
comprise very large numbers of resource-constrained nodes. IoT environments may,
therefore, have limited power nodes that are required to work for long periods of time.
By its nature, [oT also creates many challenges with security, addressing, and routing.
The construction of multicast architectures is one of the most important challenges
in an [oT environment [19-23]. Power limitations also make multicasting in IoT net-
works expensive; this is because a single multicast will contain a sequence of multi-hop
forwarding stages, which wakes up many nodes and consumes additional power. Het-
erogeneity of devices in [oT systems also means that the flooding of multicast packets
may lead to unpredicted situations [24-28]. There is, therefore, a requirement for a
new multicast architecture to be designed, which considers the special characteristics
of IoT systems.

Use of IP multicasting by upper layer protocols to either send notifications to
multicast group members, or to create a query for users in a group, is an intensive
task. Delivery of packets using the multicast method is a considerable challenge for
IoT environments [29] for four main reasons: First, disabling of the multicast ACK
by MAC protocols in wireless networks means lost packets cannot be recovered at the
link layer level. Second, heterogeneity of devices means that different MAC protocols
exist, which leads to different rates of data transmission; senders must, therefore,
transmit their multicast packets at the lowest speed of the group receivers. Third, most
IoT nodes are energy based so may be switched on or off depending on battery status;
this means that many multimedia packets may be lost due to inactive nodes. Finally, the
multicast method requires many paths, leading to awakening of all network nodes in
readiness for packet forwarding; this consumes additional energy and further utilizes
scarce resources.
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1.1 Contributions of this paper

1. We analyze centric, hierarchical, and fully distributed multicast architectures with
regard to IoT environment.

2. We propose a mixed IoT multicast architecture using the three traditional multicast
architectures.

3. We construct a simulation environment for IoT using NS2 to measure the perfor-
mance of the proposed mixed IoT multicast architecture.

4. We compare the performance of the proposed mixed IoT multicast architecture
with the three traditional multicast architectures; the simulation results show the
effectiveness of our proposed mixed IoT multicast architecture in [oT environment.

The performance metrics, which used to test the proposed mixed multicast architec-
ture, were end-to-end delay, packet loss, throughput, and average energy consumption;
to ensure that the proposed multicast architecture was working smoothly, a usage per-
centage for each architecture, and a transformation rate was measured. The results
showed that the mixed multicast architecture improves upon traditional multicast
architectures with regard to the performance metrics.

The rest of this paper proceeds as follows: Related work is discussed in Sect. 2.
Section 3 introduced the proposed mixed multicast architecture, while Sect. 4 demon-
strates a case study for each traditional multicast architecture in an IoT environment.
A mathematical analysis of the mixed architecture is introduced in Sect. 5. Simula-
tion of the proposed multicast architectures is demonstrated in Sect. 6 and finally the
conclusion is presented in Sect. 7.

2 Related work

A large volume of recent research exists in the field of multicast routing. The two
classes of traditional multicast routing protocol are Shared Tree (ST) and Shortest
Path Tree (SPT). The issues of wasting bandwidth and scalability are handled by
ST-based protocols, under which three further protocols can be classified: Simple
Multicast (SM) [30, 31], Core-Based Tree (CBT) [32], and Protocol-Independent
Multicast Sparse Mode (PIM-SM) [33]. The main advantage of ST-based protocols
is their handling of the bandwidth consumption problem. However, these protocols
introduce further problems. The core routers elected by these protocols may have the
same specifications as other routers, which lead to limited computing efficiency. In
addition, the communication mechanism between the source and multicast group is
less efficient, with high costs and delays. SPT-based protocols construct a multicast
tree between each source and its group. These protocols are Multicast Extensions to
Open Shortest Path First (MOSPF) [34, 35], and Distance-Vector Multicast Routing
Protocol (DVMRP) [36]. The basic advantage of SPT-based protocols is minimization
of the end-to-end delay. However, these protocols have three main problems: Network
scalability, bandwidth consumption—which is used to adapt both MOSPF and DVM-
RP—and the fact that MOSPF or DVMRP generates multicast trees using the shortest
path, which may not be the lowest cost [37].
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Many multicast protocols for wireless networks have also been introduced. The
most common protocols are Destination-Sequenced Distance Vector Routing (DSDV),
On-demand Distance Vector (AODV), and Dynamic Source Routing (DSR). All are
evaluated in [38, 39]. The Load-Based Energy Aware Multimedia Routing (LEAR)
protocol is also a multicast protocol and is used to construct multicast trees for mul-
timedia Wireless Sensor Networks (WSN) [40]. Moreover, many special-purpose
protocols, techniques, and methods have been proposed for construction of multicast
routing trees. Hachisuka et al. proposed an algorithm to construct multicast routing
trees in networks based on a hierarchical optical path [41]. This algorithm identifies the
relationship between multicast groups by determining adjacent destination groups for
each node. Also, it introduces a waveband tree with minimum weight. A shared tree-
mesh framework has been proposed by Wang et al. [42]. This framework comprises
both mesh and tree topologies. The basic ideas of this framework are the definition of
special nodes and the construction of a tree-based backbone. The backbone is called
the Treebone and is used to transmit most of the multicast data. The defined nodes with
other network are organized in mesh overlay. This makes the constructed Treebone
dynamic and allows for efficient use of the available bandwidth.

Polishchuk et al. [43] introduced multicast architecture to apply the Adaptive Hybrid
Error Correction (AHEC) scheme to large overlay networks. This multicast architec-
ture is scalable and decreases required control information. Silva et al. [44] introduced
the Entity Title Architecture (ETA) implementation, which corroborates the Open
Flow method and used the future Internet in the multicast purpose. Entity Title Model
(ETM) and Software Defined Networking (SDN) were considered in the design of
ETA. The Multi-User Aggregated Resource Allocation (MARA) extension was intro-
duced by Jardim et al. [45] and named Multi-User Aggregated Resource Allocation
Multi Ingress (MARA-MI). This handles the QoS violation that may periodically occur
in a network and allows processing of a multicast aggregated path. MARA-MI also
provides an acceptable level of service quality in multi-user network sessions. Atlas
etal. [46] demonstrated internal multicast protection techniques including fast re-route
and also introduced external multicast protection techniques such as live-to-live.

The service centric multicast model was introduced by [37] and comprised a domi-
nant router called the m-router. This router is used to gather multicast information and
handles most multicast processes; other processes are handled by other routers in the
network. The m-router is designed to handle many multicast communication events
simultaneously. At each multicast group, a dynamic multicast tree is constructed in the
m-router using the Service-Centric Multicast Protocol (SCMP). To save a bandwidth,
a special type of packet is used to construct the multicast tree [37]. Nevertheless, this
architecture is based on the idea of centralization, which has many problems including
high hardware complexity, high cost of dynamic multicast tree construction, and low
fault tolerance Furthermore, the m-router requires high bandwidth, which may not be
available.

There is a large amount of research closely related to this paper. Rahmani et al. [47]
introduced a group of solutions which allow the establishment of multiple-services
sensor networks from one sensor network. This provides resource sharing, in addition
to creation of virtual links. The designed layers are application oriented, physical object
representation, and context-aware. The solutions presented in this research together
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comprise construction of a multicast tree in IoT. However, their main drawback is a
weakness in the test environment. This considers a WSN environment to be the same
as IoT environment which is inaccurate. Martynov [48] proposed a security model for
multicast routing in IoT systems. But, the security aspect of this research is unrelated
to multicast tree construction methodology. Akkermans et al. [49] proposed a mapping
between subscriber groups in the application layer and multicast groups in the network
layer. The multicast address can be acquired from each multicast group manager. In
addition, the bandwidth and the energy consumption metrics are enhanced. The results
of this research are inaccurate due to an implementation fault, which considered an
IoT network to be the same as a WSN.

Antonini et al. [50] introduced an algorithm to support multicasting in Low-power
and Lossy Networks (LLNs), which was also used to discover the services for smart
objects in those networks. This algorithm was simulated using the Cooja package,
which is a weak simulation and does not accurately reflect an IoT environment. Mah-
mud et al. [51] introduced an approach to study the communication models in WSNs,
which cannot also be applied to IoT systems. It was shown that when this approach
was applied to a large number of multicast groups, it provided better results than
when applied to a small number of groups. Wang et al. [52] proposed an algorithm
to optimize inter-layer flow and to satisfy the heterogeneous QoS requirements for
transmitted data. This algorithm is considered a special-purpose solution because it
studied the fixed flow rate problem for multimedia only. Moreover, the implementation
environment was inaccurate due to lack of IoT representation. Huang et al. [53] deal
with the multimedia data which require special QoS. Furthermore, the IoT environ-
ment may comprise many different types of data. So, the multimedia is considered
as a special case. Shiuan et al. [54] proposed a lightweight protocol for IoT multicast
routing. This protocol is based on the shortest path in selection of the multicast link.
This is against the IoT environment nature which may comprises more long links but
has efficiency more than shortest path ones.

3 Proposed IoT multicast architecture

The three traditional multicast architecture topologies are centric, hierarchical, and
fully distributed [15, 37]. These architectures present several obstacles to their applica-
tion in an IoT environment. The centric architecture means that all multicast functions
must be achieved by a single powerful router; IoT environments contain billions of
things (nodes) communicating in a single system, which generates heavy traffic and
results in multicast functions that are too complex to be applied by one management
router. In the hierarchical architecture, a powerful router can achieve most multicast
functions, but two or more routers will assist the basic router with functions such as
building the multicast tree; these routers can also replace the basic router if it fails.
The hierarchical architecture is unsuitable for IoT environments due to very large
multicast group sizes, which mean that management functions must be distributed on
more hierarchical levels; the architecture also requires that the multicast functionality
be distributed among the system routers. This architecture cannot be applied to an
IoT environment due to their rapid extendibility, which may generate large volumes
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of traffic and can cause the system routers to lose part of their multicast management
function.

The proposed mixed architecture idea can be formulated based on the above short
discussion and may be stated as follows: Each traditional multicast architecture may
face problems when applied to IoT systems; therefore, the proposed architecture com-
prises a mixture of ideas from centric, hierarchical, and fully distributed architectures.

3.1 Components of the mixed IoT multicast architecture

The proposed architecture comprises three types of router. The first are called Big-
routers (B-router) and these can handle most multicast functions; they should also
have the ability to avoid traffic jams and should forward large volumes of multicast
data efficiently. B-routers are responsible for multicast group management, multicast
tree generation, routing, transmission, and scheduling. These tasks may be run inde-
pendently in parallel and the B-router should have efficient hardware support in the
underlying switching fabric to allow them to achieve most multicast functions [37].
For each multicast group, many-to-many communication—or multicast connections
from many sources—may be raised. The B-router hardware should support many-
to-many communication by adopting the concepts of conference switching networks
[37]. The second router type is called the Middle-router (M-router). These routers
should have a level of hardware between traditional routers and B-routers, and may be
used to recover B-routers; depending on the IoT system status, they may also fulfill a
number of other multicast functions. The switch fabric size should be half that of the
big routers, and the M-router network processor speed, database specifications, and
buffer size should be less than that of the B-routers. The third router type is called a
Traditional-router (T-router) and this can run simple multicast functions. Simple views
of the B-router and the M-router are shown in Fig. 1a, b.

3.2 Mixed multicast architecture operation

A mixed multicast architecture includes ideas from the three traditional multicast
architectures, such as Centric, hierarchical, and distributed. Each router in an IoT
system should be able to accomplish multicast functions, which may be periodically
required. The proposed architecture assumes that at the beginning of a multicast ses-
sion, a centric multicast architecture will be used to manage the session. First, the
B-routers are distributed in the 10T system, with the number of B-routers determined
by the size of the IoT environment and the size of each multicast group; in mixed
multicast architecture, it is assumed that a single B-router is used and is responsible
for the multicast functions. The network state is periodically determined by network
parameters such as delay, loss, bandwidth consumption, and energy. Passive things
should also be determined because they have special specifications; for example, they
can only receive data in the multicast group. If the B-routers experience traffic over-
load, the M-routers should then assist the B-routers with some multicast functions,
providing that the multicast tree construction process remains unaffected. Because
the B-router still has more multicast functions than the M-routers, at this stage the
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Message Type | Length Flag

M ,-router Address Reactivated Function Codes
M,-router Address Reactivated Function Codes

————— Reactivated Function Codes
M, -router Address Reactivated Function Codes
T,-router Address Reactivated Function Codes
T,-router Address Reactivated Function Codes

----- Reactivated Function Codes
T,-router Address Reactivated Function Codes

Fig. 2 Simple view of a transformation message

proposed multicast architecture will be transformed from centric to hierarchical. If
further traffic overload occurs, the T-routers should then assist the M-routers, at which
point the multicast architecture will be transformed from hierarchical to distributed,;
this transformation is achieved when M-routers cannot fulfill functions required to
construct the multicast tree. Additional routers must be used to help the M-routers, so
distributed architecture must be used. The new routers are selected by the T-routers and
will reactivate the multicast functions; the T-router selection process depends on many
factors, including the distance between the selected T-routers and multicast groups,
the energy, and the routing path.

The multicast functions should be accurately identified. Those used in this paper are
multicast tree generation, multicast group management, transmission, and scheduling.
The execution methodology of the multicast functions among the routers should be
achieved using the activate/deactivate/reactivate strategy; this strategy means that the
multicast functions are already settled on each router system by the time of activation
and deactivation should be determined depending on network status.

The transformation from one architecture to another should be completed using
a special type of message, called a transform-message; this message should be sent
to the M-routers informing them that their multicast functions should be reactivated
and can be used to inform the T-routers that the M-routers share the B-router for the
multicast tree construction. The structure of this message is found in Fig. 2 and consists
of six fields: Message type, length, flag, M-router addresses, T-router addresses, and
reactivated function codes. The message type field is 2 bits in size and is used to
determine the type of message—informing either the M-router or the T-routers; the
length field is 8 bits in size and is used to determine the total length of the transform
message; the transformation from one multicast architecture to another is determined
by the flag field, which is 2 bits in size; the size of the M-routers address field is
128 bits, and this determines the addresses of M-routers that require their multicast
function to be reactivated; the size of the T-router address field is 128 bits, and this
determines the T-routers that require their multicast functions to be reactivated; finally,
the size of the reactivated function codes field is 8 bits and this determines the codes of
the multicast functions that should be reactivated. The code of each multicast function
is determined using a binary number; for example, tree management procedure 1 has
code 0000, and the tree management procedure 2 has code 001. See Algorithm 1 for
more clarification.
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Algorithm 1: Ma t algorithm for mixed multicast architecture

Inputs:

D: Current IoT system delay

L: Current IoT system loss

O: Current IoT system load

Dr: Threshold IoT system delay
Lr: Threshold IoT system loss
Or: Threshold load IoT system load
Outputs:

Architecture Type

Member Join

Member Leave

Member Addition

For all [oT systems
Begin
If (D <Dr) && (L <L) && (0 < Or))
{

B-router starts to construct the multicast tree using the centric architecture.
Deactivate all the multicast functions in M-router and T-routers.
If a join request is received

{

Call B-router_F1

Call MA_F

Else If a leave request is received
Call B-router F2

}
Else If (D == Dr) && (L == L) && (0 == Or))
{

B-routers and M-routers start to construct the multicast tree using hierarchical architecture.
Reactivate all multicast functions in M-routers.
Use temporary buffering packet.
If a join request is received
{
Call B-M-router_F1
Call MA_F

Else If a leave request is received
Call B-M-router_F2
}
Else
B-routers, M-routers, and T-routers start to construct the multicast tree using distributed
architecture.

Reactivate all multicast functions in M-routers and T-routers.
If a join request is received
f

i
Call B-M-T-router F1
Call MA_F

Else If a leave request is received
Call B-M-T-router_F2
}

End.
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B-router_F1: For Member Join

B-router-F2: For Member Leave

Input: Multicast group identification (GID) and Interface identification (FID)
Output: Join multicast group.

Input: Multicast group identification (GID) and Interface
identification (FID)

Output: Leave multicast group and Delete message

Begin
N: Number of multicast groups
M: Number of router interfaces Begin
ForI=1toN Delete FID from the multicast routing entry.
{ If no downstream
If GID exists Send Remove message
ForJ=1toM Send Leave message
If FID exists Else if all downstream are routers
Send join message to B-router. Send leave message to B-router.
Else End
Create FID.
Else
Create multicast routing entry using (GID and FID)
End

B-M-router_F1: For Member Join

B-M-router_F2: For Member Leave

Input: Multicast group identification (GID) and Interface identification (FID)

Output: Join multicast group.

Input: Multicast group identification (GID) and Interface
identification (FID)

Output: Leave multicast group and Delete message.

Begin
N: Number of multicast groups Begin
M: Number of router interfaces Delete FID from the multicast routing entry at
ForI=1toN M-router.
{ If no downstream
If GID exists Send remove message
ForJ=1toM Send Leave message
If FID exists Else if all downstream are routers
Send join message to M-router. Send leave message to M-router.
Else M-router sends leave message to B-router.
Create FID. End
Else
Create multicast routing entry using (GID and
FID) at M-router
M-router sends update message to B-router
End

B-M-T-router-F1: For Member Join

B-M-T-router-F2: For Member Leave

Input: Multicast group identification (GID) and Interface identification (FID)
Output: Join multicast group.

Begin
N: Number of multicast groups
M: Number of router interfaces
ForI=1toN
{
If GID exists
ForJ=1toM
If FID exists
Send join message to T-router (the most
recent one).
Else
Create FID.
Else
Create multicast routing entry using (GID and
FID) at T-router.
Update the multicast tree at T-router.
End

Input: Multicast group identification (GID) and Interface
identification (FID)

Output: Leave multicast group and Delete message.

Begin
Delete FID from the multicast routing entry at
M-router.
If no downstream
Send remove message
Send Leave message
Else if all downstream are routers
Send leave message to T-router.
Upgrade the multicast tree at T-router.
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Member Addition (MA_F)

Input: R, x, and Ny,

Output: Ny

R: Multicast group.

x: Node which should join the multicast group.

Ni+1: Multicast tree after joining the new node.

A: Group members that receive the data.

M.: Minimum cost.

M,,: Maximum cost.

Pic (i, x): Least cost link between node i and node x.
Psp (i , x). Shortest delay link between node i and node x.
Ev(i, x): Energy between node i and node x.

A: Minimum energy which required for data transmission.
D: Delay.

Tgp: Graft path which connects the best node to node x.
Tgn: Best graft node to node x.

Begin
Ifx € Nf
A = Aj+H{x};
Else
M. = Mux
Fori=1tot
If 1 # Passive
If (D (Prc(i,x)) + D (P(i)) < Dr) &&Ev(i, x)>A)
If C (Pc (i, x)) <M.
Mc =C (Pic(i, x))
Tgp =Pic(i, x)
Tgn=1i
}
Else If (D (Psp (i , X)) + D (P(i)) < Dp)&&EV(i, x)> A)
If C (Psp (i, x)) <M.
{
Mc =C (Psp(i, X))
Tgp =Psp(i, x)
Tgn=1i
}
Ni =NiU gp
End

Temporary buffer of multicast packets

Input: Multicast packet
Output: Unicast packet

Begin
A: Number of bottlenecks in the IoT system.
Rp: Router which will buffer the multicast packets.
P;: Bottleneck i.
B.: Number of routers around Rp.
ForI=1toa

{

Select the router before the bottleneck point (Rp)

If Rp has a small buffer size

For=1to B,
!

L
Select the biggest router buffer
Rp = Biggest router buffer

Rp sends unicast packet for the Pi node.
If P; is deleted
Multicast packets will be processed

}
End

4 Case study

The case study describes how the multicast tree will be constructed in the three multi-
cast architectures using part of the IoT domain. The transformation from one multicast

architecture to another is illustrated.
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(6,3, Es, Ed)

Fig. 3 Part of an IoT topology
4.1 Centric IoT multicast architecture

The proposed centric IoT multicast architecture has one management router, called
the B-router. This router should have powerful specifications, to allow management
of the whole multicast tree and is responsible for contact with the Internet Service
Provider (ISP). The rest of the [oT system routers are also managed by the B-router.
Distribution of these routers in an IoT system depends on the following factors: load
balance, link cost, link delay, type of thing, and network state. Other routers should
be added by logging into the ISP domain. To complete the login process, each new
router should communicate with the B-router. Communication is achieved by sending
a unicast message to the B-router; on receiving this message, the B-router upgrades
the multicast tree.

Figure 3 shows a simple IoT topology, comprising three multicast groups. The nodes
in the first group are 8,9, 14, 15, 16, and 19. In the second group the nodes are 4, 5, 6, 11,
12, 13, and 18, and in the third group 1, 2, 3, 10, and 7. A passive object is represented
in this topology by one node. Each link has minimum of two parameters, namely link
cost and link delay. Because many nodes are energy based in an IoT environment,
energy nodes should be represented for accuracy. The links should, therefore, identify
not only cost and delay, but also source and/or destination energy. Many links contain
source or destination energy because one of the two nodes is energy based. Figure 4
shows the routing loop deletion; the links with dotted lines represent those deleted
and are determined using an existing algorithm [15, 37]. Figure 5 shows the output
multicast tree if centric multicast architecture is used. It is notable that the B-router
should control and manage multicast functions in the multicast architecture. The IP
address of this B-router should be known to other routers or nodes in the system, which
can be accomplished by inserting this into the configuration file of each router; each
router can then join or leave the multicast group using a join or leave message [15] sent
to the B-router. The B-router can then update the multicast tree in accordance with
the current state of domain. Membership messages, and collection of information
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Fig. 4 Routing loop deletion

by the B-router, are two main factors used in multicast tree construction. After the
multicast tree is constructed, each router should upgrade its routing table based on the
new multicast tree. A special packet type is used to complete the information used to
construct the multicast tree and generation of this type of packet is the responsibility of
the B-router. The packet type can also be used by other routers in the system to update
their routing table. The special packet is sent from one router to another in the lower
levels recursively, so the packets will be transmitted in bidirectional mode. Energy is
an important factor in multicast tree construction. If critical energy levels exist during
the multicast tree construction, even for source or destination nodes, an alternative
path should be found; alternatively, the load of information transmitted by a special
packet may be decreased, by neglecting some of the packets containing less important
information. Passive objects can receive packets but cannot transmit new packets; in
the multicast tree, therefore, the nearest router can accomplish the functions required
from the passive object.

4.2 Hierarchical IoT multicast architecture

In a hierarchical multicast architecture, multicast functions will be distributed among
more than one router. In this case study, two M-routers, M 1-router and M2-router, are
used to help the B-router with the multicast tree construction process. The IoT topology
will be divided into two parts, with the M 1-router used to act as a B-router. The M1-
router can therefore send and receive specific packets, update multicast information,
construct the multicast tree, and determine the passive objects, so determining if the
link is active or dead. The multicast tree construction uses unicast messages between
the system routers and the M 1-router, which are sent in bidirectional mode from higher
level routers to lower level routers, and vice versa. The multicast tree for the M2-router
can be constructed using the same methodology as the M 1-router. After the two parts
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Passive Things

(6,3, Es, Ed)

Fig. 6 Part of an IoT topology

of the multicast tree have been constructed, they should be merged using the algorithm
described in [55].

Figure 6 shows the domain IoT topology which will be transformed into the multi-
cast tree. As stated above, there are three multicast groups. The nodes in the first group
are 8, 9, 14, 15, and 16, the nodes in the second group 4, 5, 6, 11, 12, and 13, and the
nodes in the third group 1, 2, 3, 10, and 17. This IoT topology also includes one passive
object as an example. The links in the IoT topology are defined using the link delay,
link cost, energy of source and/or destination, and link state (active or dead). Figure 7
shows the routing loop deletion process using the algorithm described in [37], with the
loops denoted by dotted lines. Figure 8 shows the multicast tree using the hierarchical
multicast architecture. Fault tolerance, load balancing, and some multicast message
structures are proposed in [15].
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Fig. 7 Deletion process of a routing loop

Fig. 8 A multicast tree using hierarchical multicast architecture

When building the multicast tree using the hierarchical multicast architecture,
routers are organized in levels. The first level is for the B-router, the second level
for the M-routers, and the third level is the T-routers. Each router can construct its
multicast tree and send it to the M1-router or the M2-router, depending on which
region the T-router belongs to. Many terminologies may be used with this architecture,
including border router, global distance, local distance, and zero distance. A border
router is a router which has a direct connection with an M1-router or M2-router; the
global distance is defined as the distance between the T-router and the M-router; the
local distance is the distance between two T-routers in the same area; lastly, the zero
distance is the distance between any router and itself. When a new router needs to
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Fig. 9 Part of an IoT topology

connect to the multicast tree, it should send a unicast message to either the M 1-router
or M2-router, depending on its region.

4.3 Distributed IoT multicast architecture

In distributed multicast architecture, multicast functions are distributed among the
B-router, M-routers, and T-routers, and each router in the domain can complete these
functions. Each router can construct its multicast tree, which is then considered as a
part of the global multicast tree. This will be sent to the higher level router, which then
receives, collects, and merges these sub-trees into one large sub-tree and again sends
it to higher level routers. The process continues until the global multicast tree has been
constructed. When a new host needs to join a multicast group, it should send a unicast
message to the higher level router; the message is transferred from one T-router to
another, until it reaches the target router responsible for the target multicast group.

Figure 9 shows the IoT domain, which comprises three groups. The nodes in the
first group are 8, 9, 14, 15, and 16, the nodes in the second group 4, 5, 11, 12, and 13,
and the nodes in the third group 1, 2, and 10. To clarify the distributed IoT multicast
architecture, the T-routers have been determined and marked as T1, T2, T3, and T4.
The passive objects are represented with one node. The B-router has a connection to
multiple hosts which means that it can construct part of multicast tree. As with the
two previous architectures, the links in a distributed IoT multicast architecture have
cost, delay, source energy, and/or destination energy properties. Figure 10 shows the
deletion of routing loops, denoted by dotted lines. Figure 11 shows the multicast tree
constructed using distributed IoT multicast architecture.
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Fig. 10 Deletion process of a routing loop

Group 1
Group 2

T-Router
Big router
Passive Thing

Fig. 11 A multicast tree using distributed multicast architecture

5 Mathematical analysis of the IoT multicast problem

Our proposed mixed IoT multicast architecture can be mathematically formalized
based on [37] as follows: The undirected graph G(V, E) is used to represent the point-
to-point communication, where V represents a set of nodes and E represents a set of
edges. The nodes represent routers. Three positive functions are link cost, link delay,
and energy cost. The cost of a link is determined by the utilization of that link; lower
utilization means lower cost and vice versa, and the link cost function is denoted by
LC: E — %™ The delay of the link is calculated by a summation of buffering delay,
transmission delay, and propagation delay; the link delay is denoted by LD : E — R+,
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The link energy is determined by the energy values at one or both of its ends. The link
has high energy if the energy at its end(s) is greater than a predetermined value. This
value varies depending on the type of the data that may be transmitted through this
link and is denoted by LE : E — 9R*. The link state is determined by the type of its
ends; if one or two ends have passive objects, the state will be dead.

Suppose that a path T in the IoT system comprises a set of links S;, where i =1, 2,
3, ..., n. The link cost, link delay, link energy, and link state are determined using the
threshold of Egs. (1)—(4):

Cost(T) = Xn:LC (Si) (D
i=I
Delay (T) = zn:LD (S) 2)
i=1
Energy (T) = Xn: E; (Si) YV E; > Ethreshold 3)
i=1
State (T) = XH:LS (Si) 4

i=1

The multicast session contains many groups. The node that generates the data is
N € V and the set of group members is denoted by A € V. The group members can
receive the data generated by N that may or may not be found in set M. The multicast
tree is denoted by L; L C G where G is a global graph. LY and L¢ represent the set
of nodes and the set of edges, respectively. The tree cost, tree delay, tree energy, and
tree state equations can thus be re-formalized using tree edges, as seen in Egs. (5)—(8).
Nodes used to transmit the data generated by N that do not belong to the multicast
group are called relay nodes.

Cost(T) = Z LC (e) 5)
eel®
Delay (T) = » LD (e) (6)
ecl®
Energy (T) = Z E; (S;) YV E; > Ehreshold @)
eel®
State ET) = > LS(e) )
ecl®

If Y is anode in LY, there is at least one path connecting N to Y which satisfies the
required cost, delay, and energy requirements; the state of this path is active (not dead)
and the path is denoted by P~ (Y). The two types of multicast requests are added or
removed. The addition request is denoted by a pair (v;, p;), wherev; € V, p; € {add};
the removal request is denoted by a pair (v;, p;), where v; € V, p; € {remove}. The
sequence of requests is denoted by S, where S = {vy, va, v3, v4, ..., v,}. There are
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also many sub-trees for which the number increases or decreases periodically, given
by L" = {l1,15,13,14, ...,1,}. The problem of a mixed IoT multicast tree can thus
be formalized as follows: Suppose that we have a global graph G, a source node N,
link cost function (LC), link delay function (LD), link energy function (LE), link
state function (LS), and A, which represents a threshold value for each transmission
requirement. A group of multicast trees must be constructed such that Delay (PX (Y))
(A, Cost (PE (Y)) (A, andEnergy (PE (Y))) A VN € I;. The link state should also
be considered.

The host can join the multicast tree by sending a multicast request S;. The initial
multicast tree starts with N as a source node: L = {N}, L{ = #. Let us suppose
that the construction process of multicast tree, Lr, is completed after processing F
multicast requests, where LY. is a set of nodes and L¢; is the set of edges. After joining
of node j to the multicast tree L ¢, it becomes L r1,. There are two possibilities when
node V joins the multicast tree: The firstis j € LY., which means that node j is already
in the multicast tree, so no changes are made: Ly = Lfpy;. The second is where F'
is a new node not already on the tree: j ¢ L. There are many paths to connect this
new node to a node in the multicast tree, providing that the cost and delay of these
paths can be arranged in ascending order and the minimum is selected. The energy
of these paths should also be determined and the maximum selected; the link states
of these paths should also be determined. Accordingly, the minimum cost, minimum
delay, maximum energy, and minimum number of dead links are required in the path,
to allow connection of the new node to the multicast tree.

There are also two possibilities when deleting a node from the multicast tree. The
first case considers the deleted node as a leaf node, and the deletion process starts from
the lowest level up, until it reaches the target router; this is the B-router for centric
architecture, the M-router for hierarchical architecture, and the T-router for distributed
architecture. The second case does not consider the delete node as a leaf node. In this
case, the deletion process is achieved from the lowest level up and from to the highest
level down. When moving up, the higher level routers are informed that the node has
become null; when moving down, the lower level routers are informed that this node is
null, and depending on the current architecture, the management router should find an
alternative node; this is in case the node is used in a routing path. In cases of deletion,
therefore, the multicast tree will be transformed from Lz, to L.

6 Simulation and evaluation
6.1 Simulation environment

To test the proposed mixed IoT multicast architecture, a simulation environment was
constructed using the simulation tool NS-2 [56]. The definition of IoT states that
it may comprise different networks and the networks represented in the simulation
environment are WSN, Mobile Ad-hoc Network (MANET), Satellite, radio-frequency
identification (RFID), and High Altitude Platform (HAP). The configurations of these
networks are shown in Table 1.
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To simulate the Internet, the environment comprises 100 routers distributed over six
countries. Between 50 and 100 nodes—or things—are connected to each router, and
a sink node is used to collect the information from the IoT nodes. The management
of routers and other networks is achieved using six servers, which also execute inter-
active and intelligent application processes. Communication between the satellite and
HAP can briefly be stated as follows: There are seven satellites of type LEO-Iridium,
which communicate with 140 HAPs; each satellite can, therefore, communicate with
20 HAPs, and the satellites redirect data between HAPs. The bandwidth in the IoT
simulation environment is between 1 and 2 Mb/s and is determined between routers,
nodes, and sinks. The distance between IoT nodes determines each links’ propagation
delay; in the simulation, the propagation delay is between 25 and 30 ms, and the edge
propagation delay is 5 ms. Selection of routing paths is achieved using the technique
described in [51]. To reflect realistic IoT specifications, passive objects should be
represented in the same way as active objects; RFID technology is, therefore, used
to allow the passive objects to communicate with the IoT system. The active objects
are equipped with devices and have technologies such that they can send and receive
data easily. The percentage between passive things to active things equals 3:10. For
accurate representation of data, video, audio, image and text data types are transmitted
over the simulation environment. MPEG-2 is used for video data, PCM for audio data,
and JPG for image data. Traffic is created using Poisson distribution and the objects,
or things, are distributed randomly. The buffer size for each active object in the IoT
system is between 100 and 1000 kb. The buffer size for satellites and HAP components
was determined in [51]. For transport layer connections, either TCP or UDP is used,
depending on the data type and IoT state. The metrics, which are used to determine
the performance of the mixed IoT multicast architecture, are End-to-end delay at tight
and moderate levels, packet loss, energy consumption, rate of architecture transfor-
mation, and throughput. The simulation interval is 6 min. To obtain accurate results,
10 simulation trails were completed and the result averages used.

There are two files, which are used to clarify how the functions in the IoT environ-
ment will be executed without human intervention. The first file is used to save the
events which may be occurred in the IoT environment and the second file is used to
save the actions. Mapping between these two files is achieved such as for each event in
the first file there is an action in the second file. This action should be executed when
the event is occurred.

6.2 Results and discussion
In this sub-section, the performance metric results are shown and discussed. The mixed

IoT multicast architecture is compared to the centric, hierarchical and distributed IoT
multicast architectures.

6.2.1 End-to-end delay

The large number of nodes found in IoT environments results in a large number of
transmitted packets. To regulate the effect of the multicast architectures on the quality
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End-to-End Delay —e— Centric
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—e— Distributed
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Fig. 12 Average end-to-end delay

of data transmission, the end-to-end delay should be measured; this is defined as the
time taken to transmit a packet from source to destination, including the queueing delay,
where the destination node belongs to the constructed multicast tree. Figure 12 shows
the end-to-end delay results. The X-axis represents average simulation time and the
Y-axis shows the average values of the end-to-end delay in ms; the graph shows that the
best end-to-end delay is for the proposed mixed architecture. This could be explained
by the transformation from one architecture to another, depending on the state of the
IoT system. If a sudden event occurred in the IoT—such as a very large number of
multicast requests that a B-router could not individually handle—the current multicast
architecture may not be able to provide the best end-to-end delay. It could then be
replaced by another multicast architecture, which may be more suited to handling the
sudden event. The centric multicast architecture has a large end-to-end delay because
it has a central router that handles all multicast functions, regardless of the number of
join and leave requests; this represents a load that may cause a delay in the central B-
router. The hierarchical and distributed multicast architectures show middling values
for the end-to-end metric; however, the distributed multicast architecture has the best
end-to-end delay. This could be explained by the distribution of multicast functions
among multiple routers instead of one router, which decreases the processing load and
in turn positively affects the end-to-end delay. It is notable that there are hesitations
in the four multicast architecture plots. This could be explained by variations in the
available bandwidth, which is an important specification in an IoT environment. The
passive objects may affect results in the routing paths by changing their states to dead;
this event forces the proposed multicast architecture to find alternative paths, which
may not provide the same QoS to the transmitted data.
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Fig. 13 Average packet loss ratio

6.2.2 Packet loss

To measure the effectiveness of our proposed mixed IoT multicast architecture, packet
loss should also be measured. The packet loss metric determines whether the proposed
algorithm represents an overload while a packet is processed. To measure packet
loss, the total sent packets should be known; this metric is, therefore, defined as the
percentage of the number of lost packets relative to the number of sent packets, using
a predetermined window and buffer size. Figure 13 shows the average packet loss
results; the X-axis represents the average simulation time and the Y-axis represents
the average packet loss values. The proposed mixed multicast architecture has the
lowest packet loss value, because the mixed multicast algorithm considers the buffer
size as a link cost parameter. The energy and delay are also considered. Each packet
should, therefore, be routed using the best path in the multicast tree considering the
energy, cost, and delay, as well as link state, which should be active. Notably, the centric
architecture has the biggest packet loss values because there is no option for the hosts
to connect with the B-router in the case of a join or leave request. If there are minor
or major upgrades, the B-router should be informed so that it can remain up-to-date
with the current state of the multicast group. The centric multicast architecture does
not consider the buffer size in addition to the energy parameters; thus, if a congestion
occurs in a multicast tree route, the packet loss percentage will be negatively affected.
For hierarchical and distributed multicast architectures, the packer loss values are
middling, but the distributed multicast architecture has lower packet loss values than
the hierarchical multicast architecture. Figure 13 shows simulation time points, such as
40, 47,48, and 76, at which the packet loss percentage has extremely high values. This
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could be explained by a sequence of bottlenecks, such as lower energy nodes, limited
bandwidth, or many passive objects. The bottleneck sequence occurs in a narrow time
period, which affects the selection of alternative paths, and transformation from the
current multicast architecture to a more suitable architecture. The packet loss average
at these simulation time points is, therefore, notably larger.

6.2.3 Throughput

Throughput is one of the most important performance measurement parameters of the
proposed multicast architecture. The throughput is measured by the total number of
packets sent from sources to destinations within the multicast groups, and which are
generated in the simulation environment under IoT specifications and requirements.
Figure 14 shows the throughput results. The proposed mixed multicast architecture
has the highest throughput values and the centric multicast architecture has the lowest
throughput values. This is because the proposed multicast architecture can adapt itself
to the current state and selects the multicast architecture that can tolerate problems
relating to IoT system overload. At the start of the simulation throughput values are
high, after which the plots became stable. The throughput values for the distributed
multicast architecture are higher than those for the hierarchical multicast architecture.
Moreover, the overall throughput increases in parts of the simulation environment and
decreases in other parts; this is because accurate representation of an IoT environment
requires the simulation environment to comprise both satellite and HAP networks.
This means that the Internet signal within these networks will have a high bit error
rate, which affects the packet loss and delay metrics; this is turn means that throughput
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40000000 —+— Distributed
Hierarchical
- -
22000000 ...-...o-..»-'-...-v"““"‘ww' sessenges Wresss” | =—Centric
past” teeers’
q
30000000
sestece agPogesese®®
22000000 1 e ensssaessreatteast T Ieet M * -
y

-

Throughput Bits/Sec

10000000 >

o
- O " OO W
I R e )

: @
Average Simulation Time (Min)

Fig. 14 Average throughput
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values decrease in parts of the environment that use the space Internet signal, compared
to those in parts of the environment using the ground Internet signal.

6.2.4 Energy consumption

Energy consumption is another important metric, in that constructed multicast groups
in IoT systems may comprise energy-based nodes. Less energy consumption is a target
of mixed multicast architecture, because an increase in the node active life time will
directly increase the total number of packets transmitted. The energy consumed in the
proposed mixed multicast architecture should, therefore, be compared to the energy
consumed in the centric, hierarchical, and distributed multicast architectures. The sim-
ulated IoT environment comprises energy-based nodes for network types WSN, RFID,
and MANET. The energy consumption metric is measured in these networks using
techniques stated in [57-59]. Figures 15, 16 and 17 show the energy consumption
results in the WSN, RFID, and MANETS, respectively. The X-axis represents the
average simulation time (10 points), whilst the Y-axis represents the average energy
consumption values. The values over most simulation times for the mixed multicast
architecture are the lowest. The distributed and the hierarchical multicast architectures
come second and third after the proposed one, respectively, while the centric multicast
architecture has the highest energy consumption values. This may be explained by high
packet loss and delay that affect throughput of the architecture. High rates of packet
loss may result in high retransmission rates, which in turn lead to a high rate of energy
consumption. In hierarchical multicast architecture, the multicast functions are dis-
tributed over more than one router, which alleviates the centralization problems; thus,
the hierarchical multicast architecture has energy consumption values less than those
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Fig. 15 Average energy consumption in the WSN
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of the centric multicast architecture. In the distributed multicast architecture, multicast
functions will be handled by a large number of T-routers that reduce the processing
overload; thus, the distributed multicast architecture has energy consumption values
less than those of the hierarchical multicast architecture. The main difference between
the proposed multicast architecture and the distributed architecture is consideration
of the IoT system status; in some IoT systems, the centric multicast architecture may
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provide better results than other multicast architectures, due to easy communication
between the B-router and other system routers.

6.2.5 Transformation between multicast architectures

As stated above, the mixed multicast architecture uses the distributed, hierarchical,
and centric multicast architectures, but also considers the current state of IoT net-
work. It is important that the transformation process from one multicast architecture
to another be accomplished accurately and smoothly. Figure 18 shows the usage per-
centage for each traditional multicast architecture. The X-axis represents the usage
percentage and the Y-axis represents the architecture type and it can be seen that the
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distributed architecture has a highest percentage value. This may be explained by the
data transmission overload, which is a result of the very large number of nodes in
the multicast groups. This data transmission overload results in periodic generation of
high numbers of multicast requests, which require large number of routers to handle
them. Figure 19 shows the transformation rate between one multicast architecture and
another; the X-axis represents the transformation rate and the Y-axis represents the
transformation type.

A sample result with respect to end-to-end delay, packet loss, throughput, energy
consumptions, architecture usage percentage and transformation rate is shown in
Table 2.

7 Conclusion

In this paper, a mixed multicast architecture for IoT environments is proposed, which
selects the traditional multicast architecture—centric, hierarchical, or distributed—-
most suited to the current state of an IoT system. The paper introduces an algorithm
to construct the multicast tree using the proposed architecture and then presents a
case study to describe each traditional multicast architecture in an IoT environment.
To measure performance of the proposed architecture, a simulation environment was
constructed using the network simulation package NS-2; a performance compari-
son between the proposed multicast architecture and the three other traditional other
multicast architectures was then completed. The performance metrics used were end-
to-end delay, packet loss, throughput, and average energy consumption; to ensure
that the proposed multicast architecture was working smoothly, a usage percentage
for each architecture, and a transformation rate was measured. The results showed
that the mixed multicast architecture improves upon traditional multicast architec-
tures as follows: End-to-end delay decreased by 25.16%; packet loss was reduced by
38.12%; throughput increased by 28.57%; and average energy was reduced by 23.11,
9.95, and 14.51% for WSN, RFID, and MANET respectively. Finally, transformation
between multicast architectures showed that the distributed multicast architecture has
the highest percentage utilization, which is consistent with the characteristics of IoT
environments.
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