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ABSTRACT

During the last ten years, a large body of research extracting and analysing geographic data from social media
has developed. We analyse 690 papers across 20 social media platforms, focussing particularly on the method
used for extraction of location information. We discuss and compare extraction methods, and consider their
accuracy and coverage. While much work has adopted location information in the form of coordinates in
message metadata, this approach has very limited coverage in most platforms and reports on posting location
rather than message location or the location that the message refers to (geofocus). In contrast, a wide array of
other approaches have been developed, with methods that extract place names from message text providing the
highest accuracy. Methods that use social media connections also provide good results, but all of the methods
have limitations. We also present analysis of the range and frequency of use of different social media platforms,
and the wide range of application areas that have been addressed. Drawing on this analysis we present a number

of future areas of research that warrant attention in order for this field of research to mature.

1. Introduction

The potential for social media to provide useful geographic in-
formation to either replace or augment traditional methods of data
collection has been recognised for some years. In that time, a large
number of research efforts have explored this potential with applica-
tions including health, disaster management, tourism and recreation,
environmental monitoring, crime, civil unrest and marketing.

In this paper we provide a systematic literature review of papers
across the field, identifying 690 papers within scope, analysing their
content in order to compare different aspects of the research and
identifying gaps and future research potential, particularly focussing on
three aspects. Firstly, we review the different social media platforms
that have been used for extracting geodata in the published literature.
There is a clear preference for Twitter over other platforms, and we
discuss the reasons for this and the potential for the increased use of
other platforms to extract data that is not currently being used.
Secondly, we explore the methods used to extract location information
from social media. While use of metadata geotagging is the most
common method, it has a number of limitations, and other methods
including text mining, user profiling and different kinds of inference
have been developed. We discuss these methods, their use and ad-
vantages and disadvantages, analysing accuracy and coverage achieved
by each method. Thirdly, we review the impressive array of applica-
tions that have been addressed with data extracted from social media,
and discuss the dominance of different application areas. Finally, we
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propose future research directions to cover gaps in the current work,
and to enable this research field to reach maturity.

The organisation of the paper is as follows. Section 2 discussed
previous reviews that have been conducted on social media location
data and related areas. Section 3 describes the methodology used for
the systematic literature review and presents the research questions.
Section 4 provides analysis of the social media platforms used to extract
geographic data. Section 5 discusses and compares specific methods of
location extraction, providing detailed discussion about the alternative
approaches. Section 6 analyses the application domains used in the
research papers surveyed and Section 7 discusses future research di-
rections.

2. Literature review

A number of reviews have previously been completed in the field of
social media location extraction, exploring different aspects. In this
Section, we discuss firstly those reviews that address social media
generally (not specifically spatial data), then those addressing location-
based services and image analysis. We then consider those that focus
more directly on extraction and analysis of geographic information,
including reviews that focus on analysis focussed reviews, those that
address VGI and those that review papers that address the use of spe-
cific application areas to extract geographic information. This summary
then indicates the gap that we intend to fill with this paper.

Reviews that have looked at social media generally (not specifically
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at spatial aspects) include Batrinca and Treleaven (2015), who provide
a survey of social media technologies, methods for analysis and APIs as
a tool for social scientists, but differ from our work in that they do not
provide any detail about location, and Hua et al. (2012), who focus on
approaches to extraction of content from Twitter, providing a section
on detection of current location, briefly reviewing a few papers.

In the area of mobile and location-based social media, Kaplan
(2012) surveys mobile marketing, and distinguishes between the dif-
ferent ways that marketing strategies consider location and time, but
does not describe any aspects of location extraction in detail, and Bao
et al. (2015) review recommendation systems for location-based social
networks. Their review is mainly focussed around the approaches and
methods used for making recommendations, and on location-based
social networks (LBSN) in which places (e.g. venues) are first class ci-
tizens, enabling user check in. Although they refer to the ways in which
geotags and other forms of location are used, they do not discuss this in
detail.

Reviews that focus on image analysis include Liu (2011), who re-
views a set of papers that use geographic information to analyse images,
sometimes in combination with other information (e.g. image tags);
Yanai (2015) provides a summary of analysis of web images, touching
on the use of image analysis to infer location in the context of Flickr and
Luo et al. (2011) discuss some approaches to determine the location of
photos, reviewing several interesting papers in this area. Zheng et al.
(2011) also discuss georeferencing from an image point of view, re-
viewing approaches to location landmarks and more general locations
from photos.

Moving towards a greater emphasis on geographic information ex-
clusively, Stieger et al. (2015) conduct a systematic literature review on
the use of Twitter for geospatial analysis. They investigate 92 papers,
examining discipline of authors, application domain, time of publica-
tion, type of data extracted and broad category of paper, and then look
in more detail at the kind of analyses performed. They address the ways
in which location information is extracted to some degree, but focus on
the ways in which the location information has been analysed.

Senaratne et al. (2017) comprehensive review into quality issues in
VGI points out some of the issues involved in using both active and
passive (i.e. social media) VGI, and some of the approaches that have
been developed to deal with these issues; and Yap et al. (2012) describe
some of the requirements for a successful VGI-based LBS, including
privacy, trust and information classification functions. They do not
discuss details of location representation or extraction. Goodchild and
Li (2012) propose three different approaches to dealing with quality:
crowdsourcing, in which other contributors correct the errors of their
peers; social, in which moderators police or verify contributions and
geographic, in which spatial patterns can be used to identify unlikely or
inconsistent contributions. Although this latter work applies more
generally to all VGI, these approaches could be applied to data ex-
tracted from social media.

A number of studies review literature on the use social media in
particular application areas, including Guy et al. (2011), who address
the use of social media in disease surveillance. They do not discuss
methods for extraction of location from social media in this context, but
they acknowledge the need to “...determine the effectiveness of geo-
location in garnering real-time estimates of ILI (influenza-like illness)”
(p.5). Similarly, Velasco et al. (2014) explore the use of social media
type approaches in disease surveillance, but do not discuss methods to
extract location. Horita et al. (2013) discuss the use of VGI in disaster
events and provide an overview of disaster types and the phase in which
VGI is used. Their study is wider than social media, also including more
active methods of crowdsourcing, with 6 of the 21 papers they sum-
marise using social media. Imran et al. (2015) also focus on disaster
events, providing a review of methods for processing social media
messages in disaster situations. They only address location briefly.

Computers, Environment and Urban Systems xxx (XXXX) XXX—XXX

Klonner et al. (2016) review papers looking at the use of VGI in the
preparedness and mitigation phases of a disaster, but do not discuss
extraction of location information. Leung et al. (2013) review papers on
the use of social media for tourism and hospitality, but do not address
location. Yue et al. (2014) describe data collection options to study
trajectory-based travel behaviour, one of which is social media, and
identify several studies.

Most relevant to our work, Ajao et al. (2015) conduct a review of
location extraction approaches that have been used in Twitter, identi-
fying seven different types of location indicator (tweet content, geotag,
social networks; user profile; geotag; third party sources (for geocoding
and reverse geocoding); time zones and web snippets. They then discuss
the way Natural Language Processing (NLP) (specifically Named Entity
Recognition [NER]) and gazetteers have been used to extract location.
Our work is very closely related to this previous survey, and builds on
it.

Our work differs from the previous work in that we consider a wider
view, looking across social media rather than only focussing on Twitter;
identifying the differences and gaps across social media platforms and
studying location extraction approaches in detail. We also provide a
systematic (quantitative) review which offers figures regarding the use
of different approaches. Finally, we summarise the range of applica-
tions to which this approach has been applied. We also go beyond much
of the previous work in identifying future research directions required
in order to make use of a broader range of available data and fully
realize the potential of this research field.

3. Methodology

Our systematic literature review follows the methodology described
in Kitchenham and Charters (2007) and Kitchenham et al. (2009). In
addition, even though we do not consider our work to constitute a
scoping study, our review shares some goals in common with Arksey
and O’Malley's (2005) four reasons for conducting a scoping study:
namely that we aim to “examine the extent, range and nature of re-
search activity” (p.21) on the use of spatial data in social media and
that we aim to identify gaps in the existing literature, specifically in
relation to potential ways to exploit social media that have not yet been
considered.

We address the following broad research questions:

RQ1. : From which social media platforms has geographic data been
extracted?

RQ2. : What methods have been used to extract location information
from social media?

RQ3. : Which domains, sub-domains and research questions has
geographic data extracted from social media been used to addressed?

The selection of these research questions was motivated firstly by
the goal of maximising the opportunities offered by social media data
for geographic mapping and analysis. Our intention was to determine
whether there were social media platforms that are popular among
users, and that contain significant amounts of data, but that have been
neglected in the literature, and similarly to determine whether there
were obvious gaps or under-presentation in particular methods for ex-
tracting location. A scan of the existing literature suggested the dom-
inance of geotagged data from Twitter, but we wanted to confirm
whether this was the case, and to highlight opportunities to exploit,
compare and evaluate other data sources and location extraction
methods. Similarly, we were interested in gaps in the research in par-
ticular application areas, and whether there were opportunities for new
investigations that had not yet been addressed.

Our initial selection of candidate papers was achieved through
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Fig. 1. Paper selection process.

searches in four databases. Fig. 1 illustrates the process and the steps
that were used to filter the results, and the quantity of papers returned
at each step. The search string was defined widely, to include a wide
range of options, but to exclude papers that were not relevant. Addi-
tional terms like “place” and “detect*” might have been included, but
these are also used in a wider sense, and the cost in terms of irrelevant
inclusions was thought to outweigh the benefits.

The scope of our study was confined to papers entirely written in
English (not just the abstract), and that were published in the peer-
reviewed literature. Unpublished reports, patents, theses, volume edi-
torials (that summarise volume contents) and newspaper articles were
excluded. The search also returned a number of meta-publications
(volumes containing a collection of papers). These were excluded on
the basis that relevant papers within that volume would be returned by
the search process.

We confine our scope to only papers that extract content from
publicly-accessible social media, and that address social media. While
wider scopes may be of interest, our focus here was on geographic

information from social media. Our scope was further restricted to so-
cial media in which geographic data is available as a by-product of use
of the platform as part of everyday life, rather than as an end in itself.
We excluded tools like OpenStreetMap,' which have the express pur-
pose of collecting geographic information, which users do actively and
with awareness. We are interested in data that people contribute pas-
sively, without necessarily being aware that the data is being put to this
use. This is because this is the data that has the potential to be har-
vested without requiring extra effort on the contributor's part. Since
many active crowdsourcing approaches present participation chal-
lenges, this is not an issue with passive approaches, and we are thus
interested in the options and opportunities for harvesting of data as a
less labour-intensive method for capturing geographic information. In
the typology of social media provided by Wendling et al. (2013) listed
as follows, our scope is largely confined to the types 1, 2 and 4 of these,

1 https://www.openstreetmap.org.
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Table 1
Social media use by surveyed papers.

Computers, Environment and Urban Systems xxx (XXXX) XXX—XXX

Social media platform Total Percentage Years active® Estimated Number of Users (millions)®
Twitter 445 54.2% 2006 to present 319 (monthly active users)
Flickr 167 20.3% 2004 to present 87 (registered users)
FourSquare 73 8.9% 2009 to present” 45 (registered users)
Instagram 27 3.3% 2010 to present 700 (registered users)

Sina Weibo 24 2.9% 2009 to present 361 (monthly active users)
Facebook 17 2.1% 2004 to present 2000 (monthly active users)
YouTube 15 1.8% 2005 to present 800 (monthly active users)
Gowalla 13 1.6% 2007 to 2012 0.6 (registered users)
Panoramio 10 1.2% 2005 to 2016 4 (registered users)
Brightkite 8 1.0% 2007 to 2011

Tencent Weibo 4 0.5% 2010 to present 469 (registered users)
Tumblr 4 0.5% 2007 to present 555 (monthly active users)
Google + 3 0.4% 2011 to present 540 (monthly active users)
LinkedIn 3 0.4% 2003 to present 106 (active users)

Whrrl 3 0.4% 2007 to 2011 0.3 (registered users)
MySpace 1 0.1% 2003 to present 50 (monthly active users)
Viddy/Supernova 1 0.1% 2011 to 2014 50 (registered users)
Vkontakte 1 0.1% 2006 to present 410 (registered users)
WeChat Moments 1 0.1% 2012 to present 963 (monthly active users for WeChat)
YikYak 1 0.1% 2013 to 2017 4 (monthly active users)
Total 821

2 Sources: Wikipedia; https://www.lifewire.com/viddy-app-for-iphone-3486482; https://techcrunch.com/2012/04/18/viddy-tops-app-store/; http://mashable.

com/2010/09/09/emerging-social-business-platforms/#rnZZ5IVmGagj.

> Check in functionality moved to Swarm in 2014, after which the app used multiple methods to try to track location automatically.
¢ Uploaded photo will remain on display until 12 months after closure in November 2016.

and includes any social media platforms within those categories, other
than the above exclusions:

—

. Social networking media, focussed around connecting people (e.g.
Facebook, MySpace).

. Content sharing media (e.g. YouTube, Flickr).

. Collaborating knowledge sharing media like wiki's and podcasts.

. Blogging social media for information sharing (e.g. Twitter).

. Volunteer technology communities for mapping and crisis situations
like Open Street Map, Ushahidi” and Sahana.’

a M wN

We also include analysis of 21 review papers that were returned by
the search (or, in 2 cases, that were referenced by other review papers),
and papers included in the reference lists of all of the relevant papers,
subject to the same exclusion criteria as the rest of the papers. We did
not search for ‘cited by’ papers, only for those that were cited in each
paper.

The beginning of the temporal period within scope was unlimited,
as social media only became popular (at least under that term) in
around 2005. The earliest paper uncovered in the search was published
in 2006. The collection period ended on 19 July 2017. The full list of
papers analysed is contained in a supplementary file to this paper.

4. Analysis - RQ1: Social media platform
4.1. Comparison of social media platform use

Firstly, we explore the distribution of research activities among
different social media platforms. Table 1 shows the percentage of pa-
pers that used data from each of the social media platforms that were
within scope. Some papers used more than one social media platform,
with 821 social media uses by 690 papers. The percentages shown in
this table thus reflect the proportion of overall uses of social media,
rather than the proportion of papers using each specific social media.

2 https://www.ushahidi.com.
3 https://sahanafoundation.org.

Table 1 also shows the years in which each social media platform was
active, and the estimated number of users.

The most evident observation is that Twitter is by far the most
dominant social media platform used for geographic data extraction in
the papers surveyed, even though there are several other platforms that
have more users globally. Papers do not typically give a reason for their
selection of Twitter over other options. While Twitter can be accessed
via convenient APIs, it presents particular challenges for textual in-
formation extraction, including the short format of Twitter messages
(tweets). Hua et al. (2012) suggest that tweets are often written hur-
riedly, which leads them to be noisy, ungrammatical, and to contain
errors in spelling, abbreviations and other complexities, all of which
require adjustments to traditional NLP approaches like part-of-speech
(POS) tagging and named entity recognition (NER). Many papers focus
on demonstrating an effective method (for example, identifying re-
levant tweets by keyword search) rather than dealing with some of the
more complex issues of tweet processing like abbreviations and spelling
mistakes, and thus are likely to suffer from low recall (missing many
messages that may be relevant).

On the other hand, the short format of tweets makes information
more immediate, which is useful for analysis. Also, Twitter has uni-
directional links that do not require approval by the person being fol-
lowed, unlike many other social media (Hua et al., 2012), allowing a
different kind of interaction analysis. The limitations of Twitter's
streaming API, which provides a 1% sample of tweets, are also evident
(Imran et al., 2015). One advantage of Twitter is that messages are
geotagged, and have been for some time (in contrast to Facebook, for
example, which enabled location-based tagging in 2010), but estimates
of the rate of geotagged messages out of all messages vary from 0.8%
(Musaev et al., 2015) to 6% (Chen et al., 2014b), or 14.7% in the
context of earthquakes (Crooks et al., 2013). Craglia et al. (2012) also
point out the potential unreliability of Twitter coordinates, given their
dependence on hardware, software and user settings. The problem of
determining whether the geotag indicates the location at which the
event or phenomena described occurred (referred to as the geofocus in
this paper), given that it may not be the same as the location from
which it was posted, as well as the problems arising from messages that
are sent after an event is observed (introducing a time lag) are also
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Fig. 2. Papers surveyed by year.

potential sources of inaccuracy. Finally, “From recent studies there is
consensus that spam bots are prominent in Twitter data and can heavily
skew analysis” (Benevenuto et al., 2010, no page numbers given).

The image-based content sharing platforms typically have higher
rates of geo-tagging. For example, 80% of images in the now-defunct
Google Panoramio were geotagged, and most Flickr photos are geo-
tagged (Bae and Yun, 2017), although there is some disagreement re-
garding the latter, with Liu et al. (2014) calculating a geotag rate of
7.8% and Craglia et al. (2012) putting the figure closer to 20%. Figures
for Instagram have ranged between 16% (Musaev et al., 2015) and 25%
(Chandra et al., 2011). A geotagging rate of 6.4% has been suggested
for YouTube (Musaev et al., 2015). While rates of geotagging for some
of the content sharing social media platforms are higher than for
Twitter, extraction of useful content from images and videos is easier
for some application areas than others, and may require image pro-
cessing, which can be a significant overhead. The extraction of in-
formation from tags from content sharing web sites allows the higher
rates of geotagging in these sites to be taken advantage of.

Location-based sites (also known as location-based social networks
or LBSNs) like Foursquare, Gowalla and Brightkite clearly focus on geo-
tagging, but have smaller numbers of users and are restricted in scope
and purpose (focussed around identified venues). They have been used
frequently in proportion to their user numbers, presumably because of
the ready access to location information due to their consideration of
location as a first class citizen in such platforms.

The uneven use of social media platforms in extraction and analysis
of geospatial information combined with their difference in nature
suggests that current approaches may not be creating the most reliable
data sets. For example, different platforms may be used for different
purposes (e.g. Twitter for news vs. Instagram for daily life) (Xia et al.,
2015) or have different levels of immediacy in reporting (Hyvérinen
and Saltikoff, 2010). Silva et al. (2013) show that while Foursquare and
Instagram provide similar results for some urban characteristics (e.g.
population), they also show differences, with Foursquare being better at
providing user route information, and Instagram providing a better
picture of cultural behaviour of users. Simon et al. (2014) compare the
use of Twitter and Facebook during the Westgate Mall Terror Attack in
Kenya, showing that authorities used Twitter much more heavily than
Facebook to provide updates to citizens, and had more followers in
Twitter than in Facebook. Additional research is needed to identify the
characteristics, strengths and weaknesses of the different social media
platforms in particular situations and application areas.

It is also interesting to note that the research is focussed around a

relatively small number of dominant platforms, and while the platforms
studied include those that focus on particular geographic regions (e.g.
Vkontakte and Sina Weibo) and particular media types (e.g. the
YouTube and Viddy video sharing platforms), platforms focussing on
particular segments of the population or interest groups were absent. A
small volume of research has been conducted on such platforms, in-
cluding Jack'd (Zhao et al., 2017) and Grindr (Roth, 2016) for the gay
community, and while this work was not identified in our survey due to
the specific search terms used and its relative sparsity at this point in
time, it is an area that warrants increased attention in the research.

4.2. Comparison of social media platform use over time

Fig. 2 illustrates the spread of papers surveyed since 2006 (papers
before that were in scope, but none were found). Note that the data was
collected in July 2017, so the number of papers for 2017 might be
expected to approximately double during the remainder of the year.
This graph indicates that research in this field is no longer increasing in
volume, and that there has been a slight decrease during the last two
years. However, the quantity of research in this field is still substantial,
and relatively stable since 2013, despite a noticeable dip in 2014.

Fig. 3 illustrates the use of the top seven social media platforms by
year. We focus on the most frequently used platforms as the remainder
were only addressed by 1-3 papers at most per year (and none in many
years), so the influence of a single paper is much more significant and
patterns are therefore less clear. The red lines on the horizontal axis
show the years during which each platform was active. Flickr has been
used consistently throughout the period, and although this may be due
to its earlier launch, Flickr and Facebook were both launched in 2004
and YouTube in 2005 and the latter two did not show such early up-
take. Only Foursquare showed similarly immediate use, while the other
platforms took some years to be embraced by the research community
studied in this paper. While Fig. 3 does not show any of the platforms
that have ceased operation, Gowalla, Brightkite and Panoramio con-
tinue to be used at frequent levels, despite being officially disbanded.
However, the numbers are relatively low (one or two papers per year),
and are mainly due to researchers continuing to use previously ex-
tracted data.

The figures do not show a strong pattern of ebb and flow to reflect
the popularity of particular platforms over time, with research attention
being relatively consistent. Work on Sina Weibo has increased notably
(given that the graph only includes data from the first half of 2017), but
since it and also Vkontakte are largely used in non-English speaking
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Fig. 3. Social Media platforms by year.
countries, these results may be influenced by variation rates of pub-
lication in English journals and conferences in those countries.
5. Analysis - RQ2: location extraction method
Table 2 provides a summary of the methods that have been used to

extract location from social media, as well as the number of papers that
have used each method across all social media platforms, using a
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typology that extends the classification provided by Ajao et al. (2015).
The table shows that across the 690 papers that were surveyed, 1015
uses of a method were employed, since many papers used more than
one method. As can be seen from Table 2 and the associated Fig. 4, use
of geotags is by far the most popular approach, followed by extraction
of place name from the user profile (UPC); extraction of place name
from message content using Named Entity Recognition (NER) and use
of location from Location Based Social Networks like Foursquare (LCC).

Figs. 5 and 6 break down the use of methods by year and social
media platform respectively, with cells shaded according to the nor-
malised quantity of papers using each method (number of papers using
each platform or year are divided by the total across all methods), with
darker shades indicating greater use. Both figures exclude platforms
and years with fewer than 9 papers across all methods, as their inclu-
sion would allow methods that were used for only one or two papers to
appear to be more important than they are. The threshold of 9 was
chosen because it was the point at which individual methods had very
small numbers, and it represented a natural break in the data. In the
case of social media platforms, 5 platforms had a total of 9-12 paper
uses of different methods, after which the least frequently used 6
platforms had 4 or less papers across all methods. In the case of years,
2006 and 2007 amassed 1 and 7 uses of a method by a paper respec-
tively, after which the number increased noticeably, so those two years
were excluded.

These figures again emphasise the dominance of the four methods
mentioned previously. MML (latitude and longitude geotags) is used
across all social media platforms, particularly the content sharing
methods, which is not surprising as alternatives like MCN (Named
Entity Recognition of message content) and LLC (the use of LBSN) are
more difficult for those platforms. Various approaches that analyse
message content are used by many of the social media platforms (again,
less so by content sharing and LBSN platforms), while methods that use
the user profile mostly rely on the declaration of location by place
name.

Turning now to the variations in usage by year shown in Fig. 6,
greater use of a variety of methods can be seen in the earlier years of
social media research, after which some approaches were abandoned or
less frequently applied, with greater use of approaches that draw lo-
cation from user profiles, and approaches that look at patterns among a
combination of messages sent by a user. The pattern has changed little
in the last few years, with clear dominance of the top four approaches
and various methods of extraction from message content being em-
ployed.

Accuracy and coverage are particularly important aspects of the
different methods, as they determine the scope within which each ap-
proach can be used and allow methods to be compared and evaluated
against the requirements of a particular project. Appendix C sum-
marises the accuracy and coverage figures provided across the ap-
proaches. However, many papers do not provide these figures and give
little indication of accuracy achieved. Among those that do report ac-
curacy figures, a number of challenges arise in interpreting and com-
paring results. Firstly, there are wide variations in the way that accu-
racy is reported. Many researchers report percentages of accuracy
achieved at particular distances, others report Median Error Distance
and others Average Error Distance. These three approaches are difficult
to compare, and the first approach (percentage within a distance) often
varies in the scale reported. While this makes sense because accuracy
levels vary, it makes computational comparisons difficult. Furthermore,
many authors report using distance figures that are not absolute, but
from some specified area (e.g. distance from the user's home city, rather
from their actual home location), or distance from a grid cell (e.g.
Cheng et al., 2010; Chandra et al., 2011). In other cases, researchers
report precision and recall values for a match in the top k values (k = 2,
3 or 5) rather than only the top value, and others only report a specific
subset of the results (e.g. top 100 points of interest, users with a spe-
cified message frequency). It is also often difficult to identify the
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Table 2
Summary of location extraction methods.

Source” Source sub-type Code Total
Message metadata Latitude and longitude (geotag) MML 448
Place name MMP 30
Time zone MMT 3
Description or title with Named Entity Recognition to select place name MMD 2
User (or channel) profile Location text field (often city name) UPC 114
Address UPA 6
Time zone UPT 7
Latitude and longitude UPL 2
IP address UPP 4
URL - location extracted from web page content UPW 1
URL - location of IP of URL UPI 1
URL - country of domain name in URL UPD 2
Manually set for known individual UPM 1
Previous towns of residence UPN 1
Place of previous or current employment UPE 2
Place of previous or current study UPS 2
Social network Inference of location from location of connections/mentions given in metadata or user profile SNC 25
Message content NER through POS tagging, gazetteers or combination (including manually) MCN 122
NER through lexico-syntactic rules (patterns, regular expressions etc.). MLS 13
Mining of place names using manually annotated training set MCM 3
Inference of location from interests and their mapping to POIs MIN 3
Inference of location from use of words that describe some located object (e.g. project, facility). MPR 5
Mining of spatial relation information from text. MCS 6
Inference from language, character set or language style. MCL 1
Machine learning from word use (including language models) MCW 27
Place name from URL in message MUP 1
Message tags Named Entity Recognition through POS tagging, gazetteers or a combination MTN 20
Machine learning from tag use (including language models) MTW 15
Links to LBS Inference of location from LBS LLC 85
Inference through similarity in image properties. IMP 18
Image-embedded geotag/geocode (including direction) IMG 5
Video Object recognition using geographic data AVO 1
ML from similarity in audio-visual features AVS 1
Social media web site Summary information on social media site (e.g. trends in cities). SMW 1
Relationships among messages Spatio-temporal distribution of messages (usually to infer home location etc.) STD 27
Distribution of messages that have similar image features. STI 2
Contextual information from other messages. STO 1
Orientation/direction of messages (images) STP 1
Learning from other messages by the same user that are geotagged STL 2
Inference of location from messages that are related in topic, event or time. STR 1
Sequence of messages in time STS 2
Links to other Social media Location adopted from repost or referencing of other social media. LSM 1
Total 1015

2 Adapted/extended from (Ajao et al., 2015).

Fig. 4. Quantity of papers by location extraction method.
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Fig. 5. Use of Location Extraction Methods by Social Media Platform.

Computers, Environment and Urban Systems xxx (XXXX) XXX—XXX

Fig. 6. Use of Location Extraction Methods by Year.

distance unit that is being reported (miles, metres, km), with this in-
formation often hidden in the text and excluded from tables and graphs.

Considering the accuracy of specific methods, accuracy information
for the MML method is very limited, despite its widespread use. It is
often used as a ground truth for other methods, but the accuracy of
message GPS coordinates is far from assured, as Zhu et al. (2015) de-
monstrate in their study of Sina Weibo, in which an average error
distance of 122 m was found. While this may be insignificant for some
applications (e.g. thematic mapping of states or countries), it is im-
portant for many others. Papers that describe approaches that use the
MCN method often report success rates for place names generally.
However, place names vary widely in scale from country, state, city,
neighbourhood down to individual point of interest at a very local
scale). For this reason, in Appendix C, we only include papers that
specify kinds of place names (e.g. country, building, street, city). Fur-
thermore, in both MCN and MLS methods, a lot more attention has been
given to identifying place names (e.g. through NER) than on actually
geocoding those place names (which requires disambiguation), so ac-
curacy figures often report the precision with which a place name can
be successfully identified as a place name, rather than how frequently it
can be successfully matched to the correct place on the ground.

Fig. 7 displays the accuracy in % within distance terms for a se-
lection of methods that provided figures in that form. The vertical axis
shows the percentage of messages that were within the distance spe-
cified on the horizontal axis. Each point (if only one percentage value is
given) or line (if more than one percentage value is given) is labelled
with the author, year, method code and first two letters of the social
media platform used (e.g. Tw = Twitter; F1 = Flickr). Lines are always
labelled at the end of the line. The points and lines are colour coded by
method group/source (Column 1 in Table 2) (e.g. all of the methods
that use message metadata are shown in blue), and the specific method
can be determined using the method code, labelled on the group.

The most accurate methods appear in the top left of Fig. 7, and the
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Fig. 7. Method accuracy.
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Full references that correspond to the citations contained in Fig. 8 are contained in the supplementary file to this paper, containing references and abstracts for all of

the 690 papers reviewed.

least accurate in the bottom right.” Clusters of method types can be seen
on the graph. The most accurate work uses the MCN method, with
Middleton et al. (2014) achieving 90% within 0.1 km, and several
others with slightly lower accuracy. A number of other methods that
use message content appear at other positions on the graph, re-
presenting lower accuracy, but nearly all of them use different methods,
mostly MCW (language model approaches). The LLC approach de-
scribed by Schulz et al. (2013) also has high accuracy, relative to other
methods. The methods that use social networks (SNC) mostly appear
around the middle of the graph, providing moderate accuracy. While
lower accuracy is achieved by Compton, Keegan, and Xu (2014) using
the SNC method, this is with Youtube and Flickr, rather than Twitter. A

“ The counter-intuitive line for Takhteyev et al. (2012) UPC Tw adopts two different
strategies, one at country level and one at city level, hence the apparent reduction in
accuracy.

group of work using the MTW method (using tags) appears next in
order of accuracy, and mostly uses data from the Flickr platform. To-
wards the bottom right of the graph, the methods that use user profile
information are dominant, along with methods that use image prop-
erties (although the latter are few in number).

While an inverse relationship between coverage and accuracy might
be expected, the figures are not sufficiently complete or consistent to
support this. Coverage figures for the MCN method, which provides
high accuracy relative to the other methods, range from 5.1% to 83%,
but authors do not all report on the same thing. For a full picture of
coverage of this method, we need to know how many messages that
describe a location include a location name; of those, how many can
have names successfully extracted; and of those, how many can be
successfully matched to a location. Reporting of these aspects varies
widely, and research evaluating the coverage levels at each of these
stages is limited, although Schulz et al. (2013) provides recall figures
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for a range of MCN approaches. The SNC method, with moderate ac-
curacy, reports coverage in the region of 71-82%, but often the highest
accuracy is achieved for users who send frequent messages, or who
have a lot of connections with other users. Coverage of the methods that
use user profile is also variable. UPC (place name in user profile), which
is the most common method, ranges in coverage from 58 to 66%. Levels
of coverage and the relationship between coverage and accuracy is an
under-researched area, and a more detailed examination, particularly
for methods like MCN with good accuracy, is warranted. In contrast to
some other approaches, the coverage of the MML method has been
widely reported, mainly because it is so low, and is used to justify re-
search into other methods.

The following Sections explain each of the methods and the ways
they have been employed in different papers in more detail. We use the
classification scheme presented in Table 2, and within each category of
approaches, explore the individual approach, reviewing relevant lit-
erature and the main trends.

5.1. Approaches that extract location information from message metadata

5.1.1. Latitude and longitude geotagging (MML)

The use of geotagging to extract location is clearly the dominant
approach, although a number of the papers that used this approach use
it as ground truth to compare alternative methods for identifying lo-
cation, rather than as a method in its own right. The approach has the
advantage that location is easy to extract, involving simply accessing
coordinates via APIs for most social media platforms. Some researchers
then perform reverse geocoding to identify place names that correspond
to the location using tools such as the Yahoo Place Finder and Google
Maps API (e.g. Ardon et al., 2013; AlBanna et al., 2016; Becker et al.,
2010; Castro et al., 2017).

However, the use of geotagging as a location method is not without
problems. The low rate of geotagging of messages on platforms like
Twitter has already been discussed in Section 3. Users are often justi-
fiably concerned about privacy issues in making their accurate location
known, which can lead to bias, particular as there is evidence that
males share their location more frequently than females (O'Hare and
Murdock, 2012). Another problem for some applications is that the
geotag shows the location where the message was written, which is not
necessarily the location that the message is about (the geofocus) for a
number of reasons. This may be particularly problematic in applications
such as disaster management, in which users commonly report loca-
tions that they observe (in the present or the past) or hear about. There
is also evidence that some users geotag at low resolution (e.g. city or
country level) and deliberately introduce incorrect information
(Senaratne et al., 2017).

It is difficult to judge the location accuracy of the MML approach to
location extraction, as it depends in part of the approach used by the
social media platform. While coordinates may come from GPS on the
user's phone or content embedded within the metadata of an uploaded
photo, some APIs populate coordinate information from other sources,
including geocoding of place names in the user profile. Zhu et al. (2015)
establish mean average error of 122.14m in Sina Weibo, while accu-
racy measures in Flickr range from 1 (world) to 16 (street), with sug-
gestions that the mean accuracy is 14.58 (Straumann et al., 2014).
Approaches to address the lack of accuracy exhibited by the MML
method are limited in the literature, and many researchers assume that
it provides high accuracy, often using it as a ground truth for other
methods. The weight of evidence of many different message locations
about the same topic is often used to improve reliability (for example,
messages clustered around a point of interest in tourism applications)
(e.g. Bui et al., 2016).
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5.1.2. Place name (MMP)

Some of the platform APIs provide a message location using place
name, rather than or as well as coordinates, including Twitter (Eo et al.,
2016). The content of this metadata may come from various sources,
sometimes explicitly entered by the user through typing in a place name
or marking their location on a map, and sometimes automatically de-
termined using device GPS, IP address with reverse geocoding or tri-
angulation from the cellular network.

MMP is almost always used in conjunction with another method,
like MML or UPC, in order to address the low level of provision of more
precise coordinates. Some processing is then required to tokenise and
match the provided string to a known place name, and remove the non-
place name contents that are sometimes provided (users sometimes
provide location descriptions such as ‘at home’). Once the place name
has been extracted, it is frequently verified or geolocated via look up in
a gazetteer, or using a third party service like Google Map's geocoding
service (e.g. Lee et al., 2013a).

Attempts to establish the quality of MMP location information are
rare, and place name is most frequently provided at city level. Schwartz
et al. (2013) compare the accuracy of the values provided to co-
ordinates for Twitter messages that contained both, gaining a corre-
spondence of 87-93%. Coverage is a concern, ranging from 1% to 65%
(Bouillot et al., 2012; Dredze et al., 2013; Croitoru et al., 2013).

5.1.3. Time zone (MMT) and message description or title (MMD)

Message time zone is very infrequently used as a location me-
chanism, and provides very low accuracy as time zones are very large
(Mendoza et al., 2010; Lee, 2012). Approaches that use message de-
scription or title include Kelm et al. (2012), who study data from Flickr,
extracting description, title and keywords, then performing Named
Entity Recognition (NER), and Krauss et al. (2015), who extract loca-
tion from description metadata for YouTube videos.

5.2. Approaches that extract location information from user profile

5.2.1. Location (UPC)

The location specified in the user profile is frequently used to es-
tablish the location of messages, particularly in Twitter, where it is
often combined with MML to deal with the low rate of full geocoding of
messages on that platform, and the lower accuracy of the UPC method.
As with MMD, UPC is often combined with other services such as
Google Maps geocoding service to generate coordinates from a place
name or venue (e.g. Baucom et al., 2013). The use of non-locatable
locations (e.g. the universe, the Internet) and slang was also common
(Hecht et al., 2011).

The user profile location typically has low accuracy, usually pro-
viding information at city or state level (for example, Conover et al.,
2013), and coverage of genuine entries (as many users provide invalid
place names) in Twitter ranges from 46% to 77% (Hecht et al., 2011;
Takhteyev et al., 2012; Kanta et al., 2012; Daume, 2016). The approach
has also been used for Facebook and Google +, with coverage ranging
from 17% to 50% with very small samples (Coloma et al., 2015), and
mostly at country or global region level (Fire and Puzis, 2016; Oksanen
et al., 2015).

5.2.2. Approaches that use other information from the user profile

The address field contained in a user profile (UPA method) can
potentially provide relatively accurate location information for the
user, and while this does not give the location of the post or the topic of
the post (the geofocus), it may be useful for some applications. Full
addresses were provided in 6% of Facebook user profiles, and of those,
60% could be parsed and matched to latitude and longitude, with more
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males than females providing this detail (Backstrom et al., 2010). Re-
searchers have also used address from Twitter (Odlum and Yoon, 2015;
Mirani and Sasi, 2016), Google+ (0.07% of users provided an address)
and Foursquare (for venue locations) (Pontes et al., 2012).

User time zone (established from the user profile) (UPT method) has
only been used for the Twitter platform in the papers surveyed. Burton
et al. (2012) identifies time zone as the most widely used of all location
methods in Twitter, with 77% of messages having a connected user
profile that specified a time zone. Kulshrestha et al. (2012) found time
zone location in 37.3% of users, with no indication of the proportion of
messages to which this corresponds. Bouillot et al. (2012) point out that
in Twitter, time zone is shown as the main city in the country from
which the message is sent, and therefore provides more location in-
formation than just the time zone. Time zone is also commonly used to
disambiguate place names, either in the message (MMP) or user profile
(UPC) (Schulz et al., 2013; Ghosh and Guha, 2013; Tang et al., 2015).

Extraction of location via user latitude and longitude (UPL method)
was also confined to the Twitter platform in the papers included in this
study. Examples include Nagar et al. (2014), who follow extraction of
message latitude and longitude with user profile latitude and longitude
and Takhteyev et al. (2012), who find latitude and longitude in 7.5% of
user profiles, apparently in many cases through automated provision of
certain applications. IP address (UPP method) has been used as a source
of location for data from Twitter (Li, Qian, et al., 2013), Flickr (Odlum
and Yoon, 2015; Van Zwol, 2007) and WeChat Moments platforms
(Jiang et al., 2016), with Twitter adopting this approach to reverse
geocode to populate the place name.

The URL contained in a user profile has been used to identify lo-
cation in various ways, including via a location extracted from text in
the web page at the URL (Cheong and Lee, 2009) (UPW method); the IP
address of the URL (Schulz et al., 2013) (UPI method) and the country
code included in the URL domain name (Schulz et al., 2013) (UPD
method), all in Twitter. All of these methods offer poor spatial accuracy,
not unexpectedly, but Krishnamurthy et al. (2008) finds a general
correspondence between time zone and URL, with around two thirds of
users providing a URL.

Methods that derive location from information about previous and
current home (UPN method), employment (UPE method) or study (UPS
method) have been employed on Google+ and LinkedIn. For example,
Pontes et al. (2012) extract previous residences, addresses, employment
and study locations from Google +, along with other information, to
infer home location, and while coverage is high, spatial accuracy is
poor. Yoon et al. (2015) use data from LinkedIn to infer frequency of
relocations in a person's lifetime, and match it to medical records ex-
tracted from medical networks and blogs to establish a correlation be-
tween lung cancer risk and relocation (providing a good illustration of
the privacy risks of social media).

5.3. Approaches that use social networks to extract location (SNC)

While the most accurate of the metadata-based methods (MML)
provide high accuracy and low coverage, and the best of the user profile
based methods (UPC) provide low accuracy and moderate coverage, the
SNC method has the benefit of providing moderate accuracy and po-
tentially complete coverage. The SNC approaches infer a user or mes-
sage location from the locations of connections provided by the social
media platforms (e.g. friends, connections, mentions, retweets de-
pending on the platform). This approach was first used in 2010, and has
continued to be developed by researchers since then. Use of the ap-
proach is spread across many of the social media platforms.

Appendix A summarises some of the key surveyed papers, the
methods used and the accuracy achieved. A range of methods have been
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used, including label propagation (Xu, Cui, et al., 2014; Yuan et al.,
2016; Ebrahimi et al., 2017); clustering (Williams, 2016; Ebrahimi
et al., 2017) and optimisation (Li, Wang, et al., 2012; Compton et al.,
2014), among others. Work with Twitter most frequently relies on
followed and following connections (both unidirectional and re-
ciprocal), although sometimes mention connections are used (e.g.
Compton et al., 2014; Ebrahimi et al., 2017). McGee et al. (2013)
evaluates the importance of different kinds of connections in Twitter,
finding that followed/following connections are more closely correlated
with spatial proximity than other types of connections, with mentions
being worst, but Di Rocco et al. (2016) suggest that mentions connec-
tions may be more indicative of message location, while followed/fol-
lowing connections better reflect home location. Other platforms (e.g.
Facebook and Google +) focus on friend connections.

A number of additional factors are incorporated into the SNC
models in order to improve results, including degree of friendship
overlap and triadic friendships (investigating the hypothesis that the
location of common friends might be a better indication of location
than individual friends) (e.g. Abrol and Khan, 2010); presence of recent
communication (e.g. Backstrom et al., 2010); geographic distance be-
tween friends (e.g. Backstrom et al., 2010) or similarity in tweet vo-
cabulary (Sadilek et al., 2012a). Attention has been given to the ex-
clusion of celebrity and news connections as poor indicators of location,
and the idea that users with particularly low or high numbers of con-
nections might distort the model.

While most researchers are able to achieve 100% coverage with
their approaches, the accuracy achieved depends on the quantity and
quality of the initial data in the seed models on which the propagation
or optimisation depends. Researchers typically begin with data popu-
lated from MML, UPC and MCN approaches, and then use SNC to fill in
gaps to improve the quality of the data. Furthermore, the large differ-
ence between median and average error distances in most cases sug-
gests a significant number of outliers.

5.4. Approaches that use message content

A number of methods have been developed that use various com-
ponents of message content in different ways to locate a message. They
have the advantage of being able to establish the geofocus of a message
rather than the location at which it was posted, and of having good
coverage, and some of the methods have relatively good accuracy.

5.4.1. Place names in message text (NER with gazetteers) (MCN)

MCN is the second most common method for extracting location
from social media, after MML (message geotagging). Other than one or
two earlier uses, it has mainly been used since 2011 (see Fig. 5). It is
used across most platforms other than the LBSNs (Foursquare, Gowalla,
Brightkite), and is particularly popular for those platforms that do not
include built-in geolocation methods, like YouTube and Tumblr. MCN
has the advantage that it can be used for any text-based message (and
most of the content-sharing social media sites enable text descriptions
as well as photos, videos, etc.), and can be used to determine geofocus.
The issue of geofocus vs. message posting location vs. user home lo-
cation has been investigated by de Oliveira et al. (2017), who find the
median distance between MML and MCN locations to be 2.48 km, with
25% < 0.5km. The distance between home and mentioned locations
was larger (median 5.64 km). Like UPC, MCN is frequently used to
augment the low rate of coverage of MML. However, extraction of place
name from text is more challenging than simply reading coordinates,
and is not always successful due to ambiguities in place name and
difficulties in text processing. Furthermore, it cannot provide the same
level of spatial accuracy as MML.
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The broad approach can be divided into two stages, and many re-
searchers address only one of the two. The first stage involves identi-
fying place names from among other text using Named Entity
Recognition (NER), which identifies proper nouns, often using a ga-
zetteer for place name look up to determine whether a noun identified
through part-of-speech tagging refers to a place (as opposed to a person,
organisation, etc.). NER tools used include the Stanford NER tool (Bassi
et al., 2016; Gelernter and Mushegian, 2011; Li et al., 2015), which
comparisons show has a better success rate than many alternatives
(Lingad et al., 2013); GATE (Jaiswal et al., 2013) and OpenCalais
(Gelernter and Balaji, 2013). Some researchers create their own,
handcrafted gazetteers (Jaiswal et al., 2013; Sultanik and Fink, 2012;
Ribeiro et al., 2012) that may be optimised to improve identification of
place names by adding street name indicators like ‘road’ and ‘street’
(Jaiswal et al., 2013) or excluding certain locations (Inkpen, 2016).
Commonly used gazetteers include GeoNames (Inkpen, 2016; Zhang
and Gelernter, 2014; Ikawa et al., 2013), OpenStreetMap (Daly et al.,
2013; Di Rocco et al., 2016), and the USGS Gazetteer (Bassi et al.,
2016). Methods used include Conditional Random Fields by Stanford's
NER, artificial neural networks (Inkpen, 2016); fuzzy matching of text
using a phonetic encoding algorithm (Sultanik and Fink, 2012) and the
C4.5 decision tree algorithm to handle abbreviations (Gelertner and
Balaji, 2013). Success rates are widely variable, reported in different
ways and often restricted in scope, and are thus difficult to compare,
but many approaches manage to achieve precision and recall for place
names in the 80s and sometimes 90s, as shown in Appendix C and
Fig. 7.

The second stage in the process of extracting location is less proli-
fically addressed than the first stage, and involves finding the co-
ordinates for the place name mentioned, referred to as disambiguation
or grounding, as many place names are duplicated both within coun-
tries and globally. A number of methods are used to try to disambiguate
place names, including weighting by population, geographic feature
types, geographical proximity and other place names that are found
nearby in the text (Zhang and Gelertner, 2014; Inkpen, 2016). Success
rates for this stage range from 39% accuracy and 78% recall (Li et al.,
2015), 84% and 83% for precision and recall respectively (Zhang and
Gelertner, 2014) to 98% (Inkpen, 2016). Some researchers working in a
limited geographical area approach the problem from the other direc-
tion, starting with a list of place names and looking for matching text
for those place names (e.g. Daly et al., 2013; Bahir and Peled, 2016), in
which case disambiguation is not usually required. With this approach,
Daly et al. (2013) achieve spatial accuracy of 500 m (median error
distance), with 100% within 2 km.

5.4.2. Place names in message text (NER with Lexico-syntactic rules)
(MLS)

Approaches that identify the location of a message from place
names contained in the message by relying on lexico-syntactic rules,
rather than (or in addition to) gazetteers, are much less common. Such
approaches have been used predominantly with Twitter, and in two
cases, with Sina Weibo. The first surveyed use was in 2011, and has
continued steadily since, and this approach has been applied in a range
of languages, including English, Chinese, Indonesian, Japanese and
Turkish.

Rule-based approaches have been applied to identify street names in
a number of cases (e.g. Gelernter and Balaji, 2013; Gu et al., 2016;
Hennig et al., 2016), to take advantage of the common format adopted
by street names. Other kinds of location information extracted include
journey origin and destination (Endarnoto et al., 2011); points of in-
terest (Gu et al., 2016) and spatial relations (Zhang et al., 2017).

In some cases, rules are hand-crafted (e.g. Endarnoto et al., 2011;

12

Computers, Environment and Urban Systems xxx (XXXX) XXX—XXX

Jaiswal et al., 2013), while in others they are automatically mined (e.g.
Gonzalez et al., 2012). Rule-based approaches are often combined with
other approaches, including gazetteers (Paradesi, 2011; Zhang et al.,
2017) and as features in a conditional random field model (Rao et al.,
2016; Sagcan and Karagoz, 2015). The approach is commonly em-
ployed to assist in identification of place names following NER and
sometimes gazetteer use, by looking for patterns of language within
which place names frequently occur. For example, Sakaki et al. (2012)
identify verb-preposition pairs that are commonly followed by a place
name; Paradesi (2011) looks for ‘spatial indicators’ that commonly
precede a noun and Joseph et al. (2015) look for nouns followed by one
of a certain set of spatial prepositions. Zhang et al. (2017) also use this
approach to extract non-toponym location information in its own right,
rather than as a mechanism to identify toponyms. They use regular
expressions to extract spatial relations like “40 km south-east of” from
Chinese messages in Sina Weibo.

Accuracy and coverage information is difficult to establish for this
method, as it is often employed as part of a suite of other methods, and
accuracy is not commonly reported for this approach alone, but figures
in the 80s for successfully identifying place names (excluding the dis-
ambiguation stage) have been achieved (Gelernter and Balaji, 2013;
Gonzalez et al., 2012). Sagcan and Karagoz (2015) compared several
different approaches with the rule-based approach combined with
others, with the best precision being achieved by the use of POS tags,
suffixes and combinations of n-grams.

5.4.3. Mining of place names using a manually annotated training set
(MCM)

Methods that fall into this category manually annotate locations in
various ways, and then apply machine learning approaches. There are
some overlaps with the MLS approach, in that some MLS papers apply
Conditional Random Fields using features that are defined using lexico-
syntactic rules. The approaches in the MCM category are simpler and
based on manual annotations rather than rules, and include papers that
explore the effectiveness of manual annotation as a method (Fersini
et al., 2017). The best approaches for manual annotation of locations
has also been investigated by Finin et al. (2010), who compare the use
of Mechanical Turk and CrowdFlower, and Gelernter and Mushegian
(2011), who compare adjudicated annotations to individual annota-
tions.

5.4.4. Inference of location from additional information user interests

The survey included three papers that presented approaches to lo-
cation extraction that were dependent on user interests (MIN), the first
of which was published in 2012. Chen et al. (2013a) model users' in-
terests from their messages in Sina Weibo, then connect those interests
to functions that might indicate location, and from that, estimate lo-
cation. Their method relies on finding a point of interest with a given
function in close proximity to the user, and can achieve good accuracy
(0.734 km average error distance) in areas close to points of interest.
Yuan et al.'s (2016) method has some similarities, but combines the
MIN approach with SNC and extracts user interests from tweets using
Latent Dirichlet Allocation. Dalvi et al. (2012) take a different ap-
proach, inferring the user's location from the location of the places the
user tweets about. Their approach combines the use of language models
(see method MCW) and the distance to places that fall within the user's
area of interest.

In a similar direction, the MPR approach involves searching for
words that indicate a particular facility or project that can be used to
infer location. Examples include Putri et al. (2016), who use a keyword-
based method to search for messages that have a public facility in their
content, and Lei and Hilton (2013), who search for keywords that
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indicate a specific project. Li and Sun (2014, 2017) use points of in-
terest (POIs) to identify locations by searching for the POIs in Four-
square, and extracting location from there. Poulston et al. (2017) use a
range of text patterns that might indicate that the user is at home (e.g.
‘at home’), and infer home location by searching for other location
information from those tweets.

5.4.5. Mining of spatial relation information from text (MCS)

Much of the work that extracts location from message content that
has been discussed so far in this paper focusses on extracting location in
the form of place names, whether directly or through an intermediate
step like user interests, functions or projects. However, locations are
often described in more complex ways, either by reference to another
location (e.g. near the Waikato River; beside St Andrews Church). Spatial
relations are a key element of these descriptions, and several of the
surveyed papers address the problem of extracting spatial relations
from message content, from languages including English, Thai and
Chinese. The approaches used to explore spatial relations are mostly
fairly simple, adopting regular expressions (e.g. Zhang et al., 2017), a
very restricted set of spatial relations (e.g. Bahir and Peled, 2016) and/
or a limited range of variations in language structure (e.g. Bassi et al.,
2016; Paradesi, 2011; Wanichayapong et al., 2011). Dittrich et al.
(2015) is an exception to these limited approaches, distinguishing
spatial prepositions from non-spatial, beginning with a set of preposi-
tions that can be used spatially, and identifying a number of rules that
can be used to indicate a non-spatial use. Bahir and Peled (2016) also
point out that spatial location information may be implicit in phrases
such as ‘I see...’, ‘I hear...” or ‘I smell...’. Bassi et al.'s (2016) approach
focusses mostly on the use of distances and cardinal directions, with
which they adjust coordinates determined by place name.

5.4.6. Machine learning from word use (including language and language-
derived topic models) (MCW)

The MCW approaches use language models (or topic models derived
from language used in messages) to reflect the range and quantity of
words used in messages, with the idea that this would vary by location,
and could thus be used to extract location information. The reasons
given for the expected variation range from the use of location-specific
words (e.g. venue names) to differences in dialect or language style in
particular locations. Textual variations like abbreviations and spelling
mistakes may cause particular challenges for this approach. MCW is the
second most common approach of those that use message content to
extract location, after MCN. The papers vary in the algorithms used to
infer location from the language models; the range of words included in
the model, and the inclusion of other elements in addition to specific
words, and are summarised in Appendix B. Several approaches select
only local, hyperlocal or semi-local words to build their models (e.g.
Cheng et al., 2010; Ryoo and Moon, 2014), while others focus on topics
derived from terms, most commonly using Latent Dirichlet Allocation
(LDA) (e.g. Yuan et al., 2016) with variations (e.g. Tigunova et al.,
2015; Lozano et al., 2017). Other work uses n-grams and collocated
terms (Flatow et al., 2015; Ishida, 2015). Various methods are applied
to segmentation of geographic space, allowing geographically limited
language models to be built, including regular grids, adaptive quad-
trees and uniform geometric decomposition (Kamimura et al., 2017;
Thom et al., 2014).

5.4.7. Other approaches that use message content

Far less frequently used approaches include MCL, which infers lo-
cation from language style or character set (for example, Cheng and
Chen (2014) used the ISO language setting used by Twitter to de-
termine whether they were part of the Taiwanese (who use Traditional
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Chinese) or mainland Chinese (who use Simplified Chinese) commu-
nities) and MUP, which extracts place name from the web page at URLs
included in the message, and is similar to the UPW methods, except that
the UPW method uses the URL from the user profile, rather than the
message content (Wang et al., 2015).

5.5. Approaches that use message tags

Message tags are another common source of location information,
particularly in the absence of other alternatives, as they are less com-
plex than message content. Two broad approaches were used in the
papers surveyed.

5.5.1. Place names in message text (NER with gazetteers) (MTN)

The MTN approach is very similar to the MCN approach, except that
it extracts place names from tags attached to the message, rather than
the message content itself. The approach has been used regularly since
2007, and although it is used with Facebook, Tumblr, Twitter and
Foursquare in the papers surveyed, its heaviest use is with Flickr (15 of
the 21 papers that use this method). Several of the papers, and most of
those that use the method with text-based platforms such as Twitter,
combine the method with MCN, using similar approaches (e.g.
McClendon and Robinson, 2013; Xu, Lu, et al., 2014).

The MTN approach is most commonly used as part of a larger task,
and is often driven by place names rather than designed to work gen-
erically. That is, the researchers start with a list of place names (cities,
states, etc.) in which they are interested, and search for messages with
tags containing those place names (e.g. Abbasi et al., 2009; Cheong and
Lee, 2010; Xu, Lu, et al., 2014; Mendoza et al., 2010), sometimes per-
forming further filtering (e.g. De Choudhury et al., 2010). Spatial ac-
curacy is not often reported, as this task is part of a larger chain of
activities. Place name tags have also been combined with other location
methods (most commonly MML) to delineate the extents of a place
name using methods such as kernel density estimation, support vector
machines, k-means clustering and Delauney triangulation (e.g. Grothe
and Schaab, 2009; Hollenstein and Purves, 2010; KeRler et al., 2009;
Lee et al., 2008). Some of this work models the distribution of tags to
determine whether they are locally specific and therefore may be useful
in language models (e.g. Liang et al., 2010; Wen et al., 2015; Wen et al.,
2017).

5.5.2. Machine learning from word use (including language and language-
derived topic models) (MTW)

The MTW approach is very similar to the MCW approach, except
that tag contents are used instead of message contents. A similar usage
pattern also emerges for this approach, which has been used since 2009
with Twitter, Foursquare and Instagram, but by far the most frequently,
with Flickr. Language models that incorporate tags have used ap-
proaches including a nested Chinese Restaurant Franchise (nCRF) sta-
tistical model (Ahmed et al., 2013); support vector machines (Crandall
et al., 2009); Naive Bayes (Joshi et al., 2010); maximum likelihood
estimation (O'Hare and Murdock, 2013) and multinomial distributions
(Serdyukov et al., 2009; Zhang et al., 2016). A number of approaches
apply weights to the tags using methods such as spatial entropy
(Kordopatis-Zilos et al. (2015), and other measures such as smoothing
(O'Hare and Murdock, 2013; Serdyukov et al., 2009) and boosting by
increasing weights for location-specific names (Serdyukov et al., 2009)
are also applied. Clustering approaches are also frequently used, in
some cases to cluster together photos with similar tag sets to identify
landmarks (e.g. Gao et al., 2010) or events (e.g. Ranneries et al., 2016).
As with MCW, these approaches often adopt a grid structure in order to
handle the variable distribution of tags in geographic space (e.g.
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Serdyukov et al., 2009; Kordopatis-Zilos et al., 2015; O'Hare and
Murdock, 2013). Median error distances achieved range from 60 to
200 km. Much better accuracy has been achieved by combining MML
and MTW approaches (e.g. median error distance of 0.6 km by Van
Laere et al., 2010).

5.6. Approaches that use location based services (LLC)

Location-based services such as Foursquare, Gowalla and Brightkite
are regularly used to infer location for messages in social media through
the location of venues that is a core part of those platforms. This ap-
proach is used both directly, in which messages are sent from a venue
using LBSN platforms, or indirectly, in which LBSN venue check-ins are
included in other social media platforms like Twitter. The LLC approach
has been used regularly since 2009 and most frequently in Foursquare,
but also by Twitter and many other platforms.

LBSN are used in several different ways by other social media
platforms. The first of these directly uses LBSN location from user
check-ins in the LBSN platform (e.g. Cheng et al., 2012; Chiang et al.,
2014; Cho et al., 2011; Fang and Dai, 2016; Gao et al., 2013; Le et al.,
2014), often using this information to make inferences or predictions
about user behaviour. A second approach exploits links between LBSN
and other platforms, in which another platform like Twitter can be used
to post LBSN check ins, and this may be an easier way to access check in
information due to Twitter's APIs. For example, a number of papers use
this approach to study user behaviour (e.g. Gao et al., 2012). Check ins
have also been used to identify the user's home location (e.g. Cheng
et al.,, 2011) and to identify missing data in travel trajectories (e.g.
Hasan and Ukkusuri, 2017). A third approach involves using the LBSN
effectively as a gazetteer to identify coordinates for a place name in-
cluded in a message or tag in another platform. For example, Li and Sun
(2014, 2017) create a point of interest inventory from Foursquare, in-
cluding both official names and colloquial and abbreviated names, and
processing of tweets involves searching the POI inventory to identify
venue names. A fourth approach does the reverse of the third, asso-
ciating venues with a coordinate location determined using another
method, like MML. For example, Chen et al. (2014b) identify clusters of
Twitter geotags around a given Foursquare venue. A fifth broad ap-
proach is used less frequently, but there is some work that looks for text
in a social media platform like Twitter that conforms to a particular
syntactic format (e.g. “I'm at...”) and thus can be assumed to include a
place name reference to a venue or location. The coordinates of the
venue can then be retrieved from the LBSN or using other NER ap-
proaches (e.g. Sanborn et al., 2015). This approach has also been used
to extract richer information. For example, Grinberg et al. (2013) study
the correlation between Foursquare check ins and Twitter messages to
identify language that is used to describe certain kinds of activities (e.g.
shopping, nightlife).

Information on the spatial accuracy of the LLC approach is very
limited, and depends largely on the method used to locate a given
venue. For example, Foursquare venues may be created by dropping a
pin on a map, and while current versions of Foursquare eliminate
check-ins and adopt a reverse approach of determining user location
from location based services on the user devices (Heath, 2016), pre-
vious versions have used user check in locations to determine venue
location (Jeffries, 2012).

5.7. Approaches that use images

5.7.1. Inference through similarity in image properties (IMP)

A number of papers use image content to assist in the process of
location determination. The most common approach compares image
properties to look for similar images and infer locations from those that
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are already geotagged (IMP). It has been used regularly since 2007,
mainly with Flickr, but less frequently with Panoramio and Tencent
Weibo. The task of estimating location of photos and/or videos using
their content and metadata has been the subject of the MediaEval
Placing task over several years, and many of the surveyed papers were a
response to this challenge.

A range of approaches are used to determine image similarity, in-
cluding SIFT (Crandall et al., 2009; Cristani et al., 2008; Kawakubo and
Yanai, 2011; Kennedy et al., 2007), tiny images, colour histograms,
GIST (Ji et al., 2011), bags of textons (Gallagher et al., 2009; Hays and
Efros, 2008; Joshi et al., 2012); texton histograms and straight line
statistics Kalogerakis et al., 2009), with many researchers adopting
several approaches. Clustering and ranking are also commonly used
(e.g. Li et al., 2009; Liang et al., 2010), for example, to give greater
weight to more salient image features (Li, Larson, and Hanjalic, 2013,
2015). Variations on the approach include region specific matching of
images (Cristani et al., 2008; Kawakubo and Yanai, 2011), or matching
of images within cells (Kalogerakis et al., 2009), the incorporation of
temporality, so that other images by the same user or in a sequence can
assist in image matching (Kalogerakis et al., 2009; Li et al., 2009), the
inclusion of neighbouring images (Li, Qian, et al., 2013) and matching
via place name tags, rather than directly to coordinates (e.g. Ivanov
et al., 2012). It is common to combine the IMP approach with other
methods (e.g. Xu, Cui, et al., 2014; Zhang et al., 2016), most commonly
the use of tags (MTW) (e.g. Joshi et al., 2012; Kelm et al., 2012;
Kennedy et al., 2007), due to its common use in content-sharing social
media platforms.

5.7.2. Image-embedded geotag/geocode (including direction) (IMG)

A small number of papers access location information from the
metadata of images, rather than the metadata of the social media
platform. In some cases, the metadata of a social media platform is
automatically populated by metadata from the photograph (e.g. Flickr
offers this option currently), so the two may be the same, but there may
also be differences, and with this approach, the image metadata
(usually in EXIF format) is used. All five of the surveyed approaches
that used the IMG method extracted content from Flickr, which offers
an API that provides direct access to EXIF metadata for photographs
(e.g McDougall and Temple-Watts, 2012; Sun et al., 2013). The EXIF
metadata also includes angle of view, which is used by Panteras et al.
(2015) and Shirai et al. (2013) to determine photo orientation. The
method is used to analyse and derive new information (e.g. delineating
fire or flood area boundaries, as in McDougall and Temple-Watts (2012)
and Daly and Thom (2016)), and the accuracy reported usually relates
to the method for analysis or derivation, rather than the accuracy of
location of the photos themselves. For example, Daly and Thom (2016)
report average accuracy of 132km in identifying the location of fires
(from derived centroid to ground truth centroid). In regard to coverage,
Daly and Thom (2016) report that 2.5% of Flickr photos have EXIF
header information.

5.8. Approaches that use videos (AVO, AVS)

We identify two approaches to the use of videos to determine lo-
cation. The first of these (AVO) identifies location using object re-
cognition. For example, Shen et al. (2011) identify landmarks from
videos in YouTube by extracting camera metadata (including location,
direction and viewing angle) and using this information to identify
geographic features in the view, also incorporating data from Open-
StreetMap. They then generate tags for the scenes in the video that
identify the specific landmarks. The second broad approach (AVS) uses
machine learning on audio visual features. For example, Sevillano et al.
(2015) create a training set of geotagged videos, and then extract key
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frames from the videos, comparing audio and visual features and then
using k-NN to select the best match from the training set.

5.9. Approaches that use information from the social media platform web
site (SMW)

We also identify an approach (SMW) used by one paper, that
identifies location from the web site of the social media platform, which
provides summary statistics. Ferrara et al. (2013) study the geofocus of
topics that are trending on Twitter (and thus the geofocus of messages)
by extracting them from the Twitter home page which lists the top 10
trending topics, and by monitoring trends in 63 locations in the US.

5.10. Approaches that use the Spatio-temporal distribution of messages

Approaches in this category exclude those that use relationships
between users (which are covered by the SNC approach) rather than
messages and those that extract language models from messages (which
are covered in the dedicated MCW approach in the message content
category). This Section discusses approaches that infer location from
the relationships between a number of messages, rather than a single
message. These relationships may be spatial, temporal or contextual.

5.10.1. Inference of location from the Spatio-temporal distribution of
messages (STD)

The STD approach infers location from the distribution of multiple
messages, and relies on another approach to geolocate the individual
messages, with MML and MCN being the most commonly used. Several
papers use this approach to identify home location. Methods to infer
home location include the geometric median (Compton et al., 2013) of
message locations; location with highest post frequency or longest stay
(Li, Wang, et al., 2012; 2014); last check-in of day; the use of particular
words and phrases (e.g. home) (Hu et al., 2016); first message (Poulston
et al., 2017) or the most frequent night-time message location (Luo
et al., 2016). Cheng et al. (2011) use a recursive grid search, in which
they find the grid cell of progressively smaller sizes that contains the
most located tweets. Combined approaches have also been used, in-
corporating location of historical messages, places mentioned in tweets
(MCN), LBSN check-ins and friend's locations (SNC) (Li, Zhao, et al.,
2012; Mahmud et al., 2012, Mahmud et al., 2014).

The approach has been used for a number of purposes, including
identifying the location of activities in which users are involved (e.g.
office, education, shopping). Clustering combined with temporal ana-
lysis is a common methods for achieving this (Huang et al., 2014; Luo
et al., 2016; Maeda et al., 2016). Yuan et al. (2016) focus on identifying
periodic visiting behaviour, identifying places that people visit using
the Chinese Restaurant Process and then determining the period of
visits to enable location prediction. A second purpose is identification of
the location of topics or bursts of frequently used words using density-
based spatio-temporal clustering (Tamura and Ichimura, 2013) and
multimodal location dependent probabilistic latent semantic analysis,
the latter combining words and visual properties of images from Flickr
(Zhou and Luo, 2012). Event location is another common purpose of
this method, with several approaches identifying clusters of messages
with particular keywords (Ranneries et al., 2016; Shirai et al., 2013).
Van Canneyt et al. (2014, 2016) use meanshift clustering to cater for
spatially disjoint events; Watanabe et al. (2011) use the geohash algo-
rithm and Sakaki et al. (2010, 2013) incorporate trajectories as well as
location, applying Kalman filtering and particle filtering. Finally, the
approach has also been used to locate points of interest (POIs), usually
in a tourism context. As with event location, clustering is a common
approach (Memon et al., 2015), with additional factors such as the
likelihood of a photo being a close up image of the POI being used to
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weight the clustering process (Popescu and Shabou, 2013).

5.10.2. Other approaches that use the Spatio-temporal distribution of
messages (STIL, STO, STP, STL, STR, STS)

A number of less common approaches have been used to establish
location from the spatio-temporal distribution of messages, including
the inference of location from the distribution of messages that have
similar image features (STI method), with Zhou and Luo (2012) com-
bining text and visual factors from Flickr images to identify topic re-
gions with probabilistic latent semantic analysis, and Zheng et al.
(2009) performing location-based agglomerative hierarchical clustering
followed by visual clustering to identify landmarks.

The STO approach incorporates contextual information from other
sources, and is shown in Salfinger et al. (2016), in which the MCN
message is augmented with contextual information to assist in dis-
ambiguation of the place names included in the message. The direction
or orientation of images (STP method) may also be used to infer loca-
tion. For example, Shirai et al. (2013) extract orientation from photo
metadata from Flickr, and analyse the orientations of all of the photos
in a hotspot. They use this information to weight photos within the
hotspot. The STL approach learns a user's location from the spatial
distribution of his or her historical messages (in contrast to the SNC
approach, in which inference is from the location of a user's connec-
tions). For example, Thom et al. (2014) propose a method in which
clusters are formed from a user's historical messages from Twitter, and
the cluster with the most messages is considered the home base. Simi-
larly, Tran and Lee (2016) estimate the home location of a Twitter user
by calculating the mean latitude and longitude of their 200 most recent
tweets.

The STR approach infers location from other messages that are re-
lated in topic, event or time. For example, Yuan et al. (2013) develop an
approach that incorporates both the language model approach (MCW)
as the distribution of messages in time. They find the most likely lo-
cation of a message by minimising variations in words, day and time to
incorporate the user's daily and weekly patterns of behaviour. The STS
approach also incorporates time, but considers temporal sequences.
Kalogerakis et al. (2009) use the time differences in sequences of
photographs to determine their locations at the scale of
400km X 400 km cells. Liu et al. (2014) also consider the time differ-
ences between photographs, building a location profile for each user
with a language model from tags (MTW) and weighting historical
images by difference in time taken (the location tags of photos taken
more recently are given a greater weight).

5.11. Approaches that use links to other social media platforms (LSM)

The final method considered involves the cross-use of different so-
cial media platforms by the same user. Xu, Lu, et al. (2014) attempt to
locate messages in Tumblr by aligning users with their Twitter profiles
and adopting locations from Twitter in order to geolocate their Tumblr
accounts. To achieve this, they first have to align Twitter and Tumblr
accounts, for which they achieve a 96% success rate. They then use SNC
to determine user location in Twitter.

As can be seen from this analysis, the available methods vary widely
in their accuracy, coverage and the type of situation in which they are
most useful. Many researchers combat the shortcomings of one method
in any one area by combining several methods. In this way, deficiencies
in coverage for higher accuracy methods can be reduced by the use of a
less accurate method. A number of researchers demonstrate improve-
ments in accuracy, coverage or both through this combined approach
(e.g. Daume, 2016; Bhatt et al., 2014; Bouillot et al., 2012; Cao et al.,
2012; Fang and Dai, 2016). Another approach that researchers take to
address issues with accuracy when compared in absolute terms, is to
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Fig. 8. Papers by application domain.

calibrate the data against a ground truth for the analysis being per-
formed, often using some external source for the same data. If it can be
demonstrated that the approach being used can successfully measure
the phenomena of interest to the required accuracy, the absolute ac-
curacy of individual measures is less important. For example, data on
disease may be compared to data collected from hospitals or other of-
ficial sources, and even if the accuracy or coverage is not high, it may
still exceed the alternatives (e.g. Allen et al., 2016).

6. Analysis - RQ3: application domain
In this Section, we review the range of application domains in which

social media information including location has been extracted. We
developed a broad typology that grouped specific topics into themes,
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driven by the data itself rather than externally imposed. While other
typologies and classification systems have been developed for geo-
graphic information application areas (for example, some are described
in Maguire, 1991), most are too general for the purposes of this review,
as social media has focussed on specific areas of interest. In this ana-
lysis, we distinguish between application domain and purpose. Steiger
et al. (2015) combine the two by first using four broad categories fo-
cussed around the purpose of the extraction: event detection; location
inference; social network analysis and no specific context of applica-
tion, followed by a subdivision of event detection into three categories:
disaster management; disease/health management and traffic man-
agement. We consider application domain independently of purpose.
Fig. 8 shows the distribution of papers by application domain. The
inner ring contains broad categories, while the outer ring shows more



K. Stock

specific categories within the broad areas. The largest broad category is
General (28.9%), which mostly includes work that develops general
methods for extracting location information from social media, and also
includes studies of the use and nature of social media, news and general
events (for reference, 0.8% = 6 papers). Many general papers used
specific application areas as an illustration of their method, rather than
a raison d'etre, and we used the mention of an application area in the
title as an indicator of the general nature of the work, and thus a
guideline for encoding the application area of a paper. Moving away
from the general papers, important areas include tourism and recrea-
tion (27.2%), crisis and disaster management (12.6%), transport (9.2%)
and health (8.1%). The broad range of application areas to which social
media location extraction has been applied is notable, ranging from art
and music, politics, crime and economics. The range of the specific
application areas within each category is also interesting, with a broad
spread of health topics ranging from infections (flu, whooping cough,
HIV, dengue) to mental health and views about vaccinations, vaping
and drug use and drug reactions. While the ways in which the more
detailed categories of papers are aggregated into broader categories
may be open to interpretation, the breadth of studies is clear.

7. Discussion

Edwards et al. (2013) discuss the role of social media research: as a
surrogate for traditional methods; as a re-orientation of research around
new objects, populations and techniques of analysis, or as augmenta-
tion, and evidence of all of these can be seen in the results of this study.
In some cases, social media has been used as a replacement/alternative
for data collection that would previously have been done manually. For
example, studies of flu and other diseases are often compared to data
collected by more traditional means (e.g. hospital admissions) to de-
termine whether it is a true reflection (e.g. Allen et al., 2016). There is
also evidence of research into areas for which it has previously been
difficult to obtain data, with examples such as terrorism (e.g. Mirani
and Sasi, 2016; Simon et al., 2014). The disaster domain is an example
of an area for which social media has augmented existing data sources,
and in some cases provided data that was not previous available.

Although Fig. 2 suggests that research into the use of geospatial data
from social media is no longer increasing, there is still much potential
for future research, and in this Section we discuss some of the areas in
which future efforts might be directed.

7.1. Social media platforms

As discussed in Section 4.1, the dominance of Twitter in the re-
search is clear. However, Statista's January 2018 ranking of web sites
by number of users® ranks Twitter 11th globally, with Facebook, You-
Tube, Instagram and Sina Weibo all used more frequently, along with
several messaging platforms. Facebook, by far the most popular social
media platform, with 2.167 million users, only accounted for 2.1% of
the usage reported in our survey, and YouTube, with 1.5 million users
only 1.8%. Originally, Twitter was popular among researchers of social
media location data extraction because of the high frequency of open
accounts (not password protected or requiring membership), and be-
cause of its geolocation functionality. However, many other platforms
have large quantities of open data. For example, Facebook now has a
large quantity of public pages to which users cluster and add comments
(for example, civil defence organisation Facebook pages, which are
often full of posts before, during and after disaster events). Bird et al.
(2012) show how Facebook has been used by members of the public to
get useful and accurate information about a disaster event, including
location-based information. Platforms such as Instagram and Youtube

5 https://www.statista.com/statistics/272014/global-social-networks-ranked-by-
number-of-users/.
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also have large quantities of open data. Furthermore, our research
shows that the low proportion of tweets that are location tagged and the
accuracy of alternative methods of geolocating tweets (e.g. MCN) make
other platforms suitable alternatives for research focus. From a prac-
tical point of view, the Twitter API also presents a number of hurdles for
automatic harvesting, with limited quotas and cost implications,
making harvesting from other platforms easier in many cases. There is
also much potential for increased research into specialist social media
platforms, including those that address particular segments of the po-
pulation (e.g. gay social media platforms), and those that are focussed
around particularly topics (e.g. Strava for runners and cyclists).

We also highlight the need for research that investigates the char-
acteristics, strengths and weaknesses of different platforms for different
situations and application areas, continuing work started by Silva et al.
(2013) and Simon et al. (2014). Current research shows little analysis of
alternative platforms in selecting a strategy for social media harvesting,
beyond high level considerations like whether text or images would be
most useful, and researchers rarely discuss the reason for selecting a
particular platform. In this paper, we have discussed the current usage
of social media platforms, but more research is required on the suit-
ability of particular platforms for different purposes.

Another related area for future research is the identification of ap-
propriate search strategies to find useful content in different social
media platforms. For social media that provide access via a stream (e.g.
Twitter), this may involve identifying more efficient strategies than
random selection or blanket coverage for finding relevant content,
while for social media that provides access through particular entry
points (e.g. Facebook pages), this may involve developing strategies to
identify relevant pages and other entry points for a particular purpose.
Social media platforms contain vast amounts of data that is not useful,
and finding the useful geospatial content within it can be difficult. As
more advanced strategies for extracting content that go beyond simply
mapping specific words and topics become more developed, the ability
to locate specific data will be more important.

7.2. Location extraction

The absence of accurate measures of coverage for many of the lo-
cation extraction methods is an area that warrants future attention.
Some of the methods described achieve high accuracy among a certain
subset of messages or users, and this is not always clear when accuracy
figures are examined. The definition of coverage is also not clear. Of
most interest is the ability to determine for how many messages (or
users, in the case of a base location determination), a location can be
determined, but many researchers report the variations of this, in-
cluding the percentage of messages that have a location in a particular
format that can be located, or the percentage of place names that can be
successfully extracted. While these are also interesting measures, they
obscure the overall usefulness of the method for mapping or spatial
analysis that can adequately represent a population.

In terms of prioritisation of methods for further research attention,
Fig. 6 shows that a number of methods were given attention in the early
years of social media location extraction research, but have not con-
tinued to be popular, including the tag-based methods (MTW, MTN),
IMP (image-properties) and many of the methods that extract location
from different aspects of the user profile. The lack of continued interest
in these areas is generally supported by the accuracy figures in Fig. 7,
with those methods generally falling towards the middle and lower
right of the graph. The more successful methods (MTN and SNC) con-
tinue to receive attention, although less so in the latter case. The fact
remains, however, that significant improvements are still needed in
order to make social media location extraction effective at the sub
100m level. Middleton et al. (2014) achieve 90% accuracy when
identifying streets (by extracting street names), which is an easier task
that identifying locations more generally. They do also achieve similar
results for places, varying from buildings to rivers. Gelernter and
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Balaji's (2013) similar approach identifies buildings and place names
with high success rates. These methods rely on a creation of local data
sets that contain a reliable set of building and street names, and on the
user employing those names, rather than more colloquial or flexible
descriptions. Further research to make these approaches scalable would
be appropriate, investigating methods for creation of reliable and
complete gazetteers that include local and vernacular place names at a
global level.

Another area that has been given very limited attention in the social
media research is that of identifying location descriptions that are not
confined to toponyms (including local place and street names). Many
location descriptions that are used colloquially consist of relative lo-
cation references or describe parts of wider areas (e.g. the area opposite
the train station was flooded; riots in downtown Nottingham; cannabis
seized in raids in south-eastern suburbs in Melbourne), and there is very
little research investigating the nature of this language, whether it
differs from other natural language location descriptions, and the best
methods to extract and interpret it. A few papers extract a subset of
spatial relations (e.g. Bahir and Peled, 2016; Dittrich et al., 2015; Zhang
et al.,, 2017) and descriptions that follow a specific template (e.g. a
traffic accident 10 km north of Wellsford on SH1) (Bassi et al., 2016), but
more extensive investigation could result in an increased ability to
geolocate social media posts that are not adequately addressed by other
location extraction methods.

An area that has been referred to but not studied in any detail is the
influence of incorrect location data that is deliberately introduced. This
has been identified as an issue by Sanaratne et al. (2017), who consider
it a particular issue in image sharing sites like Flickr and Instagram, and
Benvenuto et al. (2010) claim that spambots in Twitter skew the results
of analysis. Issues such as location spoofing and fake check-ins are also
recognised as an issue that may affect data quality with several different
types and motivations for spoofing being identified by Zhao and Sui
(2017). They detect up to 1.36% of geo-tags as spurious. It is difficult to
determine how much this affects the results of location-based social
media analysis, and it was not addressed systematically by the papers in
our review. In some cases of social media mining of location data, it is
less likely because users are unaware of the possibility that their data is
being used, or of the strategy used to extract their location. For ex-
ample, Benevento et al.'s (2010) work studied spam that tags adver-
tising or pornographic URLs with unrelated tags, and the impact of this
on the kinds of extractions and analysis reviewed in this paper depends
very much on the level of analysis adopted. These strategies would have
more impact on the simpler location extraction strategies (e.g. mapping
a specific tag using MML) than on those that adopt more sophisticated
or targeted extraction. In cases in which users are aware that their data
is being used (e.g. when posting photos of species to a dedicated Fa-
cebook page, as in Deng et al., 2012), deliberate introduction of in-
correct material may be more likely, but in these situations, the posts
are visible to all users, so peer verification of the kind described by
Goodchild and Li (2012) is possible. Future research to further in-
vestigate the scale of this problem in terms of its actual influence on
analysis of location data extracted from social media is necessary, as is
work to test and apply methods for data validation that incorporate the
possibility of deliberately spurious data appearing in the data set. There
has been very little of this work done to date.

7.3. Transferability and scalability
While research into geographic data extracted from social media has

been conducted for some years and may provide a useful tool for re-
searchers in a number of domains, the range of location extraction
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approaches are not yet sufficiently mature to allow easy application by
researchers who are not experts in the use of social media, beyond the
most basic tools offered by software applications for social media
analysis (e.g. Microsoft's Social Engagement and SAS's Information
Retrieval Studio). Such tools provide limited geographic extraction
capabilities, and limited transparency in terms of how location is ex-
tracted and from where. This survey shows that it is currently very
difficult to evaluate alternative approaches to collection of geographic
data, and particularly to compare accuracy and coverage across
methods, given the range of different reporting measures that are used.
Some approaches are effective in a limited area, or within specified
contexts, and it would be useful to adopt a more standardised approach
to the reporting of success measures, in order to enable researchers
from other domains to make more informed decisions about method
suitability in a particular context, and the effort required to employ a
particular method. Many researchers from other application areas fall
back on the MML method with Twitter, and while this can provide
useful analysis, it only provides access to a very limited amount of the
geographic data that is potentially available.

8. Conclusions

The potential of social media as a source of geographic data that is
not currently available, or as an alternative to more conventional data
collection methods has been recognised by researchers since social
media platforms became popular. A wide range of research has been
generated that attempts to extract data of this kind, and in particular, to
determine an accurate location of messages, users or topics discussed in
messages. The most common method (MML), which uses coordinates
that are contained in the message metadata, is very limited in coverage,
and in some cases (if automatically extracted from the device) contains
the location at which the message was posted, which may not ne-
cessarily be the geofocus of the message. Other methods that have re-
ceived some attention and that give the best accuracy include MCN
(which extracts place names from the message) and SNC (which uses
social contacts to other users to establish location). MCN in particular
can be effective in determining location using street names and building
names, but relies on a well-developed gazetteer, and on users referring
to relevant toponyms in their messages.

Twitter is by far the most frequently used social media platform for
geospatial research, despite being only 11th in global rankings by
number of users, and research on more popular platforms (e.g.
Facebook) is much more limited. There is a need for research into some
of these less frequently used platforms, including the analysis of the
location of content of particular kinds across and within the platforms.

Geographic data has been extracted from social media across a vast
range of application areas, from health to travel to politics, demon-
strating the significant potential of the approach in collecting geo-
graphic data. The time has come to develop more comparable measures
of quality of the methods that have been developed to extract location
content, including a more standardised approach to the reporting of
accuracy and coverage, that can enable researchers who are not experts
in social media to better evaluate and employ the methods for location
extraction that have been developed. It is currently very difficult for
researchers who wish to apply social media data to a specific research
question from some application domain to determine the best approach
to use to extract geographic data, to evaluate the limitations of alter-
native approaches, and then to use the methods for their own research,
and we assert that geographic data from social media could be used
much more widely if this situation were addressed.
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Supplementary data to this article can be found online at https://doi.org/10.1016/j.compenvurbsys.2018.05.007.
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