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Abstract

Complex systems approaches are emerging as new methods that complement conventional analytical and statistical approaches
for analyzing marketing phenomena. These methods can provide researchers with tools to understand and predict marketing
outcomes that emerge at the aggregate level by modeling feedback between heterogeneous agents and agent interaction with
various marketing environmental variables. While the benefits of complex systems approaches often come with a high compu-
tational cost, steady advances in access to better computational resources has allowed more researchers to adopt complex systems
approaches as part of their portfolio of methods. In this paper, we will provide a description of the key concepts, benefits, and
tools of complex systems. The goal of this work is to encourage marketing researchers and practitioners who are not familiar with
these approaches to consider the adoption of these methods. We end with a discussion of the future research opportunities that this

powerful methodology enables.
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Analyzing marketing phenomena is often complex, and two
particular aspects often make analysis difficult: (1) interac-
tions between heterogeneous individuals, and (2) many ele-
ments of the marketing environment operate simultaneously.
Together these features can mean that to truly understand a
marketing phenomenon, researchers need to adopt increasing-
ly advanced methods. Complex systems is one framework that
can help deal with these difficult aspects of marketing re-
search. The basic idea behind complex systems analysis is that
individuals are modeled from the ground up, and the patterns
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of behavior of the system are observed as a result of the inter-
actions of those individuals.

For instance, individuals in the marketing environment,
such as consumers, sellers and distributors, are far from being
homogeneous entities and they are not isolated from the influ-
ence of other agents. In fact, these individuals, often called
agents, constantly affect each others’ behaviors and choices.
These constant interactions gradually lead to various emerging
patterns at the aggregate level that are not obtained by simply
summing properties of individual agents and elements at the
micro-level of the system. For instance, consumers create and
share word-of-mouth about goods and services (Berger 2014).
The extent to which consumers interact with one another deter-
mines the speed and the strength of word-of-mouth, which
leads to various adoption patterns of goods and services among
the consumer population. Marketing researchers who are inter-
ested in experimenting with multiple factors that can affect the
word-of-mouth need appropriate tools to capture the aspects of
interactions between heterogeneous agents over time.

Another interesting marketing phenomenon driven by social
interactions between heterogeneous groups of consumers is the
adoption of fashion (Rust 2015). One way to conceptualize
fashion is that there are two different groups of consumers: an
“in-group” and an “out-group”. The “in-group” can be classi-
fied as a group of influential consumers such as celebrities,
vloggers, or rich. When a certain fashion gains popularity
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among the “in-group”, it is attractive to both the “in-group”
and the “out-group”. However, as the “out-group” picks up the
fashion initially shared by the “in-group”, the “in-group” loses
their interest in pursuing the fashion and exhibits disadoption
behaviors to differentiate themselves. In this context, one of
marketers’ questions is how quickly adoption and disadoption
behaviors emerge and peak depending on the strength of the
two different groups in a market.

Besides heterogeneity, another difficulty in analyzing mar-
keting phenomena is the simultaneous interaction of various
disparate variables in the marketing environment. The market-
ing mix is a composite of various marketing actions, including
pricing, advertising, distribution activities, and product im-
provement. These can have effects that are greater or less than
the sum of each of the separate effects when there are varia-
tions in more than two simultaneous marketing activities
(Lilien et al. 2011). Recent marketing theory has also advo-
cated that businesses focus increasing attention on individual
customers and look more at relationship-driven marketing in-
stead of transaction-based marketing. These changes motivate
researchers to model relationship-based and repeated-choice
environment that can be supplemented by a dynamic and ho-
listic diagnosis of the marketing mix (Rust and Huang 2014).

While conventional analytical and statistical approaches
may be capable of analyzing (to some degree) marketing phe-
nomena complicated by the aspects described above, complex
systems approaches can be an effective alternative lens to the
conventional approaches because these approaches are more
suitable to predict emergent outcomes caused by repeated feed-
back that endogenously occurs between heterogeneous agents,
and incorporating simultaneous interactions of various market-
ing variables. In fact, complex systems analysis is based on an
alternative premise that there is no equilibrium or no multiple
equilibria. Instead, at the heart of the complex system analysis,
there is constant change whose direction and rate can be
modeled only by a systems-level approach to modeling.

For example, the recent advent of the structural modeling
approach in the marketing literature to some extent tackles
the Lucas critique (1976) by explicitly laying out rules and
processes of micro decision-making in a model. However, a
few limitations of the structural modeling approach exist.
First, modeling diversity patterns within structural modeling
becomes prohibitive as heterogeneity in agents increases.
Second, modeling constant interactions between agents is
difficult in the structural modeling approach. On top of that,
the computational burden exponentially increases with the
number of state variables and state spaces. As such, complex
systems can be an alternative to the structural modeling ap-
proach if researchers are concerned about the limitations in
the structural modeling approach. Also, researchers can im-
plement more reliable and flexible counter-factual analysis
with more plausible and realistic assumptions using complex
systems approaches.
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In some cases, the methods complex systems employ may
also come with a high computational cost, due to the need to
carry out repeated simulation and classification, but as com-
putational resources become cheaper and more available, re-
searchers can increasingly adopt complex systems approaches
as part of their portfolio of methodologies. Thus, the adoption
of complex systems as a major component of marketing anal-
ysis is not only likely, but also desirable.

This paper intends to facilitate growth in the use of com-
plex systems methods within marketing by:

* Introducing key concepts of complex systems approaches,

* Identifying the scope of problems with which complex
systems approaches are appropriate and beneficial in mar-
keting research,

» Exploring the existing marketing applications of complex
systems approaches in the marketing literature, and

» Suggesting future research opportunities that can be ana-
lyzed using complex system approaches.

The rest of the paper proceeds as follows. Section 2 begins
with working definitions and concepts and identifies the scope
of marketing problems for which complex systems ap-
proaches can provide a useful perspective. Section 3 discusses
major methods used for modeling complex systems. Section 4
presents a review of applications of complex systems ap-
proaches in marketing literature. Section 5 discusses future
research opportunities for which complex systems can provide
a better perspective on marketing problems. Section 6 con-
cludes with a discussion about how complex systems can
improve marketing research.

The nature and characteristics of complex
systems

In this section, we begin with working definitions and charac-
teristics of complex systems, to help researchers identify the
scope of complex systems approaches for marketing analysis,
and then proceed to discuss its benefits.

A complex system consists of a large number of autono-
mous, interacting agents and elements describing the environ-
ment in which the agents interact. Agents can be defined at
various levels depending on the scope of analysis: individual
consumers, sellers, distributors, or even countries. In the con-
text of marketing, elements, for instance, can be promotion
channels or an individual’s social ties through which word-of-
mouth is circulated.

Complex systems are often characterized by interacting
and overlapping latent feedback effects where stochastic im-
pulses can trigger complex emergent patterns of behavior.
When small differences in inputs to the system create very
different ultimate outcomes that end in a bifurcation, the
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system is described as chaotic because of its lack of predict-
ability and wide variance in outcomes. We will discuss these
chaotic systems in a later section. However, all complex sys-
tems, regardless of whether they are chaotic, exhibit a large
number of interacting components, and because of the com-
plex nature of these interactions, simulations must be adopted
to study these systems. Results of thousands of simulations
varying over a large number of exogenous impulses, endoge-
nous and dynamic relationships, and distribution variances are
usually needed to generalize outcomes from inputs. One clear
contrast between conventional marketing analysis and com-
plex systems analysis is that many complex systems ap-
proaches start with models that generate data (such as con-
sumer demand forecasts) and the parameters are then adjusted
to fit to data, while the conventional marketing analysis cre-
ates the model from the data.

The premise of complex systems is consistent with market-
ing phenomena since the marketing environment is always
changing through feedback processes. Arthur (1994) provides
a foundation for criticism of the conventional equilibrium prop-
osition due to the fact that markets are inherently dynamic. For
example, he criticizes the notion that actions taken by sellers
and buyers generate negative and positive feedbacks that create
a predictable equilibrium for prices and market shares. Arthur
argues that it is unlikely that a market is in equilibrium because
supply curves and demand curves are continuously changing.
To incorporate this idea, the dynamic impact of changing sup-
ply on demand and changing on supply can be represented by
the following equations (Dickson 1995, 1996):
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where 0d; / Ot is change in demand of buyer #, and Os; / 0t is
changes in the supply of supplier j, and the equations within the
brackets {} represents the set of response functions across all n
buyers and £ sellers. Response heterogeneity across buyers and
suppliers is captured in these equations. That is, 0d; / Ot can
vary across i (i.e., some buyers adopt preferences faster than
others). Similarly, Os; / Ot can vary across j (i.e., some suppliers
learn or adopt preferences faster than others). Thus, the natural
interaction of the system produces a complex system of supply
and demand that leads to perpetual disequilibria.

This nature is consistent with marketing phenomena. The
purpose of marketers is to create disequilibrium. Marketers are
paid to improve all aspects of marketing including all aspects
of customer relationships, disrupting the current state of the
market by shifting market share. Thus, to build a descriptive or
normative model that can help marketers make decisions

researchers must use disequilibrium models. Models that as-
sume stationarity and equilibrium may not be adequate to
capture many components of marketing phenomena.
Although the paradigm shift from a state of change to the rate
of change has not taken hold in the marketing field, we expect
that marketing researchers will appreciate the premises of
complex systems and more marketing studies with complex
system approaches will come in the future.

Instead of embracing the conventional equilibrium con-
cept, well-defined complex systems exhibit path
dependencies, such that current and future states or actions
affect the path of previous states or actions (Page 2006). For
instance, consumers who are loyal to a product tend to exhibit
path dependence on their purchase decisions in the future. In a
platform market, the growth of each side of agents depends on
the past actions of one another. Nonlinear effect occurs as a
system advances through path dependencies (Dickson 1995,
1996). Chaos theory that we will visit in a later section is
useful to deal with very unstable feedback systems subject
to rare exogenous jolts that can bifurcate into an unexpected
outcome (e.g., black-swan events) (Levy 1994; Taleb 2007).

The following are several other key characteristics that most
complex systems exhibit. Emergence arises in a complex system
when autonomous agents and elements of a system result in
aggregate patterns not obtained by simply summing properties
of individual agent and elements (Holland 2014). After assigning
agents their own properties and behavioral rules, emergence is a
consequence of the interactions of the agents in response to the
marketing environment. Emergence occurs through a large num-
ber of sequences that form loops of recirculating signals and
resources (feedback) generated in the system. Behaviors of the
agents are constantly moderated by surrounding activity
(Holland 2014). As a result, emergence can only be realized at
the aggregate level (Holland 1998; Miller and Page 2009).

The idea of emergence in complex systems can shed light
on the development of the marketing environment. For exam-
ple, complex system approaches can assess the impact of so-
cial influence on product diffusion rates (Delre et al. 2007,
2010) and can track the process of competitive price adjust-
ment between retailers (Ottino-Loffler et al. 2015).

When analyzing complex systems, an interest of researchers
is to identify points where emergence begins to occur. A well-
defined complex system can reveal leverage points and tipping
points. A leverage point is a place where the complex system can
be shifted from one state to another (Rand 2015). Tipping points
are a related phenomenon where a small action taken by agents
causes changes in the aggregate behavior of agents (Holland
2014). The word leverage point is often used to describe in-
stances where the force is exerted from a controller (e.g., a man-
ger or policymaker), whereas a tipping point may be internal to
the agents of the system. Discovering the leverage and tipping
points which identify when, and to what extent marketing actions
can be the most effective, can be a goal of marketing study.
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In order to understand these properties of complex systems,
a theory of complex systems and a set of corresponding
methods have been developed. In the past, complex systems
approaches that were based on simulation were infeasible to
implement due to the computational cost of simulating con-
stant feedbacks and interactions in a system. However, thanks
to steady advances in data processing and computing power,
today a modeler can use complex systems methods much
more readily, and there are many advantages to doing so.

For instance, complex systems models can incorporate
considerable heterogeneity and diversity of agents and com-
ponents in the marketing environment at relatively low model-
ing cost compared to the conventional approaches. By varying
degrees of heterogeneity and diversity, complex systems ap-
proaches can produce emergent outcomes that other ap-
proaches cannot predict and explain. In addition, complex
systems can be modeled at multiple scale levels (Miller and
Page 2009), thereby providing predictions of outcomes of
marketing phenomenon at different scales of markets.

Consumers and firms are in fact ecological entities; in that
they operate not independently but within an overall ecosystem.
Many marketing phenomena of research interest are the conse-
quences of interconnectedness and interactions of agents.
Changes in information technology have broadened various
channels of communications, such as social media, text messag-
ing, and consumer video blogs, and complicated these patterns of
interactions. Complex systems approaches allow various patterns
of communication to occur, and these different channels can even
operate simultaneously. Agents in a complex systems approach
can adapt and evolve over time through continuous feedback
with each other. In other words, agents can learn from the envi-
ronment constantly in a complex system. While the conventional
approaches may not capture the adaptive and evolutionary be-
havior, complex systems approaches can do a better job of
predicting marketing outcomes and can be relatively free from
the Lucas critique (Lucas 1976).

Conventional modeling approaches are often based on the
linearity assumption that adding up properties of the parts in a
system is equal to the corresponding properties of the whole.
However, when the interactions between the components ex-
hibit a non-linear relationship (i.e., the aggregate outcome is
not additive), the predictions on the aggregates based on sum-
mations of parts are biased (Holland 2014). Complex systems
approaches that study a system as a holistic entity avoid lim-
itations of the linearity assumption.

In many marketing analyses, researchers want to examine
whether outcomes will significantly change even after adding
or eliminating subcomponents of the system. Robustness is
characterized in a complex system that maintains its distinc-
tive outcomes even after altering elements in the system
(Bankes 2002). Robustness is a desirable property in a mar-
keting analysis because identifying ideal marketing mixes and
the level of efforts that maintains the validity of predictions is
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helpful to make sure that the results guard against unexpected
changes and shocks in the marketing environment. As we
discuss basic concepts and benefits of the complex systems,
we present in the next section several methods that enable
researchers to model complex systems.

Methods

In this section, we introduce several complex systems
methods for marketing researchers who are interested in ana-
lyzing marketing phenomena that exhibit the properties and
harness the advantages that we have discussed in the previous
section. We introduce five methods: agent-based models, net-
work science, system dynamics, chaos theory, and other com-
putational methods, such as machine learning. These methods
are useful to predict the outcomes of interests and to validate
theories. Each method has its own strengths and is more suit-
able for particular problems than the other tools depending on
the context. We summarize the advantages and disadvantages
of each method in Table 1.

In the advent of cheap and improved computing power,
these methods are becoming more easily accessible.
Moreover, these methods are not necessarily stand-alone ap-
proaches. They can provide more complementary insights to
traditional methods, such as statistical analysis, psychological
experiments, surveys, and game theory to provide more accu-
rate and reliable analysis.

Agent-based models

Agent-based modeling (ABM) is an increasingly popular method
that can help researchers understand and analyze aggregated pat-
terns of marketing phenomena that originate at the individual-
agent level. ABM gives researchers the ability to model an arbi-
trary degree of heterogeneity in agents and to examine consumer
and organizational behavior over time. The main strength of
ABM is to model emergent phenomena without relying on
knowledge of macro-dynamics; the micro-rules of agents will
lead to the macro-level dynamics (Bonabeau 2002). In addition,
ABM can extend both econometric models and analytical
models. It is difficult to incorporate heterogeneity in many
existing econometric models while it is not impossible
(Midgley et al. 2007). Analytical models often require re-
searchers to compromise assumptions that may not reflect reality
correctly due to model tractability (Heinrich and Grabner 2017).

ABM primarily consists of two components: agents and the
environment. First, instead of representative agents, ABM spec-
ifies multiple types of individual agents who make autonomous
decisions based on pre-specified behavioral rules created by the
researchers such as response threshold to making purchases. In
addition, these behavioral rules can incorporate conditions for
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Table 1  Advantages and disadvantages of complex systems methods

Tools Advantages Disadvantages

Scalability

Agent-based models  * Models various degrees of
heterogeneity in agents and can
examine how micro-rules of
agents lead to macro-level dy-

namics.

Network science * Models the impact of relations of
agents or entities on various

marketing outcome variables.

hard to obtain.

System dynamics * Models the dynamics in positive
and negative feedback undermine predictions.
mechanisms and examines
emergence from the feedback.
systems.
Chaos Theory * Models unstable feedback systems < Initial input parameters or conditions can vary

subject to rare but extreme
exogenous jolt that can bifurcate
into an unexpected outcome.

conditions.
Machine Learning

data with minimal human inter-
vention.

* Factors that are hard to quantify but crucial to
impact behaviors of agents are difficult to
incorporated into the agent-based model.

* Performance limitations may occur when dealing
with many agents.

* Data on relations for meaningful analysis are

« If latent network relationships that data may not
capture exist, then these may bias analysis.

depending on data used or methods adopted to
derive the initial parameters. Because of the
sensitivity to initial conditions, emerging results
from a chaos model provide completely
different pictures depending on initial

* Discovers patterns from large-scale < Statistical relationships derived from machine
leaming algorithm do not necessarily identify
causal-relationships.

* ABM is scalable in that increasing the number and
complexity of agents is possible by using larger
computational systems or even a high-performance
computing solution

* Scalability and implementation efforts can be
significantly impacted by what simulation
frameworks or software are adopted by a researcher

 Network science calculations can easily become
computationally intractable since many of these
calculations require examining each node in the
network relative to every other node

* The researcher may need to invest time in studying
theoretical backgrounds to implement efficient
algorithms to deal with scalability problems in
network analysis

« Incorrectly specifying latent feedback effects can  + System dynamics software usually supports graphical

user interface and is relatively easy to scale

* Dynamics can easily get complicated when there
are many factors or variables considered in

« Patterns identified by chaotic systems are independent
of the scale of a problem.

» Sometimes the resolution required to numerically
solve a chaotic system can become computationally
expensive.

* This can be a desirable or undesirable feature of
adopting chaos theory depending on phenomena that
the researcher wants to capture.

* Many software tools or frameworks are developed and
ready-to-use.

* Scalability can be dealt with through parallelization.

* Modern graphic processing unit (GPU) architectures
enable massive scaling.

engaging in interactions with other agents. Second, environments
are spaces and conditions that describe where the agents are
located and how they are connected. Environments can be geo-
graphical locations or social networks between agents. Within
the pre-specified environment, each type of agents is allowed
to interact with other agents or to respond to the environment
in an iterative process. After the model is sufficiently simulated,
emergent outcomes from interactions between agents are aggre-
gated and reported as outcomes.

Following Bass (1969), Goldenberg et al. (2009) and Rand
and Rust (2011), we illustrate an example of how ABM ap-
proach can be used to describe consumer adoption patterns. In
this model, agents are consumers. Each agent makes a deci-
sion to adopt a product, which is characterized by the proba-
bility of adopting a product based on the probability of
adopting due to mass media (p) and the probability of
adopting due to word-of-mouth effects (¢). In this model, each
agent has a set of neighboring agents. The probability of
adopting the product by an agent is p + q*(";
the number of innovative neighbors, and # is the total number
of neighbors of the agent. In addition, a social relationship
between agents describes the environment. After researchers
provide initial values for the input parameters, agents are
allowed to engage in repetitive interactions until no more

), where n, is

agents are left to adopt the product. The major advantage of
ABM in this context is that it gives us the ability to model an
arbitrary flexibility of heterogeneity in consumers. For exam-
ple, amodel can reflect the effect of agent’s social networks on
a consumer’s adoption decision, which the traditional analyt-
ical model approach is difficult to capture. Moreover, in the
traditional Bass modeling approach every consumer has to
have the same p and ¢, but the agent-based model gives the
researcher the ability to specify a different p and ¢ for every
agent. The agent-based model can simulate a much more re-
alistic environment and agent properties, and thus provide a
useful tool for researchers and marketers to explain and pre-
dict flexible adoption patterns.

Using ABM, marketing researchers can model complex
systems to capture marketing phenomena such as procure-
ment of services in a marketplace, the purchase of tickets for
events, or the adoption of innovations (Rand and Rust 2011).
However, Bazghandi (2012) argues that the agent-based
modeling has two main limitations. First, factors that are hard
to quantify but crucial to impact behaviors of agents are diffi-
cult to be incorporated in the agent-based model. Second,
performance limitations may occur when dealing with a large
number of agents and thus it may not be designed for exten-
sive simulations.

@ Springer
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Scalability is a desirable feature of a system defined as “the
ability of a system to accommodate an increasing number of
elements or objects, to process growing volumes of work
gracefully, and/or to be susceptible to enlargement.” (Bondi
2000) In the context of using ABM, scalability is an important
issue because a large number of agents need to be modeled to
reflect a realistic marketing environment. ABM can be scal-
able if researchers can add additional computational power or
even make use of a high-performance computing solution.
However, the scalability can be significantly impacted by
what simulation frameworks or software are adopted by a
researcher (Lorig et al. 2015). Thus, the researcher needs to
ensure that an adopted framework or software supports rea-
sonable scalability given the possibility that the researcher
expands the model. Though there may be scalability issues
when agent sizes get into the millions, the actual implementa-
tion effort required for creating new agent-based models is
relatively low thanks to the well-developed frameworks such
as NetLogo, which is widely used by researchers. We will
examine more applications of ABM in the marketing literature
later in this paper.

Network science

Relations among individual agents in marketing environments
are often described as discrete types of connections between
agents. For instance, consumers form relations with other con-
sumers and influence each other in a discrete setting such as
social ties. On the other hand, a supply chain can be depicted
as supply relations, in which relationships between upstream
and downstream partners with the focal firm are of a dyadic
form (Onno et al. 2001). When a researcher is interested in
focusing the impact of relations on marketing outcome vari-
ables, network science may be an appropriate tool to start with.

Network science studies the structure of a collection of
nodes (a set of discrete objects), links (relations), and dynamic
behaviors of the aggregation of nodes and links (Lewis 2008;
Rosenblatt 2013). A few concepts are often employed to char-
acterize networks (Costa et al. 2007; Newman 2010). First,
degree represents a number of vertices connected to a node.
Second, directedness implies that an edge runs only in one
direction as opposed to undirectedness in which the edge goes
in both directions. Third, the geodesic path is the shortest path
connecting vertices with minimum length. Centrality is the
importance of a node in a network, and a number of measures
exist to capture this notion depending on the context (Zafarani
et al. 2014). For example, a basic measure of centrality is
degree centrality that says the importance of a node is the
number of connections that it has. However, this may not
accurately capture how important a node is because it does
not include anything about which nodes the focal node is
connected to. Eigenvector centrality captures the influence
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of the neighbors, by examining the relationship between the
focal node and all other nodes in the network. In addition,
betweenness centrality measures the extent that a node plays
a role in connecting all pairs of other nodes in the network
(Zafarani et al. 2014).

The network science approach is useful in analyzing ques-
tions such as propagation of information, vertical and horizon-
tal integration of supply chains, and diffusion of innovation
through word-of-mouth marketing. To illustrate marketing ap-
plications of network science, consider a model of a firm’s
efforts in network marketing (Jun et al. 2006). A firm directly
sells a product to a small number of consumers, but firms rely
on later purchases made by consumers who are referred via
their social connections by previous consumers. Thus, the
product sales depend on the probability that each consumer will
refer her friend on the social network. In this case, each con-
sumer is equivalent to a node and the social acquaintances
between consumers can be modeled by links. The firm’s prob-
lem in network marketing is then translated into setting the
optimal amount of referral fees for referrals that can lead to
successful sales. A simulation to find optimal referral fees
and price of products can be conducted by varying the degree
of network link.

Typically, the analytical approach is not tractable in
this problem because the profit is based on computations
of the contingent profit in all possible networks. When the
population of consumers is large, the number of all pos-
sible networks grows exponentially. Therefore, using an
analytical framework, it is nearly impossible to incorpo-
rate all possible networks, which prevents a rigorous and
detailed analysis (Jun et al. 2006). However, network
analysis has several limitations.

Data on relations are hard to obtain but thanks to systematic
data collection technology and social network sites, re-
searchers are now able to access relation data more easily.
We think that this will be a blessing rather than a disadvantage
in the future.

Network science can easily get complicated as re-
searchers extend the scale of the problem to include larger
numbers of nodes in the network. For example, as the
number of social media users increases in a social media
network, the requirement for data storage for connections
between nodes in the network and the requirement for
computational resources to analyze the network can expo-
nentially increase. If this is the case the researcher may
need to invest time in studying theoretical backgrounds to
implement efficient algorithms to deal with scalability
problems in network analysis (e.g., Teng 2016).

Another difficulty in network science is that relation
data may not capture latent relations that may significant-
ly affect the behaviors of agents. We will explore more
applications of network science in the marketing context
later in this paper.
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System dynamics

System dynamics modeling is a framework to analyze system
behaviors as a whole instead of analyzing separated parts in a
system, by explicitly describing the dynamics in positive and
negative feedback built upon stocks and flows between sys-
tem components (Forrester 1971; Sterman 2000). A stock can
be understood as a bathtub that is filled and drained by a flow
from faucets and drains (Sterman 2000). Mathematically, sys-
tem dynamics can be represented by a system of differential
equations (Borshchev and Filippov 2004). Thus, system dy-
namics can be a useful approach to understand dynamics cre-
ated by stocks and flows. The visual presentation of feedback
effect using a system dynamics map that has been observed or
theorized to exist in marketing helps researchers specify and
model complex systems. System dynamic maps represent
how factors or variables in the system affect each other in a
pictorial format of boxes, circles, and arrows. In general, each
circle and box indicates factors or variables in the system, and
variables at the tails (heads) of arrows indicate positive causes
(effects). The variables at the tails (heads) of arrows with a
negative sign indicate negative causes (effects). To illustrate,
we provide three examples of feedback maps in marketing
contexts: absorptive capacity feedback effects, global learning
competition dynamics, and marketing decision routine feed-
back effects.

First, the dynamic learning capabilities of a firm are an
important source of understanding the success of firms in the
market. Cohen and Levinthal (1990) define learning capabili-
ties as the ability of a firm to identify the value of new, external
information and to integrate and then apply the information.
Dell, a late entrant into the PC market, succeeded because it
could identify the latest technology and consumer preferences
faster than its rival and this developed their learning, which
worked in a virtuous circle. Figure 1a illustrates this learning
feedback effect. As knowledge about a technology and process
ability increases, learning about technology and how to im-
prove processes increases. In turn, as learning increases,
knowledge about the technology increases and process ability
improves. However, this learning can become localized and a
barrier to other types of learning. Learning also slows down as
knowledge boundaries are hit (which is represented by an ex-
ogenous jolt in the figure).

Second, competitive learning dynamics (e.g., firms decid-
ing between the innovation and imitation of technology) com-
monly occur in many of today’s digital industries. Figure 1b
illustrates these dynamics. Existing domestic and global inno-
vation through technology transfer systems increases imitative
incentives in industry. However, the increased imitation de-
creases the advantage of innovators and in turn causes domes-
tic and global innovation to decrease. Most of the time, in
most markets, the imitation learning curve is steeper than the
innovation learning curve. This implies that imitation is

always catching up with innovation, i.e., there are always
new innovations entering and so imitators constantly have
new products to imitate.

Third, system dynamics provides an insight into path de-
pendence in dynamic marketing environments and can high-
light emergent patterns of behavior within these systems
(Farris et al. 1998). Farris et al. (1998) provides an excellent
example as to how routinized marketing budget rules by mar-
keters can create system dynamics in markets by exploring
feedback effects. To illustrate this, Fig. 1c¢ represents market-
ing decision routine feedback effects. An exogenous trigger
increases the manufacturer’s marketing effort. This increases
the firm’s mind share among consumers, which increases the
number of consumers searching for and purchasing the brand,
which leads to an increase in share of sales. Marketing
budgeting rules affect the relationship between current share
of sales and next period marketing effort, which leads to the
positive feedback-loop in a system.

Feedback maps like these are often used within system
dynamics to help guide the exploration of new systems
that are being modeled, with past maps serving as arche-
types for future systems. We hope that these three exam-
ples of feedback maps will help researchers when identi-
fying feedback effects in their marketing environments.
Once the system dynamics map is specified and the exact
relationship between stocks and flows has been articulat-
ed, then an exact simulation of the system can be con-
structed, by translating the map into a set of deterministic,
mathematical equations.

An advantage of using system dynamics over the conven-
tional modeling approaches is to illuminate the feedback in
cause and effect relationships. As such, it can provide more
reliable forecasts than statistical models for short to mid-term
trends (Lyneis 2000). System dynamics is useful for evaluat-
ing dynamic marketing mixes over time since dynamic effects
of various mixes can be estimated by assessing the flows of
the system. There are several system dynamics software pack-
ages (e.g., Analytica, AnyLogic, Dynamic Applications).
These packages support graphical user interface and it is rel-
atively easy to extend the scale of problems.

However, there are several limitations with system
dynamics approaches. First, mis-specifying latent feed-
back effects can undermine predictions. In fact, it is
hard to identify the exact causal relationship of feed-
back effects due to simultaneity. Thus, researchers
should ensure that their system dynamics model repro-
duces observed patterns and that the model is consistent
with theory before simulating any counterfactual scenar-
i0s. Second, dynamics can easily get complicated when
there are many factors within the system. In this case,
dynamic diagrams are difficult to understand. We will
introduce more applications of system dynamics to mar-
keting problems later in this paper.
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Fig. 1 Examples of maps of a
feedback dynamics: a absorptive
capacity feedback b the global
competitive learning dynamic ¢
marketing decision routine («—
and «represent a positive and a
negative relationship,
respectively. MR represents
marketing budgeting decision
routine, and DR represents
distribution decision routine)

Chaos theory

Chaos is defined as a pattern of outcomes over time that
evolve according to a deterministic equation, where those out-
comes are extremely sensitive to initial conditions such that no
matter how similar two initial conditions are, they will drasti-
cally diverge over time. Thus, one of the benefits of complex
systems analysis of a potentially chaotic system is to discover
the potential for unintended or unexpected consequences (e.g.,
black swan (Taleb 2007)). Black swan events are, almost by
definition, given their unexpected nature difficult to predict,
but chaos theory helps us to understand the potential for them
to happen.

An implication of chaos theory is that long-term pre-
dictions are nearly impossible even if researchers know
the rules governing the system’s behavior. Many existing
marketing models focus on “equilibrium behavior.”
However, many marketing phenomena exhibit disequilib-
rium rather equilibrium as pointed out in the previous
section. Chaos theory provides an understanding of disor-
derly and unpredictable patterns of chaotic systems, and as
such, can shed light into sales, inventories, brand shares,
and prices over time (Hibbert and Wilkinson 1994).
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For example, Lambkin and Day (1989) build an ecological
model of market evolution based on the following equation:

(KN,
dt K

where N is the number of organizations (businesses) in the
population of interest, ¢ is the time, K is the upper limit or
carrying capacity, and 7 represents the difference between
rates of organizational births and deaths in the population,
which is usually assumed to be positive. The emergence of
chaos is dependent on the value of ~.' A stable equilibrium
value occurs if 7 < 2, periodic patterns occur for 2 <r<2.57,
and chaos occurs if »>2.57. Thus, researchers can diagnose
whether chaos occurs or not depending on », which can assist
in creating more stable market forecasts, or realizing that fore-
casting may not be very helpful.

One advantage of adopting chaos theory is that patterns
identified by chaotic systems are independent of the scale of
a problem because similar patterns emerge by a chaotic sys-
tem regardless of the system resolution that has been adopted.

! For mathematical details, see Appendix A in Hibbert and Wilkinson (1994).



AMS Rev

For example, economic time series are known to display this
property. Stock prices show a similar pattern, which is inde-
pendent of whether a researcher observes daily changes over 1
year or minute-by-minute changes over a day (Levy 1994).
This can be a desirable feature of adopting chaos theory de-
pending on a phenomenon that the researcher wants to cap-
ture. However, sometimes due to the sensitivity of initial con-
ditions of a chaotic system it is necessary to track state vari-
ables at a very fine level of resolution which can increase the
computational complexity of a numerical solution.

A major limitation of applying chaos theory in complex
systems is that initial parameters that are given as inputs (in
above example, ) can vary depending on data used or
methods adopted to derive the initial parameters. Because of
the premise of chaotic theory that the system is sensitive to the
initial conditions, emerging results from a chaos model pro-
vide completely different pictures depending on initial condi-
tions and parameters, which make them difficult to use for a
decision support system, but can be useful for exploring the
space of possible outcomes.

Other computational methods: machine
learning

What we have described above are the primary methods of
complex systems analysis, but there are other methods that are
often used in conjunction with these methods. One of these
methods, machine learning is often used in complex systems
to allow for the analysis of empirical and large-scale data
(AKA Big Data). As information technology enables the
faster collection of marketing data, the need for fast and reli-
able data processing methods becomes increasingly impor-
tant. Machine learning can address this problem within the
space of big data. Machine learning refers to computer-
intensive methods that aim to discover patterns from large-
scale data with minimal human intervention. Machine learn-
ing can be used for either classification, i.e., to take input data
about an object (such as a customer) and then provide a class
label (such as the customer is likely to be a high revenue
customer) or for regression, i.e., making a particular numerical
prediction (such as what the Customer Lifetime Value of a
particular customer will be). Machine learning methods in-
clude association rules, decision trees, neural networks, genet-
ic algorithms, and many others (Cui et al. 2006). Machine
learning can help researchers to identify meaningful specifi-
cations of statistical models from large datasets, which can
then be used to evaluate how a new policy will affect the
decisions of those individuals (Rand 2015). This can comple-
ment and inform other forms of complex systems analysis in
that it can be used to find patterns in big data, or it can be used
to examine the results of complex systems analysis to discover

interesting patterns, e.g., using a genetic algorithm to optimize
the parameters of an agent-based model.

There are machine learning frameworks ready-to-use for
researchers (e.g., R packages for genetic algorithms and deci-
sion trees, MLPACK, Keras). Issues in scalability in machine
learning get more attention these days because large numbers
of datapoints with a large number of attributes are often ana-
lyzed. Developing efficient machine learning algorithms for a
large-scale data problem is an active research area. For exam-
ple, the field of machine learning has been actively dealing
with scalability by adopting massive parallelization. A
graphics processing unit (GPUs) is one solution that uses a
large number of simple processing units as opposed to a small
number of complex processing units and it can enable re-
searchers to extend the scale of the problem.

A major limitation of machine learning is that statistical
relationships derived from machine learning algorithms do
not necessarily imply a causal relationship.

Existing applications of complex systems
in marketing

In this section, we present a survey of marketing applications
using the methods introduced in the previous section. Each
method has its own strength, and the extent of applicability of
different methods is dependent on the context. Our goal is that
this section serves to illustrate the wide range of applicability
that Complex Systems has in Marketing, and a summary of
these applications is available in Table 2.

Diffusion and word-of-mouth

Diffusion is one of the most common applications of the
agent-based modeling, and hence complex systems, found in
the marketing literature. ABM has advantages over the tradi-
tional equation-based approaches, such as the Bass model
(Bass 1969), in modeling more realistic market environment
characteristics such as heterogeneity on initial perceptions,
adoption threshold, and individual responsiveness to informa-
tion (Garcia 2005; Garcia and Jager 2011). Moreover, agent-
based modeling (ABM) has been combined with network sci-
ence to model the role of influential customers in diffusion
(Goldenberg et al. 2009, 2007; Rahmandad and Sterman
2008; Stephen et al. 2010; Dover et al. 2012).

Delre et al. (2007, 2010) examined the role of timing and
targeting of promotions on product adoption. Their ABM
model differs from existing models by using more realistic
agents who have both individual preferences and social influ-
ence and adopting more realistic networks, which are scale
free, along with cost constraints. In addition, it allows con-
sumers to be modeled with heterogeneous weights for the
links they have (i.e., some friends have a larger influence on
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Table2 Marketing applications with complex systems

Tools Diffusion and WOM

Promotion strategy

Competitive strategy

Agent-based models
(2008); Stephen et al. (2010); Dover et al. (2012);
Goldenberg et al. (2007); Delre et al. (2007);
Goldenberg et al. (2010); Fuentes (2015);
Goldenberg et al. (2004); Libai et al. (2005);
Goldenberg et al. (2011a); Goldenberg et al.
(2001b); Goldenberg et al. (2002); Zhang et al.
(2011)

* Delre et al. (2007); Goldenberg et al. (2009);
Trusov et al. (2013);

Network science

* Goldenberg et al. (2009); Rahmandad and Sterman * Delre et al. (2007);

* Tay and Lusch (2005); Midgley et al.
(1997); Heppenstall et al. (2006);
Heinrich and Grabner (2017);
Ottino-Loffler et al. (2015)

* Goel et al. (2015); Watts and Dodds (2007); Hill « Netzer et al. (2012)
et al. (2006); Haenlein (2011); Haenlein

(2013); Cui et al. (2006); Jun et al. (2006);
Goldenberg et al. (2012);

System dynamics * Pagani and Fine (2008);

« Farris et al. (1998); Dickson et al. (2001);

* Dickson et al. (2001)

Nicholson and Kaiser (2008); Pavlov et al.
(2008); Lin and Liu (2008);

Chaos theory
Machine learning

* Hibbert and Wilkinson (1994)
* Netzer et al. (2012)

purchases than others) and permits links to be directional (i.e.,
not all influence effects are bidirectional), which can be flex-
ibly modeled in ABM framework. Goldenberg et al. (2010)
use the cellular automata modeling that allows analyzing net-
work effects in consumer demand and show that the presence
of network externalities may hold initial growth on new
products because potential customers wait for early adopters,
who provide them with more utility before they adopt.
Haenlein and Libai (2013) examine the benefit of targeting
customers with high lifetime value, or “revenue leaders.”
They show that targeting revenue leaders can create high val-
ue by accelerating adoption of other customers who have sim-
ilarly high CLV. This is due to social networks composed of
others who are similar to them. Using ABM modeling of a
seeding program for a new product that is able to track the
nonlinear processes inherent in the spread of influence in so-
cial networks, they suggested that the distribution of CLV in
the population and the seed size play a crucial role in
determining which seeding approach performs better.
Goldenberg et al. (2009) examine the role of two types of hubs
in diffusion and adoption: innovative hubs (innovators) and
follower hubs (those who adopt early because of exposure to
other adopters) while previous literature does not clearly dis-
tinguish between two. They use ABM since it can easily in-
corporate an environment where each consumer has a differ-
ent number of neighbors who made adoption. They found that
innovative hubs have a greater impact on the speed of the
adoption process. On the other hand, follower hubs have a
greater impact on total number of adoptions.

Trusov et al. (2013) propose a combination of Bayesian
statistics and agent-based modeling by demonstrating that sto-
chastic relationships simulated in complex systems through
agent-based modeling can serve as informative priors for
Bayesian inference. They show that incorporating network
structure and agent-based modeling can improve predictions
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of future diffusion dynamics of products across subsets of the
same network.

A related form of modeling to ABM is Cellular Automata
(CA). It is a discrete model based on cells. Each cell can take
on a state from a set of states, with binary states being the most
common form of CA modeling. The cells are placed on a
regular grid. Then, given an initial condition for the cellular
automata, the future state will be an update of the grid accord-
ing to local rules (Fuentes 2015), i.e., at each time step, each
cell examines its own state and the states of its neighbors and
then decides how to change on the basis of those states.
Compared to ABM the interaction structure between cells in
CA is more limited and the decision rules are derived from
only the state of the focal cell and its neighbors. CA is often
used to model the diffusion of innovations because of its par-
simony, but it still generates a wide variety of dynamics and
growth patterns (Goldenberg et al. 2004; Libai et al. 2005).
Word of mouth is the ideal example to which cellular automata
can be applied because the local interactions are types of in-
terpersonal interactions. Using stochastic cellular automata,
Goldenberg et al. (2001b) examine how the aggregate level
effect of strong social ties (communications within an individ-
ual’s own personal group) and weak social ties (less personal
communications that an individual makes with a wide set of
other acquaintances and colleagues) emerge through word-of-
mouth. They found that the influence of weak ties is at least as
strong as the influence of strong ties, and external marketing
efforts such as advertising are only effective at the early stage
of introduction of the new product. Goldenberg et al. (2001a)
demonstrate that even when the common assumption of ho-
mogeneity in the consumers’ communication behavior is re-
laxed that all adopters have equal effect on all other potential
adopters, the Bass model behaves well and the heterogeneity
does not affect aggregate-level results significantly.
Goldenberg et al. (2002) use CA to examine cross-market
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communications in innovative products in the consumer elec-
tronics industry.

Pagani and Fine (2008) study adoption of 3G (third gener-
ation) wireless services by customers. The system dynamics
approach enabled them to examine how various factors, which
can be depicted by feedback mechanisms in system dynamics,
can drive adoption of new technology. They specify causal
loop diagrams that incorporate several dynamic forces such
as network investment, user population, entry of service inno-
vators, price competition, and positive network externalities
arising from a larger user population. Their context fits with
the complex systems approach because these dynamic forces
are difficult to incorporate in other frameworks, especially
network externalities, but are easily modeled using a system
dynamics approach with a strong feedback mechanism. Their
complex systems study provides an assessment of which fu-
ture scenarios are likely in the wireless market and what dy-
namic triggers make them plausible.

Zhang et al. (2011) examine factors that can affect the
diffusion of alternative fuel vehicles. They formulate an
agent-based model to allow interdependencies between three
key agents in the auto industry: manufacturers, consumers,
and government agencies. They focus on the role of a tech-
nology push, word of mouth, and a government push on the
speed of the diffusion. One advantage of using ABM in this
context is to incorporate the interactions between multiple
agents when the decision of one agent can affect the decision
of another agent. The novelty of their model is that it combines
optimization models of the manufacturing agents with a con-
sumer choice (conjoint) model that allows them to model het-
erogeneity in consumer preference using consumer data.
Without an ABM it would be difficult to incorporate these
diverse modeling frameworks within one model. In the end,
their model provides a better understanding of how to formu-
late an agent-based model to estimate factors that can impact
the diffusion of other eco-innovations.

Promotion strategy

Timing and efficacy of different promotional activities such as
seed marketing and mass media campaigns are an important
question. Delre et al. (2007) use ABM to simulate these pro-
motional activities and suggest that diffusion dynamics are
affect by them.

Pricing is one of the fundamental promotion strategies in
marketing, and system dynamics can shed light on a counter-
intuitive pricing strategy that may not be explained by con-
ventional economic theory (Dickson et al. 2001). For exam-
ple, in the early 1930s, firms facing a decrease in sales coun-
terintuitively raised prices. This phenomenon led the federal
government to investigate for a price conspiracy but the cause
was attributed to the use of a cost plus pricing rule. As sales
fell, the average cost of products and services rose. The cost-

plus rule was applied to the higher costs. Then, prices were
increased, which further reduced market sales (Dickson et al.
2001). Thus, a complex systems analysis can help us under-
stand very counterintuitive events. Figure 2 represents this
feedback effect.

System dynamics can measure the effectiveness of promo-
tions that are often complicated by other marketing efforts.
Nicholson and Kaiser (2008) examine dynamic market im-
pacts of generic dairy advertising using a stock-flow-
feedback simulation model. They specify several market
drivers and model the impact of generic advertising
expenditures. Their results provide new intuition about
selective advertising strategies. Pavlov et al. (2008) study
email marketing, with an emphasis on the dynamics of email
marketing infrastructure, using a system dynamics model.
They show that filtering may have an unintended consequence
of increasing the amount of spam because the filtering would
give spammers the equivalent of the information that they
would need to target their messages. Lin and Liu (2008) use
a system dynamics model for a policy experimentation, to
examine the impact of price, network advertisement memory
length, and customer sales effectiveness in an online shopping
store, and found that these are key parameters that can increase
the performance of the site’s revenue.

Network-based marketing is a set of marketing tactics that
utilizes links between consumers to increase sales (Goel et al.
2015). Watts and Dodds (2007) find that large cascades of
influence are driven not by influentials but by a critical mass
of easily influenced individuals. Hill et al. (2006) study con-
sumer networks using direct interactions such as communica-
tions between consumers. They show that network neighbors
who are linked to a prior customer are more likely to adopt the
service than baseline groups.

Much of social network in marketing literature focuses on
how customer acquisition or adoption is made. However, re-
cent social network studies focus on its effect on revenue and
usage. Haenlein (2011) examines the relationship between
social relationships between customers of a mobile phone
provider and revenue data. They find a substantial degree of
positive relationship between network correlations and reve-
nue at the customer level. That is, high (or low) revenue cus-
tomers tend to be related to other high revenue (or low reve-
nue) customers.

Haenlein (2013) examines the relationship between the so-
cial network and the customer retention process using data on
customers of a mobile phone provider and shows that a cus-
tomer is substantially likely to defect from a provider if other
customers to whom the customers is socially related have
previously defected from the provider.

In a marketing context, types of network structures are
distinct and combinations of different network structures can
facilitate content exploration and usage. For example, many
social networking sites such as YouTube have dual-network
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Fig. 2 Cost plus pricing feedback
effect («— and «—represent a

Exogenous Pulse

positive and a negative
relationship, respectively)

Price

structures: the product network and the social network. In the
product network, each product (e.g., video) is connected by
links to other products. In the social network, users with rela-
tionships (e.g., friends, collaborators, colleagues) are linked.
Goldenberg et al. (2012) examine the role of the dual-network
structure on facilitating content exploration using data on
more than 700,000 videos and users from the YouTube dual
network. They found that the dual network structures can lead
to an increase in consumers’ ratings of the content and to
higher overall satisfaction.

Cui et al. (2006) model consumer responses to direct mar-
keting by adopting a machine learning method: Bayesian net-
works trained by evolutionary programming. Evolutionary
computation is a set of computational methods that simulates
the natural evolution process based on Darwinian principles.
They show that the method has notable advantages over more
conventional methods, based on the accuracy of prediction,
transparency of procedures, and interpretability of results.
Their results suggest that machine learning can be a robust
tool for modeling consumer response and assisting manage-
ment decision-making.

Competitive strategy

ABM has been used to model competition in an oligopolistic
market to test Hunt’s General Theory of Competition
(HGTC), which incorporates the evolutionary processes of
competition (Tay and Lusch 2005). Midgley et al. (1997)
show that genetic algorithms can be used to refine strategies
in oligopolistic markets characterized by asymmetric
competition.

Heppenstall et al. (2006) study retail location decisions
using ABM. By integrating ABM and geographic information
systems (GIS), the model can reproduce the spatial pattern
observed in the real market and is able to accurately predict
the long-term profitability of individual retailers.

Hibbert and Wilkinson (1994) investigate the equilibrium
level of marketing effort in the brand competition context
using chaos theory. A brand’s marketing effort affects its
own relative attractiveness and its competitors’ relative
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attractiveness. Hibbert and Wilkinson show that key parame-
ters such as price and advertising elasticity determine whether
complex dynamics of equilibrium or chaotic behaviors occur
or not. Their analysis demonstrates that market dynamics can
be sensitive to changes in the value of parameters in the model
and that researchers can predict whether equilibrium or chaos
can emerge.

Two-sided markets, such as the credit card and video game
markets, have been at the center of attention for both mar-
keters and marketing researchers, thanks to the emerging dig-
ital economy. Network externalities, i.e., the idea that users of
one side can benefit from the network of users on the other
side, characterize the two-sided market. Network externalities
are perfectly consistent with feedback dynamics. As produc-
tion and sales increases, the user network of buyers/sellers
increases. As the usage network increases in size, the utility
of the product or service increases, which in turn increases
demand. Increased demand affects production and sales.
Figure 3 illustrates these feedback effects.

Heinrich and Grabner (2017) criticize that the conventional
analytical models of the two-sided markets by Rochet and
Tirole (2003, 2006) impose strong assumptions that are nec-
essary for not only tractability but also for a unique and stable
equilibrium. For example, equal probability of interaction be-
tween any buyer and seller agent is imposed in a model. They
view these assumptions as unrealistic to describe the charac-
teristics of two-sided markets in a real world. They formulate
an agent-based model to relax these assumptions and show
that unrealistic features of models significantly change the
dynamics, which differs from prediction derived from the con-
ventional model.

Competitive price setting behaviors by firms can be affect-
ed by consumer search. These relations and dynamics can be
modeled with a system dynamics approach. For example, as a
new low-price supermarket enters the market, variance in
prices increases. Greater variance in prices increases benefits
of consumer search and thus increases the amount of consum-
er search. Supermarkets with high prices lower their prices
when observing greater consumer search. This reduces the
variance in prices. In turn, this reduces the benefit of consumer
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Fig. 3 Network feedback effect
(« represents a positive
relationship)

search, and consumer search is reduced. This is noticed and
some supermarkets raise their prices thus increasing the vari-
ance of prices in the market and so forth. Figure 4 represents
this feedback effects.

Recently it has been shown that consumer-generated con-
tent contains valuable information to predict sales (e.g.,
Chevalier and Mayzlin 2006), enormous and rich data in terms
of volume and velocity restricts researchers to analyzing con-
tents manually due to high costs. Recently, there have been
more opportunities to analyze such data with the advent of text
mining techniques, a branch of machine learning. For exam-
ple, semantic network analysis can be combined with text-
mining approach. Netzer et al. (2012) use the combination
of two approaches to produce market-structure perceptual
maps among sedan cars and diabetes drugs. They compare a
market structure based on user-generated content data with a
market structure obtained from conventional sales and survey-
based data. They show that the market structure obtained from
the consumer-generated content is similar to the market struc-
ture obtained from the conventional data.

Future opportunities

We have discussed several notable applications of complex
systems approaches in marketing and yet there are more

Fig.4 Consumer search and price
feedback effect («— and <«
represent a positive and a negative
relationship, respectively)
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utility

Demand
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Size of user network

places where application of complex systems approaches
may be fruitful, but that have not been fully explored yet.

Consumer behavior

As we have seen in the previous section, complex system
approaches have the potential to predict not only individual-
specific behaviors but also emergent behaviors at the macro
level. For instance, how consumer activities in stores such as
navigation patterns and responses to promotions impact profit
is a suitable direction for applications of complex system ap-
proaches since these methods allow researchers to incorporate
rules of consumers who respond to a store environment based
on the various levels of susceptibility. For instance, the store
environment could be customized to induce people of differ-
ent psychographics to explore the store in different ways. In
addition, it could also be helpful for the entire shopping envi-
ronment, e.g., identifying and predicting bottleneck areas in a
mall could be beneficial for increasing the profitability of the
mall because they can adopt effective targeting strategies
based on these areas.

Traditionally, consumer behavior is viewed as decisions
made by an individual consumer. However, even an individual
consumer’s thoughts and beliefs may usefully be thought of as
arising from multiple agents. Minsky (1988) calls this the
“society of mind.” Thus, an individual decision might be
thought of as an outcome of the strategic interaction of

Differences between
- supermarket prices

Consumer search

Differences between
supermarket prices

Exogenous Pulse
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multiple selves (Ding 2007). Ding posits that there are two
types of intra-person agents: an efficiency agent and an equity
agent. While the efficiency agent attempts to maximize the
total utility for the selves that consist of a person's mind, the
equity agent is concerned about the equity of utilities across
the selves. Standard consumer utility theory is a subset case of
the game, including only the role of the efficiency agent (Ding
2007). He illustrates variety-seeking behavior using intra-
person games and shows that the model can provide accurate
predictions of an individual tendency toward variety seeking.
The theory provides an understanding of a consumer’s deci-
sion process, such that a decision is driven by the intra-person
games. We envision that testing the implications of the new
perspective may be an interesting application of agent-based
modeling.

Behavioral economics, which adopts more reasonable and
relaxed assumptions about individual behaviors such as
bounded rationality, provides many hypotheses that are tested
at the individual level by conducting lab experiments.
However, consequences and implications from aggregations
of individuals are not yet explored fully due to limitations of
conducting large-scale experiments involving a diverse pool
of subjects. Complex systems approaches can be useful
methods for complementing lab results by examining patterns
of behaviors that are not necessarily determined by a compos-
ite of a handful of single agents but rather through examining
the emergent behavior of larger populations. This approach
has been explored in the organizational behavior literature
(Smith and Rand, in press), but could also be applied to
Marketing. For example, capturing the nature of emergent
behaviors that arises from social interactions between individ-
uals is a useful factor in predicting the donation activities as a
whole. Therefore, using complex systems approaches we
could ask a question as to how much individuals who have a
heterogeneous level of altruistic and image-motivation for
pro-social activity will engage in a donation campaign and
how they affect each other’s donation activity.

Supplier networks and channels

Competitive analyses of integrating manufacturer and retailer
relations using conventional approaches are traditionally lim-
ited to a small number of firms. This is a limitation in
reflecting and predicting an accurate picture of the competitive
environment in reality. Complex systems approaches can
specify flexible cost structures and bargaining power. In other
words, firms can be modeled to adopt a variety of possible
strategies. For instance, peer-to-peer platform businesses are
now prevalent across a wide range of industries due to the
recent evolution of information technology, such as mobile
apps. Efficient supply management of these markets is driven
by cross-network externalities between end users who are dif-
ferent in their influence and responsiveness. Using complex
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system approaches, researchers can ask questions such as
what is the impact on the behavior of one side of agents if
there are changes in promotion or price structures on the other
side of agents?

Competitive strategy

Complex systems is a useful framework for examining inter-
firm relationships, since as many heterogeneous firms as need-
ed can be flexibly modeled. In addition, it can incorporate
complex learning models of firms that enable researchers to
examine a richer space of firm strategies than that of the
equation-based modeling. Thus, researchers can focus on the
effects of those strategies on long-term competition and coop-
eration between firms (Rand and Rust 2011).

One of the challenges in modeling strategic games as the
underlying framework for analyzing competitive strategy is
the presence of multiple equilibria. The multiplicity of equi-
libria prevents a model from yielding unique predictions. This
makes it difficult to formulate probability statements for the
outcomes of the model and difficult to build a likelihood func-
tion in estimation. Incorporating learning into models may be
one of the solutions to this problem (Borkovsky et al. 2015).
As such firms can engage in an adaptive process through
which they learn how to obtain an equilibrium state
(Fudenberg and Levine 1998). As we have seen in the previ-
ous section, complex system approaches can assign adaptive
and evolutionary behaviors at a relatively low cost of
modeling. By allowing firms to learn to move toward an
equilibrium, the complex system approaches may provide a
useful tool to understand detailed processes of selection
mechanism and outcomes of multiple equilibria. For
instance, Huang et al. (2016) examine firms’ optimal innova-
tion process in terms of two emergent properties such as speed
and quality in a digital technology market. They adopt ABM
since they assume that many heterogenous firms exist in a
market whose innovation decisions affect each other’s deci-
sions and thus lead to a nonlinear emergent market environ-
ment. It would not be possible to incorporate heterogeneity
and interactions of firms in innovation dynamics using the
conventional approaches based on an equilibrium game-
theoretic framework such as Ericson and Pakes (1995), which
are prone to multiple equilibria as researchers allow more
complex structures. Using complex systems approaches is a
huge advantage and improvement in testing implications of
two crucial factors on market and firm dynamics that should
not be assumed away at the expense of model tractability and
computational costs. Their results suggest that the optimal
innovation speed is rarely as fast as possible. However, rather
it varies depending on the nature of the market and the inter-
actions between firms and the market: market structure (i.e.,
number of firms), speed of technological epoch change, de-
mand uncertainty, IT capability of firms, average innovation
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speed of firms in the market, and attractiveness of outside
options. These factors together affect the speed and quality
of innovation processess in a nonlinear manner, which com-
plex system approaches can flexibly handle compared to other
conventional approaches. These advantages of complex sys-
tems over conventional approaches have the potential to solve
many problems in the competitive strategy domain.

Opportunities in teaching

The potential of the complex systems approach can be devel-
oped more by increased efforts in education using example
applications for marketing practice. A traditional curriculum
in marketing education tends to inculcate students with the
traditional equilibrium framework that systems are determin-
istic. This trend makes it difficult for students to accept com-
plex systems concepts. Thus, exposing complexity concepts
to students early on can be an effective strategy to promote
complex systems (Sakowski and Tévolli 2015). There are a
couple of practical solutions. First, complex systems re-
searchers should continue efforts to provide discussions of
methods and managerial interpretation, which can lead to
greater acceptance of the methods in both research and prac-
tice. Organizing research groups who specialize in this aspect
may be a stepping-stone toward this purpose.

Second, education about complex systems needs to put
more emphasis on the visualization of how a model of complex
systems works, along with the technical details in implementa-
tion, because it makes results and implications of models easier
to communicate and understand (Rand and Rust 2011).

Third, many of the methods of complex systems require
computational literacy. Thus, it makes sense to develop inter-
disciplinary courses and curricula that incorporate both mar-
keting concepts and computational fields, such as computer
science, in order to study complex systems in marketing
(Sakowski and Tovolli 2015).

Industry applications

The complex systems framework is not just a toolkit for aca-
demic research and education. It can be and has been applied
to industry as well. Researchers should be working closely
with industry to identify their problems. Fortunately, the in-
dustry is increasingly adopting complex system approaches to
solve their business problems. For example, Concentric® and
ThinkVine® are companies that sell software analyzing and
forecasting market dynamics using agent-based modeling.
One of their contributions to complex systems research is to
develop and design an easy user interface that marketers can
apply to their own problems. Procter & Gamble Co. actively

2 http://concentricmarket.com/how-it-works/
3 http://www.thinkvine.com/technology

applies ABM to establish various business strategies. They
analyze marketing strategy using complex systems models
for predicting market shares of products (North and Macal
2007). They also save $300 million annually using agent-
based modeling that simulates individual components of the
supply system, including stores, drivers, and logistics to max-
imize the overall efficiency of the supply network (Anthes
2003). MasterCard used system dynamics to discover that
co-branding, a partnership between a credit card brand and
company, is an effective marketing strategy to increase their
market share compared to increasing advertising alone
(Cooper 2016). Procensol, a U.K based consulting firm, ap-
plied chaos theory to devise a better business process manage-
ment (Chiang 2015). Facebook and Twitter are using network
science to understand their users and provide better targeting
options for their advertisers. Machine learning is in use by a
large number of marketing firms. Firms are very interested in
applying the toolbox of complex systems to help understand
their problems. In the future, we expect an increasing amount
of work in which researchers and industry collaborates to in-
crease literacy and adoption of complex systems approaches.

Conclusion

This paper presents a survey of complex system approaches in
marketing research. We discuss key concepts, introduce major
methods with applications, and envision future opportunities.
Complex system approaches promise a new frontier in market-
ing research because marketing efforts are becoming more cen-
tered on individual customers and their relationships, instead of
a transaction-based mass market. While we do not propose that
all marketing questions can be handled with a complex systems
perspective, complex systems approaches can be effective
complementary tools or an alternative lens to conventional ap-
proaches. We expect that the steady advances in data process-
ing and computational resources will allow more researchers to
adopt complex systems approaches, thereby providing impor-
tant new insights on marketing phenomena and strategies for
both researchers and practitioners in the future.
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