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a b s t r a c t 

Information filtering is a key task in scenarios with information overload. Group Recommender Systems 

(GRSs) filter content regarding groups of users preferences and needs. Both the recommendation method 

and the available data influence recommendation quality. Most researchers improved group recommenda- 

tions through the proposal of new algorithms. However, it has been pointed out that the ratings are not 

always right because users can introduce noise due to factors such as context of rating or user’s errors. 

This introduction of errors without malicious intentions is named natural noise, and it biases the rec- 

ommendation. Researchers explored natural noise management in individual recommendation, but few 

explored it in GRSs. The latter ones apply crisp techniques, which results in a rigid management. In this 

work, we propose Natural Noise Management for Groups based on Fuzzy Tools (NNMG-FT). NNMG-FT 

flexibilises the detection and correction of the natural noise to perform a better removal of natural noise 

influence in the recommendation, hence, the recommendations of a latter GRS are then improved. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

The Web allows people accessing to a huge amount of informa-

ion. However, the users skills to cope with all the available infor-

ation are limited, which leads to select suboptimal alternatives.

his problem is known as information overload. Recommender

ystems (RSs) are tools to help individuals to overcome such

nformation overload problem personalizing access to information

 Adomavicius & Tuzhilin, 2005; Ekstrand, Riedl, & Konstan, 2011 ).

owever, some items tend to be consumed by groups of users,

uch as tourist attractions ( Garcia, Pajares, Sebastia, & Onaindia,

012 ) or television programmes ( Said, Berkovsky, & De Luca, 2011 ).

ith this purpose in mind, Group Recommender Systems (GRSs)

 Masthoff, 2015 ) help groups of users to find suitable items

ccording to their preferences and needs. 

Several techniques have been used to improve individual rec-

mmendation, such as neighborhood-based collaborative filtering

 Sarwar, Karypis, Konstan, & Riedl, 2001 ), matrix factorisation
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 Koren, Bell, & Volinsky, 2009 ), or approaches that consider tem-

oral dynamics ( Koren, 2010; Rafailidis, Kefalas, & Manolopoulos,

017 ). In the case of group recommendation, there are approaches

o aggregate individual information ( Masthoff, 2015 ), to con-

ider consensus among members ( Castro, Quesada, Palomares,

 Martínez, 2015 ), or matrix factorisation models for groups

 Ortega, Hernando, Bobadilla, & Kang, 2016 ). 

A decade ago, it was pointed out that explicitly stated user

references may not be error free ( O’Mahony, Hurley, & Sil-

estre, 2006 ). More recently, other recent works ( Bellogín, Said, &

e Vries, 2014; Centeno, Hermoso, & Fasli, 2015; Guo & Dunson,

015; Zhang, Zhao, & Lui, 2017 ) have also pointed out that a per-

on’s ratings are noisy, inconsistent, and biased. Li, Chen, Zhu, and

hang (2013) determined that too many noisy ratings can distort

sers’ preference profiles, which result in unlike-minded neighbors

hat imply a quality loss in recommendations. Kluver, Nguyen, Ek-

trand, Sen, and Riedl (2012) have also suggested that user ratings

re imperfect and noisy, and such noise limits the predictive

ower of any RS. 

Therefore, in addition to improving recommendations through

ew recommendation approaches, researchers should also focus

n improving the quality of the rating database ( Amatriain, Pu-

ol, Tintarev, & Oliver, 2009c ). In RSs, there are two kinds of noise

n the database ( O’Mahony et al., 2006 ): (i) malicious noise , that
ise management in group recommender systems, Expert Systems 
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consists of erroneous data deliberately inserted in the system to

influence recommendations, and (ii) natural noise , that appears

when users unpurposely introduce erroneous data due to human

errors or external factors during the rating process. This paper

focuses on the latter. 

Natural noise biases recommendations, therefore, its man-

agement is a key factor to improve them. There are several

Natural Noise Management (NNM) approaches for individual RSs

databases. While some NNM approaches need additional infor-

mation ( Amatriain, Lathia, Pujol, Kwak, & Oliver, 2009a; Pham

& Jung, 2013 ), others detect and correct the natural noise using

information already contained in the database ( Yera, Castro, &

Martínez, 2016; Yera Toledo, Caballero Mota, & Martínez, 2015 ). 

GRSs also rely on databases with explicit users’ preferences

( Masthoff, 2015 ), therefore, they are affected by natural noise.

Castro, Yera, and Martínez (2017) propose a NNM approach for

GRSs to manage ratings and noise using crisp values. This is the

only work focused on NNM in GRSs. However, the crisp man-

agement is not either flexible or robust enough to deal with the

uncertainty and vagueness of both the ratings and the NNM, which

makes it necessary to develop new proposals with this regard. 

In order to manage such uncertainty and vagueness in RSs

contexts, the use of fuzzy tools has been considered for several

years. A recent survey paper ( Yera & Martínez, 2017 ) has shown

that some traditional fuzzy tools have been successfully used for a

more flexible and accurate information processing in RSs. However,

it also shows that there are several research gaps related to the

necessity of new fuzzy approaches focused on the use of emergent

information sources and concentrated in new research trends in

RSs. Specifically, the natural noise management ( Martínez, Castro,

& Yera, 2016 ) is one of such research trends. Our purpose is to

study the natural noise management in group recommendation

with fuzzy tools. 

Therefore, in this work we propose Natural Noise Management

for Groups based on Fuzzy Tools (NNMG-FT) to improve the rating

database removing the natural noise. NNMG-FT applies three steps

of management: fuzzy profiling, global noise management and

local noise management. Both global natural noise management

step and local noise management step are divided into two sub-

steps: noise detection and noise correction. Both sub-steps apply

fuzzy tools. In the noise detection, fuzzy tools allow to make a

flexible classification of the ratings into noisy or not noisy. In

the noise correction, this flexible classification is used to correct

noisy ratings applying a soft modification of the value regarding

its noise degree. The main advantages of NNMG-FT are: flexibility,

robustness and consideration of group information in the NNM. A

case study was performed to show the validity of NNMG-FT. 

In short, the main contributions of this paper consist of: 

• Design an improved profiling that manages uncertainty and

vagueness of the ratings through the application of fuzzy tools

in the profiling of ratings, users, and items. 
• Design an adequate representation of the noise management

process that improves the flexibility and robustness of the noise

detection and noise correction. 
• Propose a NNM approach for GRSs that hybridizes several steps

of noise detection and correction based on the information

level from the viewpoints of both the whole ratings database

and the groups ratings. 
• Validate the proposal through comparison with previous ones

with similar purpose. 

The remainder of this paper is structured as follows. First,

Section 2 presents the related works for the current research.

Section 3 details NNMG-FT, our proposal for NNM in group rec-

ommendation. Section 4 shows the case study done to validate

NNMG-FT performance. Finally, Section 5 concludes the work. 
Please cite this article as: J. Castro et al., A fuzzy approach for natural n

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
. Related works 

In this section we revise different concepts about natural noise

anagement in recommender systems, GRSs, and fuzzy sets, that

re used in our NNM approach for GRSs. 

.1. Natural noise management 

The existence of underlying noise in users’ preferences in RSs

nd its negative effect have been referred for several years. In this

ay, an influential paper presented by Herlocker, Konstan, Ter-

een, and Riedl (2004) pointed out that, although an important

mount of advanced algorithms were developed for improving

Ss accuracy, the mean absolute error tends to yield around a

onstant magnitude. They speculated then that such algorithms

ould be reaching some magic barrier where natural variability in

atings may prevent researches from getting much more accurate

esults. The existence of such magic barrier has been confirmed by

urther investigations in the last few years ( Bellogín et al., 2014;

aid, Jain, Narr, & Plumbaum, 2012 ), which have been focused on

ts characterisation and estimation. 

Additionally, the underlying noise in users’ preferences began

o be referred as natural noise. Formally, natural noise term was

rst coined by O’Mahony et al. (2006) as those inconsistencies in-

roduced in recommender systems databases due to the imperfect

sers behaviour when they rate the reviewed or purchased prod-

cts, without a premeditated malicious intention. It is produced

y the influence of external factors in the rating process, such as

uman errors or rating in different contexts. Natural noise influ-

nces the quality of user ratings, and researchers have determined

hat this influence results in poor recommendations ( Amatriain,

ujol, & Oliver, 2009b; Amatriain et al., 2009c ). Therefore, an

dequate Natural Noise Management (NNM) is key to improve

ecommendations. 

Researchers have explored NNM for individual RSs, which is

pplied as a preprocessing stage done over the ratings database

o reduce the impact of noisy information. Some techniques

emove noisy information from the rating database, such as

’Mahony et al. (2006) , which deletes both malicious and natural

oisy ratings, or Li et al. (2013) , which eliminates noisy but non

alicious users. These works use the information already con-

ained in the ratings database. However, they overlook important

nformation from the dataset. 

There are works that rely on additional information to cor-

ect natural noisy ratings. Amatriain et al. (2009c) propose the

ining and usage of a curated dataset with information provided

y experts to reduce noise. Pham and Jung (2013) uses item

ttributes to build user models and correct ratings not matching

he model, which is built using information of other users iden-

ified as experts. More recently, Bellogín et al. (2014) use item

ttributes for measuring user coherence in recommender systems

atabases, showing that the recommendation performance is im-

roved when less coherent users are discarded. Later, Yu, Lin, and

ao (2016) propose a correction approach for ratings associ-

ted to such less coherent users. Additionally, Saia, Boratto, and

arta (2016) have presented an approach for removing incoherent

tems from a user profile, using semantic information. These ap-

roaches need additional information to correct the noisy ratings,

hich may not be feasible to obtain in certain domains. Recent

roposals also focus on the detection and correction of natural

oisy ratings using information contained in the original database.

ome of these proposals use contradiction-based approaches

 Yera Toledo et al., 2015 ) or fuzzy tools ( Yera et al., 2016 ). 

On the other hand, in RSs context there are items that, because

f their social features, tend to be consumed by groups, such as

our packages for groups of tourists ( Ardissono, Goy, Petrone,
oise management in group recommender systems, Expert Systems 
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Table 1 

Research works focused on natural noise management. 

Target 

Individual Group 

NNM Crisp O’Mahony et al. (2006) , 

Amatriain et al. (2009b , 

2009c) , Li et al. (2013) , 

Pham and Jung (2013) , 

Bellogín et al. (2014) , 

Saia et al. (2016) , 

Yu et al. (2016) , 

Yera Toledo et al. (2015) 

Castro et al. (2017) 

Fuzzy Yera et al. (2016) This contribution 
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Table 2 

Notation used for group recommender systems. 

Symbol Description 

U = { u 1 , . . . , u m } Set of all users 

I = { i 1 , . . . , i n } Set of all items 

R ⊆ U × I Set of known ratings. 

r ui ∈ R Rating that user u gave about item i 

[ r min , r max ] Rating domain of the dataset given between r min 

and r max 

R u ⊆ R Set of ratings given by user u . 

R i ⊆ R Set of ratings for item i . 

G a = { m 1 , . . . , m g } ⊆ U Target group with g members 

R G a 
i 

⊆ R i Ratings that members of group G a provided for 

item i . 

Table 3 

Notation used for fuzzy sets. 

Symbol Description 

x ∈ X Value given in the X domain. 
˜ A Fuzzy set defined over the values of X domain. 

μ ˜ A (x ) Membership function that gives membership of value x to ˜ A . 
˜ A α ⊆ X Alpha-cut of the fuzzy set ˜ A 

f (μ ˜ A (x ) , μ ˜ B (x )) t-norm (intersection) of fuzzy sets 

g(μ ˜ A (x ) , μ ˜ B (x )) t-conorm (union) of fuzzy sets 
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egnan, & Torasso, 2003 ), playlists for groups of listeners

 Crossen, Budzik, & Hammond, 2002 ), or healthy food for groups of

amily members, friends or colleagues ( Trang Tran, Atas, Felfernig,

 Stettinger, 2017 ). In the social items scenario, Group Recom-

ender Systems (GRSs, see next Section 2.2 ) have emerged as

n effective solution for providing recommendations to groups

f people ( Castro et al., 2015; De Pessemier, Dooms, & Martens,

014 ). Nevertheless, the NNM in GRSs has been an unexplored

esearch area, regarding that most of the revised works focus

n managing natural noise in individual RSs. The only reported

esearch considering NNM in GRSs has been recently presented

y Castro et al. (2017) . Although the approaches proposed in such

ork introduced improvements in the recommendation accuracy,

t also has some important shortcomings. Specifically, it does not

onsider the uncertainty and vagueness associated to the users

references, which have been considered in NNM process for indi-

idual RSs ( Yera et al., 2016 ). The latter NNM approach proved to

mprove recommendation accuracy in comparison to previous crisp

odels for individual RSs ( Li et al., 2013; Yera Toledo et al., 2015 ). 

Table 1 summarises the referred works and classifies them

ccording to the recommendation context, individual or group,

nd to the techniques used for the NNM. Such table suggests

hat the NNM in groups using fuzzy techniques is still an area to

xplore. In this work, we aim to fill this gap with a new approach

hat, in contrast to the previous ones, performs an intensive use of

uzzy techniques both in the preferences of the active group and

n the preferences of all available users, to perform a flexible and

obust NNM. These features enhance the quality of the corrected

sers’ preferences and, therefore, improve the recommendations

f the associated GRS. 

The magic barrier in accuracy ( Bellogín et al., 2014 ) is not only

aused by natural noise. Recommendation accuracy is also lim-

ted by temporal dynamics ( Zhang, Wang, Yu, Sun, & Lim, 2014 ),

hich study the evolution of users preferences across time due to

hanges in users taste. Different proposals have studied this im-

ortant issue in RSs, such as time-based collective factorisation

 Vaca, Mantrach, Jaimes, & Saerens, 2014 ), temporal matrix factori-

ation ( Zhang et al., 2014 ) or combination of multi-modal and tem-

oral information ( Rafailidis et al., 2017 ). Although temporal dy-

amics is related to our research, it is based on another view of the

xperts’ preferences and it is not simultaneously considered with

atural noise in this paper to avoid digressing and mix up its goal.

.2. Group recommender systems 

GRSs provide groups of users with group personalised access to

nformation ( Masthoff, 2015 ). The group recommendation problem

as been formalised, using the notation shown in Table 2 , as

nding the item, or set of items, that maximise the aggregated

rediction for the target group: 

ecommendation (G a , I) = arg max 
i ∈ I 

P rediction (G a , i ) (1) 
Please cite this article as: J. Castro et al., A fuzzy approach for natural no

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
here G a is the target group, I is the set of items in the database

nd Prediction ( G a , i ) predicts the rating that group G a would give

o item i and is given in the [ r min , r max ] domain. 

Among the various ways to compute the prediction for the

roup, the most successful ones are based on aggregating individ-

al information to recommend: 

• Rating aggregation ( Kagita, Pujari, & Padmanabhan, 2015 ): The

rating profiles of all members are aggregated into a single rat-

ing profile that represents the group preferences. This group

profile is then used in an individual recommender system to

recommend. 
• Recommendation aggregation ( O’Connor, Cosley, Konstan, &

Riedl, 2001 ): An individual RS produces recommendations for

each member, which are later aggregated into a single recom-

mendation for the group. 

It is worth to mention that, within these approaches, various

ggregation strategies can be applied. Most successful strate-

ies are average ( Yu, Zhou, Hao, & Gu, 2006 ), least misery

 O’Connor et al., 2001 ) and multiplicative ( McCarthy & Anag-

ost, 1998 ). 

When ratings are explicitly elicited by users, they can be

ffected by natural noise ( O’Mahony et al., 2006 ). Moreover, some

ggregations are more robust to noise, such as average, but others

re more sensitive, such as least misery and multiplicative strate-

ies. Therefore, NNM is key to improve recommendations in this

cenario, as it was pointed out in Section 2.1 . 

.3. Fuzzy sets 

Previous NNM approaches for GRSs are too rigid, as it was

ointed out in Section 2.1 . This results in a limited noise manage-

ent that needs to be improved through the flexibilisation of the

NM. With such aim in mind, we use fuzzy tools ( Table 3 ). 

For traditional sets, a given element either belongs or does not

elong to the set. However, some concepts cannot be precisely de-

ned, such as old person, comfortable seat or good taste. Fuzzy sets

 Yager & Zadeh, 2012; Zadeh, 2012 ) extend the definition of sets to

anage uncertain or vague information through the inclusion of a

egree of membership of elements. The membership establishes a

orrespondence between the elements of the universe of discourse
ise management in group recommender systems, Expert Systems 
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Table 4 

Notation used for the proposal. 

Symbol Description 

p r ui 
Fuzzy rating profile of rating r ui . 

p u Fuzzy user profile of user u . 

p i Fuzzy item profile of item i . 

p G a 
i 

Fuzzy item profile restricted to ratings given by G a 
members. 

p r ui 
, p ∗u , p 

∗
i 
, p ∗G a 

i 
Modified fuzzy profiles. 

n ui Rating prediction for user u and item i 

r ∗
ui 

∈ R ∗ Rating for user u and item i after the global noise 

management phase 

r ∗∗
ui 

∈ R ∗∗ Rating after the local noise management phase 
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X into the interval [0, 1], and it can be given as a membership

function: 

μ ˜ A : X → [0 , 1] 

Specifically, a fuzzy set ˜ A defined over the discrete domain X is

represented by the set of pairs of the elements x ∈ X and their

corresponding memberships: 

˜ A = { (x, μ ˜ A (x )) / x ∈ X, μ ˜ A (x ) ∈ [0 , 1] } (2)

Additionally, the α-cut of ˜ A is defined as a classic subset of

elements in X , whose membership function takes a greater or

equal value to any specific α value of that universe of discourse

that complies with: 

˜ A α = { x ∈ R | μ ˜ A (x ) ≥ α} . (3)

With this definition of fuzzy set, the notions of intersection

and union over traditional sets are also extended to be defined for

fuzzy scenarios ( Zadeh, 1965; Zimmermann, 2001 ). This way, the

intersection of two fuzzy sets ˜ A and 

˜ B is a fuzzy set ˜ C (see Eq. (4) )

where f is a t-norm. Additionally, the union between 

˜ A and 

˜ B is a

fuzzy set ˜ D , where g is a t-conorm (see Eq. (5) ): 

μ ˜ C (x ) = f (μ ˜ A (x ) , μ ˜ B (x )) , x ∈ X (4)

μ ˜ D (x ) = g(μ ˜ A (x ) , μ ˜ B (x )) , x ∈ X (5)

Both T norms and T conorms are operators that establish generic

models for the operations of union and intersection, which must

comply with certain basic properties ( Schweizer & Sklar, 2011 ):

commutative, monotonicity, associative, and border conditions.

The most common definition of these operators are the t − norm

of the Minimum and the t − conorm of the Maximum. 

In addition to the mentioned basic foundations in fuzzy set

theory, it is worthy to mention the use of the fuzzy linguistic ap-

proach ( Herrera & Martinez, 20 0 0; Rodríguez, Labella, & Martínez,

2016; Rodríguez & Martínez, 2013 ) for modelling uncertainty

and vagueness through linguistic variables. Such an approach

requires the selection of appropriate linguistic descriptors for the

corresponding term set, the syntax and the semantics; where the

semantics is represented by using fuzzy memberships functions. 

In this work, the concepts introduced in this section are applied

in the natural noise preprocessing to build profiles for users, items

and ratings, and to characterise the noise degree of a given rating

in a flexible and robust way. 

3. Natural noise management for groups based on fuzzy tools 

Previous approach for GRS with NNM ( Castro et al., 2017 ) does

not manage the inherent uncertainty and vagueness of the noise.

We aim to fill this gap by proposing an approach for NNM for

Groups based on Fuzzy Tools (NNMG-FT). 

NNMG-FT analyses the rating database to detect noisy ratings

and correct them to reduce their impact in a latter GRS. NNMG-FT

has three main phases, as Fig. 1 shows: 

1. Fuzzy profiling: Generates a representation for users, items and

ratings to characterise them and facilitate their analysis in fol-

lowing phases. 

2. Global noise management: Based upon these profiles, it man-

ages the natural noise of the rating database in a global level. 

3. Local noise management: It uses the corrected information ob-

tained in the previous step, to perform a noise management fo-

cused on the group ratings. 

The fuzzy profiling generates profiles for users, items and

ratings to be analysed. These profiles are used to perform an

initial NNM that results in a de-noised ratings dataset. After that,
Please cite this article as: J. Castro et al., A fuzzy approach for natural n

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
he proposal performs a NNM over the de-noised ratings dataset

ocused on the group ratings to further refine it. As a result, a

ating dataset without natural noise is obtained, which can later

e used by a GRS to recommend. A detailed description of these

hases is presented in the remaining of this section using the

otation in Table 4 . 

.1. Fuzzy profiling 

With NNMG-FT, we aim to reduce the natural noise analysing

ating tendencies of users, items and ratings. With this aim, this

hase generates fuzzy profiles for them in order to facilitate

heir analysis in following phases. The fuzzy profiles contain the

haracterisation of the rating tendency in the linguistic variable,

hich has the linguistic terms low, medium or high . The input of

his phase is the rating dataset, and the outputs are rating, user,

tem, and group-based item fuzzy profiles. 

First, we define the fuzzy profile for single ratings. Using such

ating fuzzy profiles, we define users and items fuzzy profiles. We

onsider the n rating domain to characterize ratings across their

niverse of discourse. With this regard, we propose the use of the

embership functions presented in Fig. 2 , whose definition has

een determined empirically ( Yera et al., 2016 ). Therefore, a rating

uzzy profile is a 3-tuple ( Eq. (6) ), which contains the membership

egree to the fuzzy sets low, medium , and high . 

p r ui 
= (μlow 

(r ui ) , μmedium 

(r ui ) , μhigh (r ui )) (6)

With this fuzzy profile for ratings we can build fuzzy profiles

or users and for items, which are noted as p u and p i , respectively.

imilarly to rating fuzzy profiles, they are composed of 3-tuples

 Eqs. (7) and ( 8 )). These fuzzy profiles are built averaging the

embership degrees of their associated ratings to capture the

ating tendency of users and items, respectively. 

p u = 

(
p u low 

, p u medium 
, p u high 

)
= 

(
1 

| R u | 
∑ 

r ui ∈ R u 
μlow 

(r ui ) , 
1 

| R u | 
∑ 

r ui ∈ R u 
μmedium 

(r ui ) , 

1 

| R u | 
∑ 

r ui ∈ R u 
μhigh (r ui ) 

)
(7)

p i = 

(
p i low 

, p i medium 
, p i high 

)
(8)

= 

(
1 

| R i | 
∑ 

r ui ∈ R i 
μlow 

(r ui ) , 

1 

| R i | 
∑ 

r ui ∈ R i 
μmedium 

(r ui ) , 
1 

| R i | 
∑ 

r ui ∈ R i 
μhigh (r ui ) 

)
(8)

In addition to user and item profiles, a group-based item fuzzy

rofile is also defined to characterise items regarding the target

roup, which will be used in the third phase ( Section 3.3 ). They
oise management in group recommender systems, Expert Systems 
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Fig. 1. General scheme of NNMG-FT. 

Fig. 2. Membership functions of the ratings domain for the one to five stars do- 

main. 

Fig. 3. The fuzzy transformation function. 

a  

o  

T  

a  

g

 

w  

p  

m  

t  

p  

a  

t

 

a

3

 

r  

T  

n  

t  

w  

m  

r  

a  

t  

u

3

 

n  

f  

S  

a  

i  

t  

d  

t

 

s  

l  

 

 

I  

u  

t

re built in a similar way to item profiles, but using only ratings

f group G a members, instead of all the available users ( Eq. (9) ).

herefore, for a given item i only the ratings in R G a 
i 

, which are

ssociated to the corresponding group G a , are considered for the

roup-based item profile, instead of all ratings in R i . 

p G a 
i 

= 

(
p G a 

i low 
, p G a 

i medium 
, p G a 

i high 

)

= 

(
1 

| R 

G a 
i 

| 
∑ 

r ui ∈ R G a i 

μlow 

(r ui ) , 
1 

| R 

G a 
i 

| 
∑ 

r ui ∈ R G a i 

μmedium 

(r ui ) , 

1 

| R 

G a 
i 

| 
∑ 

r ui ∈ R G a i 

μhigh (r ui ) 

)
(9) 

The fuzzy profiles characterise the rating tendency. In the NNM

e aim to detect clear tendencies. With this regard, the fuzzy

rofiles are modified using a soft modification that can be for-

ulated in various ways depending of the aim. The proposal uses

ransformation function f 1 , presented in Fig. 3 , which depends on

arameter k that indicates the extent to which unclear tendencies
Please cite this article as: J. Castro et al., A fuzzy approach for natural no

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
re attenuated. The best value for parameter k is determined

hrough an empirical analysis. 

Therefore, Eqs. (10) –( 13 ) present the transformed user, item

nd rating profiles, which are used in the following phases. 

p ∗u = 

(
f 1 (p u low 

) , f 1 (p u medium 
) , f 1 (p u high 

) 
)

(10) 

p ∗i = 

(
f 1 (p i low 

) , f 1 (p i medium 
) , f 1 (p i high 

) 
)

(11) 

p ∗G a 
i 

= 

(
f 1 (p G a 

i low 
) , f 1 (p G a 

i medium 
) , f 1 (p G a 

i high 
) 
)

(12) 

p ∗r ui 
= 

(
f 1 (μlow 

(r ui )) , f 1 (μmedium 

(r ui )) , f 1 (μhigh (r ui )) 
)

(13) 

.2. Global noise management 

Once the fuzzy profiles are obtained, the global rating cor-

ection phase is performed, which is presented in this section.

his phase aims to perform an initial reduction of the natural

oise from the viewpoint of the entire ratings database. To do so,

his phase is divided into two steps: (a) global noise detection,

hich detects noisy ratings, and (b) global noise correction, which

odifies the noisy ratings value to reduce the natural noise in the

atings database. The inputs of this phase are the rating dataset

nd the fuzzy profiles obtained in the previous phase. As output,

his phase produces a de-noised ratings database, which will be

sed in the third phase. 

.2.1. Global noise detection 

This step develops an exhaustive analysis of each rating to find

oisy ones, therefore its inputs are the ratings database and the

uzzy profiles, and its output is a list of detected noisy ratings.

pecifically, the aim is to find ratings whose corresponding user

nd item have consistent rating tendencies and the rating itself

s not coherent with them because this situation might indicate

hat the rating value is noisy. Eq. (14) formalises this strategy to

ecide whether the current rating r ui is noisy or not using these

wo conditions. 

The first condition evaluates, for a rating r ui , whether its corre-

ponding user fuzzy profile p ∗u and item fuzzy profile p ∗
i 

have simi-

ar preference tendencies checking whether they are close enough.

The second condition evaluates whether the rating fuzzy profile

p ∗r ui 
is far enough from both the user and the item fuzzy profiles.

t means that the rating value does not match its corresponding

ser and item tendencies. If the rating r ui satisfies both conditions,

hen it is considered as noisy. 

( d( p ∗u , p 
∗
i ) < δ1 ︸ ︷︷ ︸ 

f irst condition 

and min (d(p ∗u , p 
∗
r ui 

) , d(p ∗i , p 
∗
r ui 

)) > = δ2 ︸ ︷︷ ︸ 
second condition 

) 

→ r is noisy (14) 
ui 
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Eq. (14) depends on a dissimilarity function d . In this proposal,

the Manhattan distance is used as dissimilarity measure (see

Eq. (15) ) because it reflects the differences between dimensions

without giving importance to how these differences are distributed

among dimensions, as euclidean distance would do. The best val-

ues for δ1 and δ2 are determined through an empirical analysis. 

d(p ∗u , p 
∗
i ) = 

∑ 

s 

| p ∗u s − p ∗i s | 
= | p ∗u low 

− p ∗i low 
| + | p ∗u medium 

− p ∗i medium 
| + | p ∗u high 

− p ∗i high 
| (15)

3.2.2. Global noise correction 

Once the noisy ratings have been identified, this step aims at

correcting them. This step receives as input the list of detected

noisy ratings, and performs a flexible correction of the noisy rat-

ings whose output is a de-noised ratings database. To do so, noisy

ratings are characterised by their noise degree, which controls the

extent of the correction. This noisy degree is computed using the

fuzzy profiles used in the previous phases. 

The formal definition of the noise degree is given by Eq. (16) ,

which is computed considering the minimum dissimilarity be-

tween the rating, and user or item fuzzy profiles, i.e., the value of

the second condition in Eq. (14) . The Manhattan distance between

fuzzy profiles is restricted to the interval [1, 2], as it was proved in

Yera et al. (2016) . Thus, the noise degree is normalised subtracting

1 to the minimum distance. 

NoiseDegree r ui 
= min (d(p ∗u , p 

∗
r ui 

) , d(p ∗i , p 
∗
r ui 

)) − 1 (16)

The de-noised rating value r ∗
ui 

is computed through a convex

combination of the rating value r ui and the prediction n ui , which is

controlled by the noise degree. Eq. (17) formalises this procedure,

which is applied to all noisy ratings. 

r ∗ui = r ui ∗ (1 − NoiseDegree r ui 
) + n ui ∗ NoiseDegree r ui 

(17)

where n ui is a predicted rating value that is obtained using a

collaborative filtering rating prediction approach that considers

all the available rating data. We propose to use the user-based

collaborative filtering approach ( Ning, Desrosiers, & Karypis, 2015 ),

as previous researches used ( Li et al., 2013 ), although other

approaches could be used. 

n ui = P rediction (u, i, R ) ∈ [ r min , r max ] (18)

As a result of this phase, the corrected ratings dataset R ∗ is

obtained, which is used as input in the following phase. 

3.3. Local noise management 

Once the global noise management phase is completed, the

last phase applies a similar NNM focused in the local level, i.e.,

focused on the group ratings. To do so, this phase takes as inputs

the database R ∗ already de-noised by phase 2 and the correspond-

ing fuzzy profiles. It refines R ∗ with a NNM focused on the target

group ratings, which generates a new ratings database R ∗∗ as

output. This phase is also composed of two steps: (i) local noise

detection and (ii) local noise correction. 

3.3.1. Local noise detection 

In the case of the local noise detection, all the ratings of group

G a members received as input, are checked to verify whether they

are natural noisy. Eq. (19) presents the criteria used to detect

whether rating r ui is noisy using in this case the group-based item

profile (see Eq. (9) ). This step produces a list of noisy ratings as

output. 

(d(p ∗u , p 
G a ∗
i 

) < δ1 and min (d(p ∗u , p 
∗
r ui 

) , d(p G a ∗
i 

, p ∗r ui 
)) > = δ2 ) 
→ r ui is noisy (19) (

Please cite this article as: J. Castro et al., A fuzzy approach for natural n
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.3.2. Local noise correction 

The local noise correction step corrects all the ratings identified

s noisy in the local noise detection step (input), and produces

 de-noised ratings database (output). Here, similarly to the

revious phase, the group-based fuzzy item profile is considered.

q. (20) formalises the calculation of the noise degree regarding

he group G a . 

oiseDegree G a r ∗
ui 

= min (d(p ∗u , p 
∗
r ui 

) , d(p G a ∗
i 

, p ∗r ui 
)) − 1 (20)

The noise correction is performed then over the noisy ratings

sing Eq. (21) . As a result, the noise in the rating database is

educed with a correction adjusted to the target group. 

 

∗∗
ui = r ∗ui ∗ (1 − NoiseDegree G a r ∗

ui 
) + n 

∗
ui ∗ NoiseDegree G a r ∗

ui 
(21)

here n ∗
ui 

is a predicted rating value that is obtained from the

orrected rating database R ∗. Similarly to the computation of n ui ,

e propose to use the user-based collaborative filtering approach

 Ning et al., 2015 ). 

 

∗
ui = P rediction (u, i, R 

∗) ∈ [ r min , r max ] (22)

This last step concludes the third phase and, therefore, NNMG-

T. The output is a de-noised rating database R ∗∗ that can later be

sed by a GRS to recommend. 

. Case study 

We developed a case study to evaluate NNMG-FT. The remain-

ng of this section details the experimental protocol and shows its

esults. 

.1. Experimental protocol 

To evaluate NNMG-FT, we used an experimental proce-

ure based on a popular protocol for group recommendation

 De Pessemier et al., 2014 ). Such experimental procedure is

omposed of the following steps: 

• Partition the rating dataset in training and test sets randomly. 
• Generate the groups randomly. 
• Apply the proposed NNM approach to the training set. 
• Recommend to each group regarding the data in the training

set and the group recommendation algorithm. 
• Evaluate the recommendations using the test set. 

Within this experimental protocol, the Mean Absolute Error

as been considered as the evaluation metric. Specifically, such

rotocol was repeated 20 times and the values obtained in each

xecution were averaged. In each execution, 50 different random

roups were generated to evaluate their recommendations. Groups

izes 5, 10, and 15 were considered in the case study. 

In this evaluation, three NNM approaches were compared: (i)

ase, (ii) NNMG-Crisp, crisp NNM for groups ( Castro et al., 2017 ),

nd (iii) the current proposal NNMG-FT, NNM for groups based

n fuzzy tools. To quantify the effect of each NNM approach,

e measured the MAE of various GRSs with de-noised ratings

atabases using these NNM approaches. To perform a compre-

ensive analysis, we evaluated them with GRSs based on rating

nd recommendation aggregation approaches ( De Pessemier et al.,

014 ). Various aggregation strategies can be applied within each

f these aggregation approaches. Specifically, average and least

isery strategies were used in the case study. 

These GRSs rely on an individual RS to recommend. All eval-

ated GRSs use the item-based collaborative filtering approach

 Sarwar et al., 2001 ). This approach has been a very popu-

ar collaborative filtering method whose importance is high in

he RSs field due to its simplicity, effectiveness and scalability

 Adomavicius & Tuzhilin, 2005; Ekstrand et al., 2011 ). 
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Table 5 

NNMG-FT parameter optimisation. Optimisation of k using MAE. 

Aggregation approach Dataset Aggregation strategy Group size k 

0.35 0.50 0.75 

5 0.8364 0.8503 0.8652 

Mean 10 0.8590 0.8684 0.8883 

MovieLens 15 0.8686 0.8898 0.9093 

100k 5 0.8545 0.8615 0.8864 

Min 10 0.9177 0.9301 0.9544 

Rating 15 0.9805 0.9962 1.0247 

aggregation 5 0.8272 0.8416 0.8612 

Mean 10 0.8517 0.8685 0.8857 

Netflix 15 0.8566 0.8698 0.8907 

Tiny 5 0.8555 0.8730 0.8891 

Min 10 0.9167 0.9327 0.9520 

15 0.9595 0.9703 0.9891 

5 0.8335 0.8497 0.8791 

Mean 10 0.8590 0.8726 0.8987 

MovieLens 15 0.8802 0.8980 0.9110 

100k 5 0.9855 1.0115 1.0900 

Min 10 1.1050 1.1284 1.1402 

Recomm. 15 1.1690 1.1840 1.2086 

aggregation 5 0.8502 0.8725 0.8915 

Mean 10 0.8335 0.8522 0.8621 

Netflix 15 0.8528 0.8731 0.8927 

Tiny 5 0.9888 0.9991 1.0152 

Min 10 0.9855 0.9974 1.0130 

15 1.1857 1.1965 1.2192 
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The case study comprises the evaluation in two well-known

ecommendation datasets: 

• The MovieLens 100K dataset 1 , which was collected by Grou-

pLens Research Project at the University of Minnesota. It is

composed of 10 0,0 0 0 ratings given by 943 users over 1682

movies in the five stars domain. 
• The Netflix Tiny dataset, composed of 4427 users, 10 0 0 movies,

and 56,136 ratings, which were also given in the five stars do-

main. This is a smaller version of Netflix dataset, and it is avail-

able in the Personalised Recommendation Algorithms Toolkit 2 . 

.2. Results 

The results of the experimental procedure are presented in

his section. First, we perform an optimisation of the parameters

f NNMG-FT. After that, we analyse the results of the considered

NM approaches for recommendation aggregation GRSs and for

ating aggregation GRSs. Finally, MAE improvement per group of

NMG-FT is analysed. 

.2.1. Parameter optimisation of the NNMG-FT 

NNMG-FT has three parameters whose values need to be

etermined to adjust it. These parameters are k, δ1 and δ2 , and

heir values are determined through experiments to determine the

est value for each of them. 

Parameter k ranges from 0 to 1 and it is used to determine

ow fuzzy profiles of users and items are modified to highlight

ating tendencies. Table 5 shows the MAE of NNMG-FT in various

roup recommendation scenarios. The whole range of values for k

as evaluated, here only values 0.35, 0.50 and 0.75 are shown for

he sake of clearness. The results determine that NNMG-FT obtains

he best MAE for k = 0 . 35 . 

Parameter δ1 ranges from 0 to 2 ( Yera et al., 2016 ), and the

arger its value the more close a user and item profile have to

e in order to consider them as matching tendencies. Table 6
1 http://grouplens.org/datasets/movielens/100k/ . 
2 http://prea.gatech.edu . 

h  

a

 

a  
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hows the MAE of NNMG-FT in various configurations for dataset,

ggregation approach, aggregation strategy and group size. The

hole range of values for δ1 was evaluated, here only values 0.9,

.0 and 1.1 are shown for the sake of clearness. The results show

hat NNMG-FT obtains the best outcomes for δ1 = 1 . 0 in most of

he evaluated scenarios. 

Parameter δ2 range from 0 to 2 ( Yera et al., 2016 ), and the

arger its value the more a rating has to deviate from its corre-

ponding user-item tendency to be considered as noisy. Table 7

hows the MAE of NNMG-FT in various configurations. The whole

ange of values for δ2 was evaluated, here only values 0.9, 1.0

nd 1.1 are shown for the sake of clearness. The results show that

NMG-FT obtains the best outcomes for δ2 = 1 . 0 in most of the

valuated scenarios. 

The parameter optimisation results determine that the best

onfiguration for NNMG-FT parameters are k = 0 . 35 , δ1 = 1 and

2 = 1 . The remaining experiments are performed with those

alues. 

.2.2. Noise management in recommendation aggregation GRSs 

Table 8 shows the MAE of the recommendation aggregation

RSs with the compared NNM approaches. The lower the MAE of

he GRS, the better the NNM approach. The best NNM of each con-

guration is highlighted in bold. NNMG-FT achieved the best re-

ults as compared with other approaches in all evaluated scenarios.

Beyond this general improvement, there were differences

egarding the relative improvement across datasets, aggregation

trategies and group sizes. Table 9 shows, for the various config-

rations of datasets, aggregation strategies and group sizes, the

elative improvement of the NNM approaches. Additionally, for the

omparison between NNM-Crisp and NNM-FT, it is shown both the

elative improvement and the p-value of the Wilcoxon signed-rank

est (significant values with α = 0 . 05 are highlighted). The relative

mprovement has been calculated dividing the MAE of the first

echnique by the MAE of the reference technique. Wilcoxon test

as been performed comparing the paired samples of each NNM

pproach. 

In recommendation aggregation with average strategy, the rel-

tive improvement was uniform across group sizes (see Table 9 ).
ise management in group recommender systems, Expert Systems 
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Table 6 

NNMG-FT parameter optimisation. Optimisation of δ1 using MAE. 

Aggregation approach Dataset Aggregation strategy Group size δ1 

0.9 1.0 1.1 

5 0.8367 0.8364 0.8365 

Mean 10 0.8595 0.8590 0.8591 

MovieLens 15 0.8690 0.8686 0.8687 

100k 5 0.8545 0.8545 0.8547 

Min 10 0.9179 0.9177 0.9183 

Rating 15 0.9808 0.9805 0.9810 

aggregation 5 0.8278 0.8272 0.8274 

Mean 10 0.8520 0.8517 0.8517 

Netflix 15 0.8569 0.8566 0.8567 

Tiny 5 0.8558 0.8555 0.8552 

Min 10 0.9172 0.9167 0.9166 

15 0.9599 0.9595 0.9594 

5 0.8340 0.8335 0.8340 

Mean 10 0.8595 0.8590 0.8591 

MovieLens 15 0.8804 0.8802 0.8802 

100k 5 0.9860 0.9855 0.9857 

Min 10 1.1055 1.1050 1.1061 

Recomm. 15 1.1694 1.1690 1.1693 

aggregation 5 0.8504 0.8502 0.8502 

Mean 10 0.8340 0.8335 0.8340 

Netflix 15 0.8532 0.8528 0.8528 

Tiny 5 0.9885 0.9888 0.9888 

Min 10 0.9860 0.9855 0.9857 

15 1.1866 1.1857 1.1860 

Table 7 

NNMG-FT parameter optimisation. Optimisation of δ2 using MAE. 

Aggregation approach Dataset Aggregation strategy Group size δ2 

0.9 1.0 1.1 

5 0.8371 0.8367 0.8367 

Mean 10 0.8599 0.8595 0.8596 

MovieLens 15 0.8696 0.8690 0.8689 

100k 5 0.8549 0.8545 0.8546 

Min 10 0.9183 0.9179 0.9181 

Rating 15 0.9813 0.9808 0.9809 

aggregation 5 0.8279 0.8276 0.8278 

Mean 10 0.8525 0.8520 0.8519 

Netflix 15 0.8574 0.8569 0.8567 

Tiny 5 0.8559 0.8558 0.8557 

Min 10 0.9176 0.9171 0.9172 

15 0.9603 0.9599 0.9599 

5 0.8507 0.8504 0.8503 

Mean 10 0.8725 0.8721 0.8722 

MovieLens 15 0.8806 0.8804 0.8803 

100k 5 0.9888 0.9885 0.9885 

Min 10 1.1062 1.1055 1.1061 

Recomm. 15 1.1701 1.1694 1.1698 

aggregation 5 0.8343 0.8340 0.8341 

Mean 10 0.8343 0.8340 0.8341 

Netflix 15 0.8535 0.8532 0.8530 

Tiny 5 0.9863 0.9860 0.9860 

Min 10 0.8525 0.8520 0.8519 

15 1.1873 1.1866 1.1870 
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Moreover, almost all differences were statistically significant.

Comparing the results across datasets, the relative improvement

achieved in MovieLens dataset was larger than the improvement

in Netflix Tiny (see Figs. 4 a and 5 a). This fact could be related

to the lower sparsity of MovieLens, which results in a better

characterisation of users and items through their fuzzy profiles. 

In the results of the GRS with recommendation aggregation

with least misery strategy, the improvement was larger than the

improvement for average strategy (see Table 9 and Figs. 4 b and

5 b). This might be due to the higher sensitivity to noise of least

misery strategy, e.g., the noise on a single rating can bias the

recommendation. In contrast, in average strategy (see Figs. 4 a and

 

c  
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 a) the improvement is lower because the impact of noisy ratings

eems to be reduced by the aggregation approach itself. 

In recommendation aggregation with least misery strategy, the

mprovement was larger for larger groups (see Table 9 and Figs. 4 b

nd 5 b). The increased improvement in this scenario was due to

east misery being more sensitive to noisy values and large groups

aving higher chance of noisy ratings. Hence, NNMG-FT provides

 NNM that benefits more the recommendation to larger groups

ith least misery strategy. 

.2.3. Noise management in rating aggregation GRSs 

Table 10 shows the MAE of rating aggregation GRSs with the

ompared NNM approaches. The best NNM approach is highlighted
oise management in group recommender systems, Expert Systems 
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Fig. 4. Results of recommendation aggregation GRS on MovieLens 100k dataset. 

Fig. 5. Results of recommendation aggregation GRS on Netflix Tiny dataset. 

Table 8 

MAE of NNMG approaches on recommendation aggregation. 

Dataset Aggregation Group Base NNMG-Crisp NNMG-FT 

strategy size ( Castro et al., 2017 ) 

Avg 5 0.8779 0.8583 0.8504 

10 0.8998 0.8804 0.8721 

MovieLens 15 0.9080 0.8875 0.8804 

100k Min 5 1.0218 0.9983 0.9885 

10 1.1404 1.1200 1.1055 

15 1.2066 1.1830 1.1694 

Avg 5 0.8435 0.8368 0.8340 

10 0.8630 0.8542 0.8529 

Netflix 15 0.8627 0.8539 0.8532 

Tiny Min 5 1.0074 0.9963 0.9860 

10 1.1451 1.1262 1.1131 

15 1.2252 1.2046 1.1866 
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Table 9 

Relative improvement of the pairwise comparison of NNMG approaches on recom- 

mendation aggregation. Note that, for the comparison of NNM-Crisp and NNM-FT, 

the p-value of Wilcoxon signed-rank test is shown (statistically significant values 

with α = 0 . 05 are highlighted). 

Dataset Aggregation Group NNMG-Crisp NNMG-FT NNMG-Crisp 

strategy size vs Base vs Base vs NNMG-FT 

Rel. imp. p -value 

Avg 5 2.23% 3.13% 0.92% < .001 

10 2.16% 3.08% 0.94% < .001 

MovieLens 15 2.26% 3.04% 0.80% < .001 

100k Min 5 2.30% 3.26% 0.98% < .001 

10 1.79% 3.06% 1.29% < .001 

15 1.96% 3.08% 1.15% < .001 

Avg 5 0.79% 1.13% 0.33% < .001 

10 1.02% 1.17% 0.15% .0499 

Netflix 15 1.02% 1.10% 0.08% .0545 

Tiny Min 5 1.10% 2.12% 1.03% < .001 

10 1.65% 2.79% 1.16% < .001 

15 1.68% 3.15% 1.49% < .001 

d  

e  

p

 

7  

s  

i  
n bold. NNMG-FT obtained the best results in the majority of

cenarios. 

Beyond this general improvement, there were differences

egarding the relative improvement across datasets, aggrega-

ion strategies and group sizes. Table 11 shows in the rows the

onfigurations of the GRS evaluated, and in the columns, the

elative improvement of the pairwise comparison of the NNM

pproaches. For the comparison between NNM-Crisp and NNM-FT,

n addition to the relative improvement, it is shown the p-value

f the Wilcoxon signed-rank test (significant values with α = 0 . 05

re highlighted). The relative improvement has been calculated
Please cite this article as: J. Castro et al., A fuzzy approach for natural no

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
ividing the MAE of the first technique by the MAE of the refer-

nce technique. Wilcoxon test has been performed comparing the

aired samples of each NNM approach. 

In rating aggregation with average strategy (see Figs. 6 a and

 a), the improvement was uniform across datasets and group

izes. Moreover, the majority of differences are statistically signif-

cant. The relative improvement of results were different to the
ise management in group recommender systems, Expert Systems 

https://doi.org/10.1016/j.eswa.2017.10.060


10 J. Castro et al. / Expert Systems With Applications 0 0 0 (2017) 1–13 

ARTICLE IN PRESS 

JID: ESWA [m5G; November 8, 2017;11:18 ] 

Fig. 6. Results of rating aggregation GRS on MovieLens 100k dataset. 

Fig. 7. Results of rating aggregation GRS on Netflix Tiny dataset. 

Table 10 

MAE of NNMG approaches on rating aggregation. 

Dataset Aggregation Group Base NNMG-Crisp NNMG-FT 

strategy size ( Castro et al., 2017 ) 

Avg 5 0.8664 0.8473 0.8367 

10 0.8898 0.8712 0.8595 

MovieLens 15 0.8990 0.8797 0.8690 

100k Min 5 0.8877 0.8617 0.8545 

10 0.9563 0.9197 0.9179 

15 1.0252 0.9770 0.9808 

Avg 5 0.8382 0.8325 0.8278 

10 0.8637 0.8566 0.8520 

Netflix 15 0.8682 0.8604 0.8569 

Tiny Min 5 0.8689 0.8585 0.8558 

10 0.9351 0.9163 0.9172 

15 0.9809 0.9564 0.9599 

 

 

 

 

 

 

 

 

 

 

 

Table 11 

Relative improvement of the pairwise comparison of NNMG approaches on rating 

aggregation. Note that, for the comparison of NNM-Crisp and NNM-FT, the p -value 

of Wilcoxon signed-rank test is shown (statistically significant values with α = 0 . 05 

are highlighted). 

Dataset Aggregation Group NNMG-Crisp NNMG-FT NNMG-Crisp 

strategy size vs Base vs Base vs NNMG-FT 

Rel. imp. p -value 

Avg 5 2.20% 3.43% 1.25% < .001 

10 2.09% 3.41% 1.34% < .001 

MovieLens 15 2.15% 3.34% 1.22% < .001 

100k Min 5 2.93% 3.74% 0.84% < .001 

10 3.83% 4.02% 0.20% .006 

15 4.70% 4.33% −0.39% < .001 

Avg 5 0.68% 1.24% 0.56% < .001 

10 0.82% 1.35% 0.54% < .001 

Netflix 15 0.90% 1.30% 0.41% < .001 

Tiny Min 5 1.20% 1.51% 0.31% .016 

10 2.01% 1.91% −0.10% .162 

15 2.50% 2.14% −0.37% .001 

a  

g  

m  

F  

m

4

 

i  

h  
ones obtained for recommendation aggregation (see Figs. 4 a and

5 a), where NNMG-FT provided a higher relative improvement for

larger groups. Here, there were no remarkable differences in the

improvement among group sizes, therefore, all groups benefited

from the application of NNMG-FT. 

In rating aggregation with least misery strategy (see Figs. 6 a

and 7 a), NNMG-FT achieved a higher relative improvement com-

pared to the baseline. It also improved the recommendations in

smaller group sizes as compared to NNMG-Crisp (see Fig. 6 b and

7 b). 

Overall, the results show that NNMG-FT improved recommen-

dations for both GRSs aggregation approaches. The improvements

were greater in recommendation aggregation GRSs than in rating
Please cite this article as: J. Castro et al., A fuzzy approach for natural n

With Applications (2017), https://doi.org/10.1016/j.eswa.2017.10.060 
ggregation. This difference might be caused by the rating aggre-

ation, which might implicitly remove some noise. The improve-

ents achieved in both scenarios justify the application of NNMG-

T in both aggregation-based GRS approaches to improve recom-

endations targeted to groups removing natural noisy ratings. 

.2.4. Analysis of MAE improvement per group 

The application of the proposal in group recommendation

mproves the MAE overall. However, it is important to evaluate

ow the improvement is distributed among groups, this is, to
oise management in group recommender systems, Expert Systems 
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Fig. 8. MAE improvement per group shown as percentile for recommendation aggregation GRS. 

Fig. 9. MAE improvement per group shown as percentile for rating aggregation GRS. 
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evaluate whether there are groups whose recommendations are

better while other groups receive worse recommendations. MAE

improvement per group is analysed to provide a deeper study of

the proposal. 

Fig. 8 contains the results of MAE improvement per group

for recommendation aggregation GRSs. Each diagram shows the

results for each aggregation strategy and dataset, and they show

the distribution of MAE improvement of NNMG-FT over Base.

Fig. 8 a and b show the results for MovieLens dataset, and it can

be noticed that less than 5% of groups received worse recommen-

dations with the proposal. Regarding Netflix Tiny dataset, shown

in Fig. 8 c and d, less than 21% of groups had a 0.02 decay in MAE.

Regarding rating aggregation GRSs, Fig. 9 contains the MAE

improvement per group. Similarly, each diagram shows the results

for each aggregation strategy and dataset, and they show the

distribution of MAE improvement per group. Fig. 9 a and b show

the results for MovieLens dataset, where less than 10% of groups

received worse recommendations with the proposal. Regarding

Netflix Tiny dataset, shown in Fig. 9 c and d, less than 18% of

groups had a decay in MAE greater than 0.02. 

Overall, results of MAE improvement per group show that,

although there are some groups that receive worse recommen-

dations with the proposal, the greater amount of groups receive

better recommendations. Moreover, the magnitude of these im-

provements suggests that the proposal is suitable to be applied

in group recommendation scenarios without a major decay in

recommendation quality. 

5. Conclusions 

This paper proposes a natural noise management approach

for group recommender systems using fuzzy tools (NNMG-FT).

Specifically, NNMG-FT uses fuzzy profiles to characterise the rating

tendency of users and items. With this characterisation, ratings

that do not follow their corresponding user and item tendency are

identified as noisy and, therefore, corrected. NNMG-FT performs

two phases of noise correction: the first one follows a global

approach, and the second is personalised to the target group. 

A case study has been performed to compare NNMG-FT with

previous natural noise management approaches. The results show

that the management of natural noise with our proposal leads to

improved results in the majority of evaluation scenarios, which

comprise various aggregation approaches, aggregation strategies

and group sizes. Moreover, a deeper study of the proposal showed

that the improvement of recommendations is general and few

groups had a decay in recommendation quality. 

The study shows that NNMG-FT is beneficial for group rec-

ommendation. In order to further improve the NNM in future

works, it is worth to study temporal dynamics, which enhance

user preference modelling. Consideration of temporal dynamics

would help at both detecting more noisy ratings and avoiding

false positives, and therefore improve the detection of noise. 

Future works will also focus on exploring NNM in context-

aware scenarios. Context in recommender systems is characterised

by its heterogeneity, covering very diverse information sources,

such as temporal information, companion, or weather. Moreover,

context-awareness leads to a higher sparsity of ratings. Therefore,

specific researches are needed to study the particularities of

context-aware scenario, in order to characterise natural noise in

group recommender systems databases. 
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