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Abstract Sophisticated online banking fraud reflects the integrative abuse of re-
sources in social, cyber and physical worlds. Its detection is a typical use case of the
broad-based Wisdom Web of Things (W2T) methodology. However, there is very
limited information available to distinguish dynamic fraud from genuine customer
behavior in such an extremely sparse and imbalanced data environment, which
makes the instant and effective detection become more and more important and
challenging. In this paper, we propose an effective online banking fraud detection
framework that synthesizes relevant resources and incorporates several advanced
data mining techniques. By building a contrast vector for each transaction based on
its customer’s historical behavior sequence, we profile the differentiating rate of each
current transaction against the customer’s behavior preference. A novel algorithm,
ContrastMiner, is introduced to efficiently mine contrast patterns and distinguish
fraudulent from genuine behavior, followed by an effective pattern selection and risk
scoring that combines predictions from different models. Results from experiments
on large-scale real online banking data demonstrate that our system can achieve sub-
stantially higher accuracy and lower alert volume than the latest benchmarking fraud
detection system incorporating domain knowledge and traditional fraud detection
methods.
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1 Introduction

With the widespread use of increasingly advanced Internet technology [15, 47, 60],
online banking (also called Internet banking) is emerging as a major channel for
retail and business banking. In contrast, fraudulent online banking activities are
becoming more and more sophisticated, seriously threatening the security and trust
of online banking business. Online banking fraud has become a serious issue in
financial crime management for all banks. It is becoming ever more challenging
and leads to massive losses, due to the emergence and evolution of sophisticated
online banking fraud, such as phishing scams, malware infection and ghost web sites.
Effective and efficient detection of Internet banking fraud is regarded as a major
challenge to all banks, and is an increasing cause for concern.

An online banking fraud detection system can be a typical use case of the broad-
based Wisdom Web of Things (W2T) [63–66] methodology. It has to timely gather
multi-aspect data of online banking customers, including demographic data, online
banking transaction data, credit card transaction data and other types of transaction
data.These data will be transferred via the Internet/WWW and SEA-nets to an online
banking customer data center. The data center provides a platform for the whole
process of online banking fraud detection. It is a complete data cycle from acquisition
of heterogeneous data, information, and knowledge in the physical world to the
provision of active services in the cyber world to customers in the social world. Online
banking customers (in the social world), things (in the physical world), and computer
systems (in the cyber world) are integrated into an entity to realize their harmony
and symbiosis by using an effective W2T data cycle. In this cycle, the process of fraud
detection is one important task.

Internet banking fraud exhibits certain sophisticated characteristics (see detailed
discussions in Section 2.1):

– suspicious customers are active and intelligent in conducting fraudulent banking
activities,

– fraudulent behavior is very dynamic,
– fraud is hidden in diversified customer behavior,
– fraud-related transactions are dispersed in highly imbalanced large data sets, and
– the occurrences of fraud appear in a very limited time which requires real-time

detection.

The detection of online banking fraud needs to be instant, because it is very
difficult to recover the loss if a fraud is undiscovered during the detection period.
Most customers usually rarely check their online banking history regularly and are
therefore not able to discover and report fraud transactions immediately after an
occurrence of a fraud. This makes the possibility of loss recovery very low. In
addition, all alerts generated from the detection system need to be manually investi-
gated, which is very time-consuming. Online banking detection systems are therefore
expected to have high accuracy, a high detection rate, and a low false positive rate for
generating a small, manageable number of alerts in complex online banking business.
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The above characteristics and business requirements greatly challenge existing
fraud detection techniques and data mining models for protecting credit card trans-
actions, e-commerce, insurance, retail, telecommunication, computer intrusion, etc.
These existing methods demonstrate poor performance in efficiency and/or accuracy
when directly applied to online banking fraud detection [35]. For instance, credit
card or telecommunication fraud detection often focuses on discovering particular
behavior patterns of a specific customer or group, but fraud-related online banking
transactions are very dynamic and appear very similar to genuine customer behavior.
Some intrusion detection methods perform well in a dynamic computer environment,
but they require a large amount of training data with complete attack logs as
evidence. However, there is no obvious evidence to show whether an online banking
transaction is fraudulent.

A promising direction emerged recently that scrutinizes the difference between
fraudulent and genuine behavior, and develops corresponding approaches for mining
contrast patterns, for instance, contrast sets [6] and emerging patterns [24, 25, 52].
However, experiments of classic methods on real online banking data have shown
that their accuracy is not very high because of the challenges in online banking fraud
detection. In addition, according to the research in [61], contrast pattern mining is
an NP hard problem, the time cost is expensive, especially when the number of
attributes is large, and the threshold of minimal detection rate is small. Based on
our experiments, the contrast pattern method in [24] does not perform efficiently in
the online banking scenario.

There are few papers about fraud control in online banking [35, 37, 44]. The
mainstream online banking fraud detection systems rely on domain experts and
knowledge to create rules for filtering suspicious transactions, which face critical
problems, including very high false positive rates and low detection rates. More
importantly, the adaptation of rules to fraud dynamics is fully dependent on domain
expertise. This is very time-consuming, leaves the quality of fraud detection without
sustainable control, and cannot support instant adjustment of rules.

Most previous work treats events at different time points as independent and
ignores the information incorporated in event sequences. In online banking, activity
sequences are useful for differentiating fraudulent behavior from genuine behavior.
An example is shown in Tables 1 and 2. Table 1 is a web page access sequence
committed by a Trojan, while Table 2 is from a genuine transaction via a web
browser. There are two contrasting features between these two sequences. One is
that the fraud bypassed some web pages that are insignificant for submission of the
transaction, such as homepage.aspx after login and the print page after the transfer
confirmation. The other is that the transaction was completed within 3 seconds of
login, which is too fast for a common online banking user to achieve via a web
browser.

Table 1 Fraud behavior
sequence.

Time PageLink

21:55:42.190 Login.aspx
21:55:43.260 BalanceCheck.aspx
21:55:43.890 PayForm.aspx
21:55:44.121 PayConfirm.aspx
21:55:45.091 HomePage.aspx
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Table 2 Genuine behavior
sequence.

Time PageLink

21:58:06.190 Login.aspx
21:58:07.391 HomePage.aspx
21:58:15.260 BalanceCheck.aspx
21:58:27.890 PayForm.aspx
21:59:22.121 PayConfirm.aspx
21:59:27.091 Print.aspx
21:59:32.091 HomePage.aspx

Using the above data and business characteristics, this paper proposes an effective
framework for detecting sophisticated Internet banking fraud efficiently. The main
ideas, advantages and resulting contributions of this framework are as follows:

– It is inspired by the theory of meta-synthetic engineering [11], M-Computing
[12] and Wisdom Web of Things [66], and provides a systematic solution by
synthesizing domain knowledge, experience learned in the rule-based detection
system, advantages from multiple models, and refinement by domain experts.

– It embeds systematic modules by selecting features based on information gain,
extracting contrast behavior, building classifiers, generating an overall risk score
for every online banking transaction, and identifying patterns of fraudulent
behavior. This makes it a real time online banking fraud detection system that
does not interfere with any existing online banking system or its service.

– We not only construct sequence behavior information for identifying contrast
patterns, but also propose a new method, a contrast vector, to integrate the
sequential behavior contrast into the relational transaction database for mining
more effective contrast patterns.

– The system incorporates and integrates several data mining models, cost-
sensitive neural network [67], contrast pattern mining, and decision forest.
Because different models discover fraud and genuine behavior patterns from
different angles, their combination [13] captures behavior patterns in a more
comprehensive way.

– Each model can be easily retrained over time to keep abreast of changes in fraud
behavior.

– Massive experiments in a major Australian bank show that our system and
models have a higher detection rate and a lower false positive rate than any single
classic data mining model, outperforming the existing rule-based system used in
all major Australian banks. In addition, our system generates comparably good
detection performance on highly imbalanced data sets and the modified contrast
pattern mining model is efficient on real time data. The sequence behavior
patterns discovered also provide more information about forensic evidence for
fraud detection.

The remainder of the paper is organized as follows. Section 2 describes the
characteristics of online banking fraud in detail and presents an overview of related
work on fraud detection. Section 3 gives a problem statement and definition of ter-
minology, while Section 4 presents and explains the online banking fraud detection
framework in detail. The method of contrast pattern mining with contrast vectors
is introduced in Section 5 and the risk scoring method based on combined models
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is presented in Section 6. Experiment evaluation is discussed in Sections 7 and 8
provides conclusions and suggests future research directions.

2 Online banking fraud characteristics and related work

In this section, we first summarize the main characteristics of online banking fraud,
and then discuss the related work on different areas of fraud detection. Most
published work about fraud detection is related to the domain of credit card fraud,
computer intrusion and telecommunication fraud. We therefore discuss each of
these and explain the limitations of the existing work when applied to detect online
banking fraud.

2.1 Online banking fraud characteristics

From a system point of view, the essence of online fraud reflects the synthetic abuse
of interaction between resources in three worlds: the fraudster’s intelligence abuse
in the social world, the abuse of web technology and Internet banking resources in
the cyber world, and the abuse of trading tools and resources in the physical world.
This is a typical example of a problem in the Wisdom Web of Things (W2T). A close
investigation of the characteristics is important for developing effective solutions,
which will then be helpful for other problem-solving in W2T.

Our investigations in one of the largest banks in Australia show that real-world
online banking transaction data sets and most online banking fraud has the following
characteristics and challenges: (1) highly imbalanced large data set; (2) real time
detection; (3) dynamic fraud behavior; (4) weak forensic evidence; and (5) diverse
genuine behavior patterns.

(1) The data set is large and highly imbalanced. According to our study on one
Australian bank’s online banking data, online banking fraud detection involves
a large number of transactions, usually millions. However, the number of daily
frauds is usually very small. For instance, there were only 5 frauds among more
than 300,000 transactions on one day. This results in the task of detecting very
rare fraud dispersed among a massive number of genuine transactions.

(2) Fraud detection needs to be real time. In online banking, the interval between
a customer making a payment and the payment being transferred to its des-
tination account is usually very short. To prevent instant money loss, a fraud
detection alert should be generated as quickly as possible. This requires a high
level of efficiency in detecting fraud in large and imbalanced data.

(3) The fraud behavior is dynamic. Fraudsters continually advance their techniques
to defeat online banking defenses. Malware, which accounts for the greater part
of online banking fraud, has been reported to have over 55,000 new malicious
programs everyday [5]. This puts fraud detection in the position of having to
defend against an ever-growing set of attacks. This is far beyond the capability
of any single fraud detection model, and requires the adaptive capability of
models and the possibility of engaging multiple models [13] for leveraging the
challenges that cannot be handled by any single model.

(4) The forensic evidence for fraud detection is weak. For online banking trans-
actions, it is only possible to know source accounts, destination accounts and
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dollar value associated with each transaction, but other external information,
for example, the purpose of the spending, is not available. Moreover, with the
exception of ID theft, most online banking fraud is not caused by the hijack
of an online banking system but by attacks on customers’ computers. In fraud
detection, only the online banking activities recorded in banking systems can
be accessed, not the whole compromise process and solid forensic evidence
(including labels showing whether a transaction is fraudulent) which could be
very useful for understanding nature of the deception. This makes it challenging
to identify sophisticated fraud with very limited information.

(5) The customer behavior patterns are diverse. An online banking interface pro-
vides a one-stop entry for customers to access most banking services and
multiple accounts. In conducting online banking business, every customer may
perform very differently for different purposes. This leads to a diversity of gen-
uine customer transactions. In addition, fraudsters simulate genuine customer
behavior and change their behavior frequently to compete with advances in
fraud detection. This makes it difficult to characterize fraud and even more
difficult to distinguish it from genuine behavior.

(6) The online banking system is f ixed. The online banking process and system of
any bank are fixed. Every customer accesses the same banking system and can
only use the services in a predefined way. This leads to good references for
characterizing common genuine behavior sequences, and for identifying tiny
suspicions in fraudulent online banking.

The above characteristics make it very difficult to detect online banking fraud,
and online banking fraud detection presents several major challenges to the WWW
research and W2T, especially for the mainstream data mining community: extremely
imbalanced data, big data, model efficiency in dealing with complex data, dynamic
data mining, pattern mining with limited or no labels, and discriminant analysis of
data without clear differentiation. In addition, it is very challenging to develop a
single model to tackle all of the above aspects, which greatly challenge the existing
work in fraud detection.

2.2 General work in fraud detection

Many statistic and machine learning techniques have been developed for tackling
fraud [54], for example, Neural Network, Decision Tree [48], Logistic Regression
[4] and Rule-based Expert Systems [22]. They have been used to detect abnormal
activities and for fraud detection in many fields, such as money laundering, credit
card fraud, computer intrusion [29], and so on. They can be categorized as unsu-
pervised approaches and supervised ones. Unsupervised approaches, such as Hidden
Markov Model [46, 56], are mainly used in outlier detection and spike detection when
the training samples are unlabeled. Based on historical data and domain knowledge,
online banking can collect clearly labeled data samples for the reports from victims or
related crime control organizations. Unsupervised approaches cannot use such label
information, and the accuracy is lower than that of supervised approaches. Some
supervised methods, such as Neural Network and Random Forests [10], perform well
in many classification applications, including fraud detection applications, even in
certain class-imbalanced scenarios [2, 9, 14, 42, 50, 67]. However, they either cannot
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tackle extremely imbalanced data, or are not capable of dealing with comprehensive
complexities as shown in the online banking data and business.

Understanding the complexities of contrast between fraudulent behavior and
genuine behavior can also provide essential patterns which, when incorporated in
a classifier, lead to high accuracy and predictive power. Such understanding triggers
the emergence of contrast pattern mining, such as emerging pattern [24, 25], jumping
emerging patterns [41], and mining contrast sets [6]. However, our experiments show
that these approaches are not efficient for detecting rare fraud among an extremely
large number of genuine transactions.

2.3 Fraud detection in online banking

There are very few papers about fraud detection in online banking [49]. Most of
them concern fraud prevention, which uses efficient security measures to prevent
fraudulent financial transactions performed by unauthorized users and to ensure
transaction integrity [8, 20, 28, 33, 39]. Aggelis [1] proposed an online banking fraud
detection system for offline processing. Another system presented in [37] works well
online but needs a component that must be downloaded and installed in the client
device, which is inconvenient for deployment.

In practice, typical existing online banking fraud detection systems are rule based
and match likely fraud in transactions. The rules are mostly generated according to
domain knowledge; consequently, these systems usually have a high false positive
rate but a low fraud detection rate. Importantly, the rules are not adaptive to changes
in the types of fraud.

2.4 Credit card fraud detection

Credit card fraud is divided into two types: offline fraud and online fraud. Offline
fraud is committed by using a stolen physical card at a storefront or call center. In
most cases, the institution issuing the card can lock it before it is used in a fraudulent
manner, if the theft is discovered quickly enough. Online fraud is committed via web,
phone shopping or cardholder-not-present. Only the card’s details are needed, and a
manual signature and card imprint are not required at the time of purchase. With the
increase of e-commence, online credit card transaction fraud is increasing. Compared
to online banking fraud detection, there are many available research discussions and
solutions about credit card fraud detection [3, 23, 43].

Most of the work on preventing and detecting credit card fraud has been carried
out with neural networks [36]. CARDWATCH [2] features a neural network trained
with the past data of a particular customer and causes the network to process current
spending patterns to detect possible anomalies. Brause and Langsdorf proposed
a rule-based association system combined with the neuro-adaptive approach [9].
Falcon, developed by HNC, uses feed-forward Artificial Neural Networks trained on
a variant of a back-propagation training algorithm [32]. Machine learning, adaptive
pattern recognition, neural networks, and statistical modeling are employed to
develop Falcon predictive models to provide a measure of certainty about whether a
particular transaction is fraudulent. A neural MLP-based classifier is another exam-
ple of a system that uses neural networks [26]. It acts only on the information of the
operation itself and of its immediate previous history, but not on historic databases of
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past cardholder activities. A parallel Granular Neural Network (GNN) method uses
a fuzzy neural network and rule-based approach [57]. The neural system is trained in
parallel using training data sets, and the trained parallel fuzzy neural network then
discovers fuzzy rules for future prediction. CyberSource introduces a hybrid model,
combining an expert system with a neural network to increase its statistic modeling
and reduce the number of “false” rejections [19]. There are also some unsupervised
methods, such HMM [56] and cluster [46], targeting unlabeled data sets.

All credit card fraud detection methods seek to discover spending patterns based
on the historical data of a particular customer’s past activities. It is not suitable for
online banking because of the diversity of online banking customers’ activities and
the limited historical data available for a single customer.

2.5 Computer intrusion detection

Many intrusion detection systems base their operations on analysis of audit data
generated by the operation system. Intrusion detection approaches in computers are
broadly classified into two categories based on a model of intrusions: misuse and
anomaly detection. Misuse detection attempts to recognize the attacks of previously
observed intrusions in the form of a pattern or signature, and then monitors such
occurrences [30, 34, 38]. Misuse approaches include expert systems, model-based
reasoning, state transition analysis, and keystroke dynamics monitoring [58]. Misuse
detection is simple and fast. Its primary drawback is that it is not possible to
anticipate all the different attacks because it looks for only known patterns of abuse.
Anomaly detection tries to establish a historical normal profile for each user and
then uses a sufficiently large deviation from the profile to indicate possible intrusions
[30, 55]. Anomaly detection approaches include statistical approaches, predictive
patten generation, and neural networks. The advantage of anomaly detection is that
it is possible to detect novel attacks; its weakness is that it is likely to have high rates
of false alarm.

Data mining approaches can be applied for intrusion detection. A classification
model with association rules algorithm and frequent episodes has been developed
for anomaly intrusion detection [40]. This approach can automatically generate
concise and accurate detection models from a large amount of audit data. However,
it requires a large amount of audit data in order to compute the profile rule sets.
Because most forensic evidence for fraud is left on customers’ computers and it is
difficult to retrieve, intrusion detection methods cannot be directly used for online
banking.

2.6 Telecommunication fraud detection

The various types of telecommunication fraud can be classified into two categories:
subscription fraud and superimposed fraud. Subscription fraud occurs when a sub-
scription to a service is obtained, often with false identity details and no intention
of making payment. Superimposed fraud occurs when a service is used without
necessary authority and are usually detected by the appearance of unknown calls on
a bill. Research work in telecommunication fraud detection has concentrated mainly
on identifying superimposed fraud. Most techniques use Call Detail Record data to
create behavior profiles for customers, and detect deviations from these profiles.
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Proposed approaches include the rule-based approach [53], neural networks
[45, 59], visualization methods [18], and so on. Among them, neural networks
can actually calculate user profiles in an independent manner, thus adapting more
elegantly to the behavior of various users. Neural networks are claimed to substan-
tially reduce operation costs. As with credit card fraud detection, it is difficult for
telecommunication fraud detection methods to characterize the behavior patterns of
online banking customers effectively.

Clearly, no single existing method can solve the online banking fraud detection
problem easily. Because different approaches have advantages in different aspects,
it is believed that a combined solution will outperform any single solution. Neural
network has been successfully adopted in all three kinds of fraud detection and
is believed to be a stable model. As the online banking behavior sequence data
is available from the online banking interface log and is discriminative between
abnormal and normal activities, sequential behavior pattern should be included for
fraud detection.

3 Problem formulation

In this section, we define concepts and notations that will be used in the paper.

Definition 1 (Transaction) A transaction τ is a tuple τ = {a1, a2, · · · , aL}, which
is composed of values of all L attributes {A1, A2, · · · , AL} available in banking
transactional data. The length of a transaction |τ | is defined as the number of
involved attributes, i.e., |τ | = L.

For instance, a set τ0 = {age = 25, gender = ‘F’, career = ‘student’} is a transaction
with the length |τ0| = 3. With the concept of transaction, we will convert the original
source data to a data set following the above specification. All transactions form a
transaction set T and every transaction has a class C (C ∈ {Fraud, Genuine}).

Definition 2 (Pattern) A pattern P is a combination of attributes, threshold values,
and connection operators (∧). For example, P0 = (age ∈ [25, 35]) ∧ (gender = M) ∧
(career = IT) is a pattern with the length |P0| = 3.

Definition 3 (Alert) If a transaction τ satisfies a pattern P, we denote the relation-
ship as τ � P. Accordingly, an alert will be triggered on τ .

A transaction set T can be partitioned into two groups regarding to alerts, namely
T(P)

� and T(P)

�
, where T(P)

� is the set of transactions alerted by the pattern P, and T(P)

�

is the set of remaining transactions. Thus, we have:

T P(P) = T(P)

� ∩ T+, F N(P) = T(P)

�
∩ T+ (3.1)

F P(P) = T(P)

� ∩ T−, T N(P) = T(P)

�
∩ T− (3.2)

Here, T P, the true positive number, represents the number of frauds caught by
pattern P; F P, the false positive number, denotes the false alerts triggered by P;
F N, the false negative number, represents the fraud missed by P; T N, the true
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negative number, stands for the genuine transaction number predicted by P. T+ is
the fraud transaction set while T− is the genuine transaction set, where T = T− + T+.
The objective of fraud detection for online banking is to achieve a higher T P and
lower F P.

Definition 4 (Session) A session is the period of one customer’s behavior between
logging in and logging out of the online banking system.

Definition 5 (Event) Let R = {A1, .., AM} be the full set of event attributes, M is the
number of all attributes involved by events. Then an event et at time t is a (M + 3)

tuple: et = ([a1t, ..., aMt], c, t, s), where amt is the value of attribute Am at time t, c is
the event type, and s is an integer to identify the session number in which et occurred.
In online banking, there are a variety of event types, and transaction is one type of
events.

In one session, there are usually multiple events.

Definition 6 (Event sequence) An event sequence S is a collection of events
〈e1, e2, ..., eN〉, where N is the number of events in a sequence, en.t < en+1.t (e.t
represents an event’s time), and events are arranged in the ascending order as
per their occurrence time. If events ei, e j and ek occur in the same session, then
ei.s = e j.s = ek.s (e.s represents the session of an event). The length of the sequence
S is denoted by |S| = N.

In online banking, sequences reflect customer behavior since they opened their
accounts with a bank. A customer’s behavior is represented by one sequence.

Table 3 is the activity sequence of a customer. There are two kinds of events: Login
and Pay. Each event has its own attributes. e1, e4 and e7 are Login events, and they
only involve one attribute A3, while the rest Pay events involve attributes A1 and
A2. Some events occur in one session, session s1 consists of events e1, e2 and e3, and
session s2 involves e4, e5 and e6.

Definition 7 (Sequence database) A sequence database is a collection of sequences.

In order to measure the contrast between the current transaction and the transac-
tion history of its customer, we define the contrast vector.

Table 3 Sequence of a
customer.

Event id A1 A2 A3 Event type Time stamp Session

e1 – – A Login t1 s1

e2 2 10 – Pay t2 s1

e3 2 10 – Pay t3 s1

e4 – – A Login t4 s2

e5 2 10 – Pay t5 s2

e6 1 5 – Pay t6 s2

e7 – – A Login t7 s3

e8 2 5 – Pay t8 s3
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Definition 8 (Contrast vector) Given an event e′, and the sequence of current
customer S, we can have a vector V(e′) = {v1, ..., vM}, where

vi = 1 −
∣
∣
{

e|e ∈ S, e.c = e′.c, e.ai = e′.ai
}∣
∣

|{e|e ∈ S, e.c = e′.c}| (3.3)

Here M is the number of all attributes involved by events, and ai(1 ≤ i ≤ M) is the
value of attribute Ai. We call V(e′) is contrast vector of e′. The contrast vector is a set
of metrics to evaluate the support for features of the current event among historical
activities of the customer.

Before calculating the contrast vector of e′, we usually first discretize all the
numeric attributes. For some nominal attributes that have too many distinct values,
we also categorize them into several groups. In the pattern mining phase, the contrast
vector can be served as derived features.

Suppose e8 in Table 3 is the target event to be predicted. Since e8 and e7 occur in
the same session s3 and they are two different event types with different attributes,
we merge e7 and e8 to calculate the contrast vector. According to the definition
of contrast vector, we have 3 elements in V(e8), where v1 and v2 are to evaluate
the contrast in attributes A1 and A2 respectively. So v1 = 1 − 3/4 = 1/4, and v2 =
1 − 1/4 = 3/4. v3 is the contrast of login event e7, so v3 = 1 − 2/2 = 0. Then we get
V(e8) = {1/4, 3/4, 0}. In the next phase, V(e8) can be merged with the basic features
of e8 when mining contrast patterns.

The underlying problem in online banking fraud detection is to extract event
sequences, form a sequence database, build a contrast vector for each customer
by linking to his/her event sequences, and then identify discriminant patterns. Such
patterns fire alerts that indicate the risk of leading to online banking fraud. In the
following sections, we will introduce the system framework and algorithms to support
the detection of online banking fraud.

4 System framework

We have implemented an online banking risk management system: i-Alertor.
i-Alertor integrates various features and data mining models, and aims to consolidate
different sources of resources for systematic problem-solving.

Figure 1 shows the architecture of our proposed online banking fraud detection
system, i-Alertor. i-Alertor consists of four tiers: database, data pre-processing,
modeling and alerting, based on the mining process. The database tier locates data
resources and connects them to retrieve related data. Relevant online banking fraud
detection data is collected from heterogeneous data sources, including Internet
banking real time transaction logs, recent and historical transaction data, customer
demographic data, and other external sources. The types and format of the data also
vary from different sources. To reduce the high volume of source data, we extract
relevant information from raw data and transform it into required formats for the
models. The relevant data involves realtime online banking transactions, customer
banking behavior sequences, historical data, and customer profiles.

The pre-processing tier is in charge of real-time transaction accumulation, histor-
ical data maintenance, and preparing the data for model training and prediction. It
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Figure 1 Framework for online banking fraud detection.

also includes the function for selecting basic features and deriving features. There
are two main tasks in the data preprocessing stage: data sampling and feature
selection. As the online banking transaction data is extremely imbalanced, sampling
is necessary before applying any data mining models [16]. Because the number of
genuine transactions is huge, we use under sampling to reduce the data volume and
class distribution imbalance [27]. In our system, bootstrap sampling [17, 21] is applied
to keep the data’s statistical distribution. Feature selection [31] is also crucial for
the model. Too many features used in the model will highly affect its efficiency,
which is very important for real time fraud detection. In our system, we calculate
the relevance of a feature to each class in terms of its information gain ratio between
two classes, and choose those which have relatively higher information gain ratio.
They are the features with the highest discrimination.

The modeling tier provides the generation of models, such as model formation,
parameter setting, task scheduling, model retraining, etc. Three data mining methods
are adopted in the system:

– contrast pattern mining, which identifies contrast banking behavior highly asso-
ciated with online banking fraud;

– cost-sensitive neural network, which emphasizes the higher cost of making an
error in the misclassification of a fraud compared to a genuine transaction;
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– decision forest, which combines the power of individual decision trees in
a weighted manner by cascading-and-sharing for constructing decision tree
ensembles;

The alerting tier combines outputs from these three models according to a voting
method in terms of their scores for each transaction. Finally, a risk score is generated
for each transaction. An alert may be fired if a transaction has a score higher than
the given threshold. The combination of three methods reduces the false positive rate
and false negative rate, and increases the true positive rate.

Below, we first briefly discuss the three models and their combination. Because
the classic contrast pattern mining methods are not suitable for online banking fraud
detection, a new method called ContrastMiner for contrast online banking behavior
mining is presented in Section 5, and the details of the risk scoring based on model
combination are given in Section 6.

4.1 Contrast pattern mining

Definition 9 (Contrast Patterns) Given two transaction data sets, Df and Dg, Df

contains the fraud data samples, and Dg contains the genuine data samples. Let
SDf (X) denote the support of item set X in Df and SDg(X) be the support of X
in Dg, and then the Contrast Patterns (CPs) can be defined as below:

CPs = {

X|SDg(X) ≤ ω ∗ SDf (X), SDf (X) ≥ θ
}

(4.1)

ω > 0 is the contrast coef f icient and θ is the threshold of minimal detection rate.

Further, we define the following contrast function to denote the support difference
of an item set X in two data sets Df and Dg,

F(X) = SDf (X)

SDg(X)
(4.2)

For the convenience of explanation, all item sets are projected into a support
plane, as shown in Figure 2, where Y-axis stands for the support of an item-set in the
genuine data set (Dg), and X-axis is the support in the fraud set (Df ). The contrast
patterns are all located in the trapezoid ABDE.

The typical method for contrast pattern mining is Emerging Pattern Mining [24].
As a special case of emerging pattern mining, Jumping Emerging Pattern (JEP)
mining is proposed to identify strongly contrasting item sets, whose support in Dg

is zero but that in Df equals to or is greater than a threshold specified for Df . In fact,
JEPs rarely exist in class imbalanced data sets, such as the online banking transaction
database, where the minority class is set as the target Df .

As mentioned before, contrast pattern mining is an NP hard problem and its
time cost is high especially when applied to data sets with a very small threshold of
minimal detection rate. Therefore, Emerging Pattern Mining can not perform well
in detecting fraud in online banking. It has also been proved by our experiments.
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Figure 2 Support-based contrast pattern projection plane.

We observe the following reasons that show its limitations in discovering patterns in
extremely imbalanced data:

(1) MDB-LLborder uses the Max-miner algorithm [7] to directly calculate the bor-
ders both in Df and Dg no matter how small the minimum support is. It is
usually outside the capability of Max-miner to present the results for extremely
small support within an acceptable time period.

(2) MDB-LLborder iterates the whole space of item sets during its border
differentiation operation, which is time consuming, especially when the borders
contain long patterns.

(3) Emerging pattern mining algorithms usually output a huge number of patterns
even with a reasonable growth rate. It is therefore important to have a more
effective filter to eliminate insignificant patterns in extremely imbalanced data.

To solve the problems mentioned above, we proposed the ContrastMiner algo-
rithm by improving the MDB-LLborder algorithm through certain strategies, which
will be explained in detail in Section 5.

4.2 Cost-sensitive neural network

Cost-sensitive Neural Network (CNN) is a modified neural network-based scoring
method, which is especially designed for the online banking scenario.

The extremely imbalanced classification problem in online banking fraud de-
tection makes the classic classification methods (such as statistic method, cost-
SVM, decision tree, contrasting pattern based classifier, Bayesian network, neural
network) difficult to perform well. However, it was found that neural network still
outperformed others in both accuracy and efficiency, and cost-sensitive learning is
proven to be a good solution to the class imbalance problem [62]. Therefore, we
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extended the idea of neural network and designed a cost-sensitive neural network
model. It achieves much better prediction performance compared to the other
methods mentioned above.

Artificial neural networks are relatively crude electronic networks of “neurons”
based on the neural structure of the brain. They process records one at a time, and
“learn” by comparing their classification of the record (which, at the outset, is largely
arbitrary) with the known actual classification of the record. The errors from the
initial classification of the first record are fed back into the network, and used to
modify the networking algorithm in the second round, and so on for many iterations.
The error rate is the key parameter for deciding when the iteration can stop. A proper
error rate can guarantee good quality of training and high prediction capability.

There are two kinds of error in the training phase:

(1) Positive Error (PE): The PE error determines how different a neural network’s
output is from the ideal output for genuine transactions, focusing on those
genuine transactions mistakenly classified as fraud.

(2) Negative Error (NE): The NE error determines how different a neural net-
work’s output is from the ideal output for fraud transactions, focusing on those
fraud transactions mistakenly classified as genuine.

For fraud detection, the loss by NE is far more expensive than that of PE. How-
ever, the traditional neural network treats cost of PE and NE equally. Therefore, it
can gain overall low error even with very high NE in imbalanced data classification,
resulting low prediction accuracy of the model. Hence, we modified the neural
network model by considering the higher impact of NE in the training phrase, which
forms the idea of a cost-sensitive neural network.

4.3 Decision forest

Decision tree is widely used in analysis, and the rules generated by decision tree are
easy to understand. However, there are some disadvantages when applying decision
tree in fraud detection. The generated rules are biased towards certain features. In
a cost-sensitive scenario, there are also too many small branches in the tree and the
overfitting problem is serious. Also, since decision tree has only one root, the rules
generated are usually locally important but globally ineffective.

To discover more effective rules, we introduce a decision forest, which consists of
multiple strong decision trees. It works better than the classic decision tree methods
on imbalanced data in building a scoring model.

5 Mining contrast banking behavior

This section introduces the model for identifying contrast patterns in online banking
behavior.

5.1 Framework

The framework of contrast behavior mining is shown in Figure 3. Besides the two
source data sets: relational transaction database and sequential database, the system
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Figure 3 Framework for mining contrast online banking behavior.

consists of four stages: contrast feature mining, contrast pattern discovery, multiple
method-based contrast modeling, and risk scoring by contrast. Stage one mainly
focuses on data pre-processing. Firstly, the sequence of each customer is constructed
from the customer’s online banking transactions, which is used to generate the
contrast vector for each transaction. We then combine the basic features and contrast
vector (derived features) to form the raw feature set. Bootstrap sampling is adopted
to perform under-sampling to obtain the training set. We then use the information
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gain ratio to select significant features whose weights are higher than the specified
threshold. Finally, rough set is introduced to discretize the attributes we have
selected.

Stage two is the core step to mine contrast patterns. Initially, Max-miner is used
to create pattern borders for both fraud and genuine sets. The border-differentiation
and validation process are executed to output the contrast patterns constantly.

Stage three builds the model group powered by the patterns output in the previous
stage. A cross-coverage test selects the best union of pattern set, which effectively
represents the classification power among all the patterns. The sample sets used in
the cross-coverage test will be divided into multiple parts, and each part generates
one model. As a result, we obtain multiple models to do the risk scoring.

The last stage is the real time prediction. The scores given by multiple models for
one transaction are aggregated by considering each model’s weight, which is decided
by the coverage rate in the cross-coverage test. A final score is given to a transaction;
its value indicates its risk level.

5.2 Modeling sophisticated contrast behavior

We modify MDB-LLborder and improve the efficiency of the Emerging Pattern
Mining algorithm [24] by the following strategies:

(1) Instead of calculating pattern borders directly with the small support threshold
δ1 in Dg (see Figure 2), we enhance the minimal support δ1 to δ2, which
guarantees that Max-miner can succeed in Dg. Then, we use pattern borders
in the rectangle ACDE to subtract the borders in the triangle BCD.

(2) In the function Border-Differ [24], iterating the whole sub space of long item
sets is time consuming, so all the item sets whose length is bigger than 5 are
pushed into a hash table and processed during the validation checking phrase.

(3) We adopt the cross-coverage test, which prunes an extremely high number of
redundant patterns, before building our classifiers.

Algorithm 1 introduces the main ideas of the algorithm: ContrastMiner for mining
contrast behavior patterns in online banking.

Steps 1 and 2 calculate the frequent pattern borders for genuine and fraud
data sets respectively through Max-miner. Border-Differ is then executed to obtain
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candidate patterns, followed by a check of the qualification of each sub-border and
the output of contrast patterns.

5.3 Selection of contrast behavior patterns

Though we can control the parameters for contrast pattern mining, many patterns
presented are similar in structure. Furthermore, the differentiation capability among
patterns varies with their distribution, so we adopt the following method to filter
redundancy:

(1) Sort the patterns in contrast descending order, and use strong patterns to prune
weak ones. For instance, if pattern p1 is a sub pattern of p2 and F(p1) ≥ F(p2),
then p2 will be removed. The principle of the pruning is that we keep those
which are more general, without diminishing the differentiation power.

(2) Conduct the cross-coverage test to choose outstanding patterns. The algorithm
for the cross-coverage test is presented in Algorithm 2.

In the application of anomaly detection, the number of positive samples is usually
quite limited compared to that of negative ones. It is difficult and often very costly
to acquire a pattern set which can capture all the properties of the negative samples.
On the other hand, properties indicating positive behavior are often manipulated
and subjected to change, which makes it hard to detect exceptions in imbalanced
data. In reality, it is very challenging to select a pattern set that is adaptive enough
to capture the dynamics of exceptional behavior. In our method, P− is selected
through the coverage test against Dg, which evaluates how far a transaction is from
C f (fraud label), while P+ is selected on Df and provides an indication on how close
a transaction belongs to C f .

6 Risk scoring Internet banking behavior based on combined models

In this section, we discuss the risk scoring model which combines three data mining
models for generating the risk rate of each transaction.
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6.1 Rationale

Risk scoring evaluates the risk of an individual customer’s behavior. After analysis,
a score is assigned to each transaction, with a higher score indicating a higher
probability of being fraud. Experiments on long term online banking transaction
data show that no single existing risk scoring method always works well because of
the diversity and dynamics of fraud. We therefore use multiple methods to analyze
the risk from different aspects and combine their risk scoring results by a voting
strategy. In our system, scores from three models: contrast pattern mining, cost-
sensitive neural network and decision forest, are combined by a voting method.

6.2 Risk scoring by individual models

6.2.1 Scoring by contrast pattern mining

The base scores of each pattern Xi in P+ and P− are Base(Xi, P+) and Base(Xi, P−)

respectively, which can be calculated by (6.1) and (6.2):

Base
(

Xi, P+) = (

SDf (Xi) ∗ F(Xi)/(1 + F(Xi))
)

(6.1)

Base
(

Xi, P−) = (

SDg(Xi) ∗ F(Xi)/(1 + F(Xi))
)

(6.2)

The scores of each transaction t on Df and Dg for P+ and P− are S+(t) and S−(t)
respectively:

S
+(t) =

∑

Xi∈P+,Xi⊆t

Base
(

Xi, P+) / ∑

Xi∈P+
Base

(

Xi, P+)

(6.3)

S
−(t) =

∑

Xi∈P−,Xi⊆t

Base
(

Xi, P−) / ∑

Xi∈P−
Base

(

Xi, P−)

(6.4)

Intuitively, suppose there are two transactions t1 and t2, if S+(t1) > S+(t2), then
the probability for t1 ∈ C f (fraud) is bigger than that of t2. On the other hand, if
S−(t1) > S−(t2) then t1 is less likely to be classified into C f than t2.

Since the scale for S+(t) and S−(t) is incompatible according to (6.3) and (6.4), it is
not easy to combine them directly. In order to merge the cross-fired transactions by
S+(t) and S−(t), we calculate the score rank in P+ and P− individually and combine
the rank according to (6.5).

The rank of t in D′, which is the transaction set to be predicted, is noted as R+
t by

S+(t) in the descending order, and R−
t by S−(t) in the ascending order. The smaller

the rank of t is, the higher the probability of being classified in C f . The overall rank
of a transaction t is S(t)CP, which represents the overall risk level of transaction t.

S(t)CP = λ1 ∗ Max
(

R+
t , R−

t

) + λ2 ∗ Min
(

R+
t , R−

t

)

(6.5)

where λ1 and λ2 (λ1 + λ2 = 1) are the coefficients to control the preference of the
decision. In the experiments, we set λ1 = 0.2 and λ2 = 0.8, which have been proved
to achieve overall high accuracy for most of the data sets we tested.
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6.2.2 Scoring by cost-sensitive neural network

Each neuron from the output layer of the neural network represents one of the
possible classes. An example is classified in the class which corresponds to the neuron
with the maximum output. However, the output of the network can also be viewed
in the probabilistic sense.

In the online banking fraud detection application, we set the output of the network
as the fraud tag, and in the training data set there are only two values for the tag
(1 and 0). Therefore, the probability output from the model is used as a risk score
for the transaction; The higher the risk score, the more likely that the transaction is
a fraud. The transactions are then ranked by this score in descending order. And the
rank of the transaction t is noted as S(t)CNN .

6.2.3 Scoring by decision forest

In Algorithm 3, features are first ranked by the gain ratio. The top k features among
them are then chosen to build k trees by C4.5 [51], following which the k trees
serve as a committee to present the probability of each single transaction being a
fraud. The sum of probability will be the risk score output of the model as presented
in Algorithm 4. The rank of the transaction t ordered by the risk score output of
decision forest descendingly is denoted by S(t)DF .

6.3 Risk scoring by combined models

The proper combination of multiple models can effectively leverage the strength
of each constituent towards better cumulative performance [13]. In online banking
fraud detection, multiple methods may have different scores for the same transaction,
and we use a weight vector to aggregate the voting. The final score S(t) is calculated
as follows:

S(t) = w1 ∗ S(t)CP + w2 ∗ S(t)CNN + w3 ∗ S(t)DF (6.6)

Here, t is the transaction to be predicted, wi (i = 1, 2, 3) is the weight of i − th model.
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We assigned a weight for each model according to its prediction accuracy on test
data. For example, if we adopt two models, Models 1 and 2, and Model 1’s weight is
0.8 while Model 2’s is 0.2, the aggregated score will be the final score of a transaction.

7 Experiments and evaluation

We built the system i-Alertor as shown in Figure 4. It incorporates the three models
(ContrastMiner, CNN and DecisionForest) for online banking fraud detection.

The objectives of the experimental evaluation and the corresponding baseline
methods are:

(1) To compare the combined risk scoring model with an existing rule-based system
(we call it ExpertSystem) used in the major banks in Australia;

(2) To compare the performance of ContrastMiner with the existing algorithm
MDB-LLborder [24] from the perspectives of data scalability, dimension adap-
tivity and tolerance to imbalance.

7.1 Data

The data set used in our experiment is the online banking transactional data from a
major Australian bank. It consists of 8,000,000 genuine transactions (Dg) and 1,500
frauds (Df ), and the number of attributes is 130.

Figure 4 Online banking risk management system: i-Alertor.
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7.2 Experimental settings

We evaluated our system i-Alertor against the rule-based online banking fraud
detection system ExpertSystem. There are two main metrics to evaluate performance
of an online banking fraud detection system.

– Alert volume, which is the number of alerts generated every day. According to
the business process in the bank, every triggered alert has to be investigated man-
ually for further process. A large number of alerts will make the investigation
quite labor-intensive and time-consuming, resulting in high cost.

– Detection rate, which is the percentage of fraud detected by the system. The
perfect case is one in which the system can catch all fraud, meaning that the
detection rate is 100 %.

ContrastMiner and MDB-LLborder are both contrast pattern mining algorithms, so
their accuracy is the same when applied to the same data set. In order to evaluate the
efficiency of ContrastMiner against MDB-LLborder, we compare the computational
time spent by ContrastMiner and MDB-LLborder. For both algorithms, we choose the
same level of contrasting rate and compare their performance.

7.3 Overall performance evaluation

Figure 5 is an overview of distribution of fraud caught by ExpertSystem and our
system i-Alertor. Here i-Alertor alerted the top 200 riskiest transactions of each day.
The figure shows that there were 49.2 % of fraud detected by both systems, while our
system can detect an additional 16.8 % of fraud. In total, our system has around 7 %
higher detection rate.

Figure 6 shows the detection rate under different alert volumes generated by
ExpertSystem, ExpertSystem with ranked alerts, and i-Alertor. As there is no
rank among original alerts from ExpertSystem, to obtain top n alerts, the alerts
were randomly selected from ExpertSystem’s daily alerts. For ranked alerts from
ExpertSystem, the alerts are selected according to their risk score rank calculated by

Figure 5 Distribution of fraud detected by different systems.
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Figure 6 Detection rate comparison between i-Alertor and ExpertSystem with ranked alerts.

i-Alertor. From Figure 6, we can see that ExpertSystem with ranked alerts performed
much better than original alerts from ExpertSystem. i-Alertor worked even better
than ExpertSystem with ranked alerts; at the same alert volume, i-Alertor sometimes
even has a 10 % higher detection rate. Overall i-Alertor always has better perfor-
mance than ExperSystem. It is mainly because of fraud dynamics and i-Alertor can
catch high percentage of new fraud which are missed by rules in the ExpertSystem.

Figure 7 is the evaluation of i-Alertor on missing fraud detection. It shows that
i-Alertor can catch 25 % of fraud missed by ExpertSystem within 60 alerts. There-
fore, if we combine ExpertSystem with i-Alertor, i-Alertor can help ExpertSystem
detect more missing fraud by increasing very small alert volume.

7.4 Performance of contrast behavior modeling

Finally, we assess the performance of ContrastMiner in mining contrast behavior in
imbalanced data.

For the efficiency against MDB-LLborder, Figure 8 shows that, with the increase
of contrasting rate, ContrastMiner highly outperforms MDB-LLborder. Because it is

Figure 7 Missing fraud detection rate of i-Alertor.
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Figure 8 Efficiency of ContrastMiner VS MDB-LLborder.

time consuming for MDB-LLborder to mine pattern borders especially when support
threshold for Dg is extremely small in highly imbalanced scenario. For example,
when contrasting rate is set to 2000, which means MDB-LLborder needs to discovery
all patterns whose support <0.0005, it will be difficult for MDB-LLborder to succeed
in acceptable time cost. However, ContrastMiner can still work well because it is not
impacted by the minimal support. As mentioned in Section 5.2, a small support can
be enhanced to a practical value on which Max-miner can succeed easily. So, with
the increase of contrast rate, the support to be processed in Dg decreased rapidly,
and therefore MDB-LLborder costs lots of CPU time to output candidate pattern
borders. On the other hand, ContrastMiner takes less time with higher contrast rate,
because there is less candidate patterns for selection in Trapezoidal ABDE area after
candidate pattern borders are got.

8 Conclusions

Sophisticated online banking fraud involves multiple resources, including human
wisdom, computing tools, web technology and online business systems. The instant
and effective detection of such fraud challenges existing fraud detection techniques
and systems. In this paper, we report our study and practices in the real world. A sys-
tematic online banking fraud detection approach is introduced. Its framework takes
advantage of domain knowledge, mixed features, multiple data mining methods,
and a multiple-layer structure for a systematic solution. It includes three algorithms:
contrast pattern mining, neural network and decision forest, and their outcomes are
integrated with an overall score measuring the risk of an online transaction being
fraudulent or genuine. The approach is particularly effective in detecting fraud in a
large volume of extremely imbalanced data. We test the approach and the system in
a major bank. Massive experiments show that our framework significantly improves
fraud detection accuracy and performs better than existing fraud detection methods
and systems in both efficiency and accuracy. The approach can also be combined
with the existing banking fraud detection system.
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