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Abstract 
 
 As wind power generation undergoes rapid growth, new technical challenges emerge: dynamic stability and power 
quality. The influence of wind speed disturbances and a pitch control malfunction on the quality of the energy 
injected into the electric grid is studied for variable-speed wind turbines with different power-electronic converter 
topologies. Additionally, a new control strategy is proposed for the variable-speed operation of wind turbines with 
permanent magnet synchronous generators. The performance of disturbance attenuation and system robustness is 
ascertained. Simulation results are presented and conclusions are duly drawn. 
© 2010 Elsevier Ltd. All rights reserved. 
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1. Introduction 
 

The use of renewable energy has been increased in the last decade due to the high cost of fossil fuels 

and the different agreements among the industrialized countries with the aim of reducing carbon dioxide 

emissions. Particularly, wind power systems are considered as the most cost effective of all the currently 

exploited renewable sources [1-3]. Indeed, wind energy is the alternative energy source with the most 

realistic chance to displace large amounts of fossil fuel combustion [4-6]. Thus, there is a growing global 

demand for wind energy production [7,8]. 

In Portugal, the wind power goal foreseen for 2010 was established by the government as 3750 MW 

and that will constitute some 25% of the total installed capacity by 2010 [9]. This value has recently been 

raised to 5100 MW, by the most recent governmental goals for the wind sector. Hence, Portugal has one 

of the most ambitious goals in terms of wind power, and in 2006 was the second country in Europe with 

the highest wind power growth. 
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Power system stability describes the ability of a power system to maintain synchronism and maintain 

voltage when subjected to severe transient disturbances [10]. As wind energy is increasingly integrated 

into power systems, the stability of already existing power systems is becoming a concern of utmost 

importance [11]. Also, network operators have to ensure that consumer power quality is not 

compromised. Hence, the total harmonic distortion (THD) should be kept as low as possible, improving 

the quality of the energy injected into the electric grid [12]. 

The development of power-electronics and their applicability in wind energy extraction allowed for 

variable-speed operation of the wind turbine [13]. The variable-speed wind turbines are implemented with 

either doubly fed induction generator (DFIG) or full-power converter. In a variable-speed wind turbine 

with full-power converter, the wind turbine is directly connected to the generator, which is usually a 

permanent magnet synchronous generator (PMSG) [14,15]. 

Harmonic emissions are recognized as a power quality problem for modern variable-speed wind 

turbines. Understanding the harmonic behavior of variable-speed wind turbines is essential in order to 

analyze their effect on the electric grids where they are connected [16]. 

Variable-speed wind turbines usually employ active pitch control [17], where blade pitch angle 

increases reduce the captured wind power by reducing the angle of attack. The pitch control may have a 

considerable effect on the dynamical behavior of wind generators. However, previous papers were mainly 

focused on the transient analysis of variable-speed wind turbines at external grid faults [18]. Instead, this 

paper focuses on the transient analysis of variable-speed wind turbines at an internal fault, namely a pitch 

control malfunction, and wind speed disturbances, studying different topologies for the power-electronic 

converters in what regards the quality of the energy injected into the electric grid, which is one of our new 

contributions. Additionally, a new control strategy is proposed for the variable-speed operation of wind 

turbines with PMSG/full-power converter topology, based on fractional-order controllers, which is 

compared with a classical integer-order control strategy. 

This paper is organized as follows. Section 2 presents the modeling for the wind power system with 

different topologies for the power converters, namely two-level and multilevel converters. Section 3 

provides the new fractional-order control strategy. Section 4 provides the power quality evaluation  

by THD. Section 5 presents the case study, ascertaining the performance of disturbance attenuation and 

system robustness. Finally, Section 6 outlines the conclusions. 
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2. Modeling 
 
2.1 Wind turbine 
  

The mechanical power ttP  of the wind turbine is given by:  

ptt cAuP 3

2
1   (1)  

where   is the air density, A  is the area covered by the rotor blades, u  is the wind speed value with 

disturbance, and pc  is the power coefficient.  

The power coefficient pc  is a function of the pitch angle   of rotor blades, and of the tip speed 

ratio  , which is the ratio between blade tip speed and wind speed value upstream of the rotor. 

For the simulation of a pitch control malfunction, it is considered that the pitch angle control of the 

blades imposes momentarily the position of wind gust on the blades, i.e., the blades go to the maximum 

pitch angle. Thus, the pitch angle variation during the malfunction is severe. 

The maximum pitch angle º55max   is given for the minimum power coefficient, given by: 

0025.0min pc  (2)  

for the tip speed ratio given by: 

475.3  (3)  

During the conversion of wind energy into mechanical energy, various forces (e.g. centrifugal, gravity 

and varying aerodynamic forces acting on blades, gyroscopic forces acting on the tower) produce various 

mechanical effects [19]. Those mechanical effects have been modeled by eigenswings mainly due to the 

following phenomena: asymmetry in the turbine, vortex tower interaction, and eigenswing in the blades. 

The mechanical power over the rotor of the wind turbine has been modeled, using the mechanical 

eigenswings, as a set of harmonic terms multiplied by the power associated with the energy capture from 

the wind by the blades. Therefore, the mechanical power over the rotor of the wind turbine tP  may be 

expressed by [19,20]: 
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where k  is the kind of the mechanical eigenswing excited in the rotating wind turbine, m  is the order of 

the harmonic of an eigenswing, kA  is the magnitude of the eigenswing k, kmg  is the distribution of the 

m-order harmonic in the eigenswing k, kma  is the normalized magnitude of kmg , kh  is the modulation of 

eigenswing k, k  is the eigenfrequency of the eigenswing k, and km  is the phase of the m-order 

harmonic in the eigenswing k. The frequency range of the wind turbine model with mechanical 

eigenswings is from 0.1 to 10 Hz. The values used for the calculation of tP  are given in Table 1 [20].  

"See Table 1 at the end of the manuscript". 

 
2.2 Wind speed 
  

The wind speed usually varies considerably and has a stochastic character. The wind speed variation 

can be modeled as a sum of harmonics with frequency range 0.1–10 Hz [19]: 
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where 0u  is the average wind speed, u  is the wind speed value with disturbance. 

Hence, the physical wind turbine model is subjected to the disturbance given by the wind speed 

variation model [20]. 

 
2.3 Mechanical drive train 

 

An accurate way to model a mechanical drive train of a variable-speed wind turbine is to model the 

rotor as a number of equivalent discrete masses connected together by springs and dampers. When the 

simulated applications are limited to the impact of wind fluctuations, it is usually sufficient to consider 

the mechanical drive train as a single-mass shaft model because shaft oscillations of the variable-speed 

wind turbine are not reflected to the grid due to the fast active power control [21]. In transient analysis, 

however, when the system response to heavy disturbances is analyzed, the rotor must be approximated by 

at least a two-mass model [22]. One mass represents the wind turbine moment of inertia, and the other 

mass represents the generator moment of inertia.  
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The equations for modeling the mechanical drive train are given by: 
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1
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 (7)  
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  (8)  

where t  is the rotor speed of the wind turbine, tJ  is the wind turbine moment of inertia, tT  is the 

mechanical torque, dtT  is the resistant torque in the wind turbine bearing, atT  is the resistant torque in the 

hub and blades due to the viscosity of the airflow, tsT  is the torque of  torsional stiffness, g  is the rotor 

speed of the generator, gJ  is the generator moment of inertia, dgT  is the resistant torque in the generator 

bearing, agT  is the resistant torque due to the viscosity of the airflow in the generator, and gT  is the 

electric torque. Hence, a two-mass model for the mechanical drive train, given by Eqs. (7) and (8), is 

considered in this paper. 

 
2.4 Generator 
  

The generator considered in this paper is a PMSG. The equations for modeling a PMSG can be found 

in the literature [23]. Using the motor machine convention, the following equations are considered: 

][
1

ddqqgd
d

d iRiLpu
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   (9)  
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where fi  is the equivalent rotor current, M  is the mutual inductance, p  is the number of pairs of poles; 

and where in dq  axes, di  and qi  are the stator currents, dL  and qL  are the stator inductances, dR  and 

qR  are the stator resistances, du  and qu  are the stator voltages. The electric power gP  is given by: 

T
fqdfqdg iiiuuuP ][][  (11) 

In order to avoid demagnetization of permanent magnet in the PMSG, a null stator current 0di  is 

imposed [24]. 
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2.5 Two-level converter 
 

The two-level converter is an AC/DC/AC converter, with six unidirectional commanded insulated gate 

bipolar transistors (IGBTs) ikS  used as a rectifier, and with the same number of unidirectional 

commanded IGBTs used as an inverter. The rectifier is connected between the PMSG and a capacitor 

bank. The inverter is connected between this capacitor bank and a second order filter, which in turn is 

connected to an electric grid. The groups of two IGBTs linked to the same phase constitute a leg k  of the 

converter. 

The configuration of the simulated wind power system with two-level converter is shown in Fig. 1. 

"See Fig. 1 at the end of the manuscript". 

For the switching function of each IGBT, the switching variable k  is used to identify the state of the 

IGBT i  in the leg k  of the converter. The index i  with }2,1{i  identifies the IGBT. The index k  with 

}3,2,1{k  identifies a leg for the rectifier and }6,5,4{k  identifies the inverter one. The two conditions 

[25-27] for the switching variable of each leg k  are given by: 
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The topological restriction for the leg k  is given by: 
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Each switching variable depends on the conduction and blockade states of the IGBTs.  

The voltage dcv  is modeled by the state equation: 
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2.6 Multilevel converter 
  

The multilevel converter is an AC/DC/AC converter, with twelve unidirectional commanded IGBTs 

ikS  used as a rectifier, and with the same number of unidirectional commanded IGBTs used as an 

inverter. The rectifier is connected between the PMSG and a capacitor bank. The inverter is connected 
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between this capacitor bank and a second order filter, which in turn is connected to an electric grid. The 

groups of four IGBTs linked to the same phase constitute a leg k  of the converter. 

The configuration of the simulated wind power system with multilevel converter is shown in Fig. 2. 

"See Fig. 2 at the end of the manuscript". 

For the switching function of each IGBT, the switching variable k  is used to identify the state of the 

IGBT i  in the leg k  of the converter. The index i  with }4,3,2,1{i  identifies the IGBT. The index k  

with }3,2,1{k  identifies the leg for the rectifier and }6,5,4{k  identifies the inverter one. The three 

valid conditions [25-27] for the switching variable of each leg k  are given by: 
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The topological restriction for the leg k  is given by: 

1).().().( 433221  kkkkkk SSSSSS              }6,...,1{k  (16) 

With the two upper IGBTs in each leg k  ( kS1  and kS2 ) of the converter it is associated a switching 

variable k1  and also for the two lower IGBTs ( kS3  and kS4 ) it is associated a switching variable k2 , 

respectively given by: 
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Each switching variable depends on the conduction and blockade states of the IGBTs. 

The voltage dcv  is the sum of the voltages 1Cv  and 2Cv  in the capacity banks 1C  and 2C , modeled by 

the state equation: 
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2.7 Electric grid 
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A three-phase active symmetrical circuit in series models the electric grid [25,26]. The phase currents 

injected in the electric network are modeled by the state equation given by: 

)(
1

kfknfk
n

fk uiRu
Ldt

di
           }6,5,4{k  (19) 

where nR  and nL  are the resistance and the inductance of the electric network, respectively, fku  is the 

voltage at the filter and ku  is the voltage at the electric network. 

 

3. Control strategy 

 
3.1 Fractional-order controller 
  

A new control strategy based on fractional-order PI  controllers is proposed for the variable-speed 

operation of wind turbines with PMSG/full-power converter topology, and its design is more complex 

than that of classical PI  controllers [28]. Fractional calculus theory is a generalization of ordinary 

differentiation and integration to arbitrary (non-integer) order [29]. Fractional calculus used in 

mathematical models of the systems can improve the design, properties and controlling abilities in 

dynamical systems [30].  

The fractional-order differentiator can be denoted by a general operator 
ta D  [31], given by: 
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where   is the order of derivative or integrals, )(  is the real part of the  .  

The mathematical definition of fractional derivatives and integrals has been the subject of several 

descriptions. The most frequently encountered one is called Riemann–Liouville definition, in which the 

fractional-order integral is given by [32]: 
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while the definition of fractional-order derivatives is: 
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where: 


 
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1)(Γ dyeyx yx  (23) 

is the Euler’s Gamma function, a  and t  are the limits of the operation, and   is the number identifying 

the fractional-order. In this paper,   is assumed as a real number that satisfies the restrictions 10   . 

Also, it is assumed that 0a . The following convention is used:    tt DD0 . 

The other approach is Grünwald–Letnikov definition of fractional-order integral, given by [33]: 
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while the definition of fractional-order derivatives is: 
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An important property revealed by the Riemann–Liouville and Grünwald–Letnikov definitions is that 

while integer-order operators imply finite series, the fractional-order counterparts are defined by infinite 

series [28-31]. This means that integer operators are local operators in opposition with the fractional 

operators that have, implicitly, a memory of the past events. 

The differential equation of the fractional-order PI  10    controller is given by: 

)()()( teDKteKtu tip
  (26) 

where pK  is the proportional constant and iK  is the integration constant. Taking 1 , a classical PI  

controller is obtained. The fractional-order PI  controller is more flexible than the classical PI  controller, 

because it has one more adjustable parameter, which can reflect the intensity of integration [34]. 

 

The transfer function of the fractional-order PI  controller, using the Laplace transform on Eq. (26), is 

given by: 
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 sKKsG ip)(  (27) 

As mentioned previously, the use of fractional-order controllers can improve controlling abilities, but 

its design is more complex than that of classical controllers [28,30]. Different design methods have been 

reported including pole distribution, frequency domain approach, state-space design, and two-stage or 

hybrid approach, which uses conventional (integer-order) design methods and then improves performance 

of the designed control system by adding proper fractional-order controller. An alternative design method 

is presented in [35] based on particle swarm optimization (PSO) algorithm and employment of a novel 

cost function, which offers flexible control over time domain and frequency domain specifications. 

Although applications and design methods regard mainly on linear systems, it is possible to use some of 

the knowledge already attained to envisage it on nonlinear systems, since the performance of fractional-

order controllers in the presence of nonlinearity is of great practical interest [36]. In order to examine the 

ability of fractional-order controllers for the variable-speed operation of wind turbines, this paper follows 

the tuning rules in [37]. But, it is recognized that a more systematic procedure for controllers design needs 

further research in order to well develop tuning implementation techniques [38] for a ubiquitous use of 

fractional-order controllers. 

 
3.2 Converters control 

  
Power converters are variable structure systems, because of the on/off switching of their IGBTs. As 

mentioned previously, the controllers used in the converters are fractional-order PI  controllers. Pulse 

width modulation (PWM) by space vector modulation (SVM) associated with sliding mode is used for 

controlling the converters. 

The sliding mode control strategy presents attractive features such as robustness to parametric 

uncertainties of the wind turbine and the generator as well as to electric grid disturbances [39]. 

Sliding mode controllers are particularly interesting in systems with variable structure, such as 

switching power converters, guaranteeing the choice of the most appropriate space vectors. Their aim is 

to let the system slide along a predefined sliding surface by changing the system structure. 

The power semiconductors present physical limitations that have to be considered during design phase 

and during performance simulation. Particularly, they cannot switch at infinite frequency. Also, for a 

finite value of the switching frequency, an error e  will exist between the reference value and the 
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control value. In order to guarantee that the system slides along the sliding surface ),( teS  , it has been 

proven that it is necessary to ensure that the state trajectory near the surfaces verifies the stability 

conditions [40] given by: 

0
),(

),( 
dt

tedS
teS 

  (28) 

in practice a small error 0  for ),( teS   is allowed, due to power semiconductors switching only at 

finite frequency.  

Consequently, a switching strategy has to be considered, given by: 

   ),( teS  (29) 

At the simulation level, a practical implementation of the switching strategy considered in Eq. (29) could 

be accomplished by using hysteresis comparators. 

The outputs of the hysteresis comparators are the integer variables ),(     [40]. For the two-

level converter,   and   assume values in the set   given by: 

 1,0,1  (30) 

The output voltage vectors in the   plane for the two-level converter are shown in Fig. 3. 

"See Fig. 3 at the end of the manuscript". 

The appropriate vector selection in order to ensure stability for the two-level converter is shown in 

Table 2. 

"See Table 2 at the end of the manuscript". 

For the multilevel converter,   and   assume values in the set   given by: 

 2,1,0,1,2   (31) 

The output voltage vectors in the   plane for the multilevel converter are shown in Fig. 4. 

"See Fig. 4 at the end of the manuscript". 

In this control strategy, only when 21 CC vv   a new vector is selected. The appropriate vector selection 

in order to ensure stability for the multilevel converter is shown in Table 3, for 21 CC vv  , and in Table 4, 

for 21 CC vv  . 
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"See Table 3 and Table 4 at the end of the manuscript". 
 

 

4. Power quality evaluation 
 

In order to evaluate the harmonic content of the current injected in the electrical grid, the THD is 

considered. The harmonic content of the current is expressed in percentage of the fundamental 

component. The THD is given by: 

F

H
H

X

X 2
50

2100(%)THD

  (32) 

where HX  is the root mean square (RMS) value of the total harmonics of the signal, and FX  is the RMS 

value of its fundamental component. 

 

5. Simulation results 
 

The wind power system simulated has a rated electric power of 900 kW. The mathematical models for 

the wind power system with the two-level and multilevel converters were implemented in 

Matlab/Simulink. Table 5 summarizes the wind power system data. The air density is 1.225 kg/m³. 

"See Table 5 at the end of the manuscript". 

The time horizon considered in the simulation is 7 s. For the fractional-order PI  controllers, 

7.0 , 50pK  and 6.2iK  are assumed in this paper. The wind speed model considered in this paper 

is a ramp increase, taking 1.5 s between 5 and 20 m/s, followed by the wind speed given in Eq. (6) with 

m/s200 u .  

Hence, the wind speed model considered in this paper is: 
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A pitch control malfunction is simulated between 2 and 2.5 s, imposing a total cut-off on the capture of 

the energy from the wind by the blades. 

The speed of the rotor of the wind turbine besides the disturbance due to the malfunction is also 

disturbed by the mechanical eigenswings. Fig. 5 shows a zoom between 1 and 5 s of the relative generator 

rotor speed to the turbine rotor speed.  
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"See Fig. 5 at the end of the manuscript". 

Fig. 6 shows the mechanical power over the rotor of the wind turbine disturbed by the mechanical 

eigenswings, and the electric power of the generator. 

"See Fig. 6 at the end of the manuscript". 

 The pitch angle variation is shown in Fig. 7. The pitch angle is at 55º during pitch control malfunction, 

corresponding to the position of wind gust on the blades. 

"See Fig. 7 at the end of the manuscript". 

The power coefficient variation is shown in Fig. 8. The power coefficient is at zero value during pitch 

control malfunction. 

"See Fig. 8 at the end of the manuscript". 

The voltage dcv  for the two-level converter, considering a classical PI  controller and the proposed 

fractional 7.0PI  controller, is shown in Fig. 9. The voltage dcv  for the multilevel converter, considering a 

classical PI  controller and the proposed fractional 7.0PI  controller, is shown in Fig. 10. 

"See Fig. 9 at the end of the manuscript". 

"See Fig. 10 at the end of the manuscript". 

Figs. 9 and10 show that the classical PI  controller responds with greater drop on the DC voltage at 

the converter, during pitch control malfunction, in comparison with the fractional one. The voltage drops 

are always inferior for the multilevel converter, in comparison with the ones for the two-level converter. 

A comparison between the maximum values for the DC voltage drops is shown in Table 6. 

"See Table 6 at the end of the manuscript". 

The voltage dcv  drops only about 201 V during the pitch control malfunction with the multilevel 

converter and the proposed fractional 7.0PI  controller. On the other hand, the voltage dcv  drops almost 

551 V during the pitch control malfunction with the two-level converter and a classical PI  controller. 

The use of the proposed fractional 7.0PI  controller ensures that the DC voltage at the converter has a 

lesser drop, thus improving the system dynamic performance. 

The output current with the fractional-order controller for the two-level converter is shown in Fig. 11, 

and the one for the multilevel converter is shown in Fig. 12. 

"See Fig. 11 at the end of the manuscript". 
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"See Fig. 12 at the end of the manuscript". 

The THD of the current injected in the electric grid with the fractional-order controller and a two-level 

converter is shown in Fig. 13, while the one with the multilevel converter is shown in Fig. 14. 

"See Fig. 13 at the end of the manuscript". 

"See Fig. 14 at the end of the manuscript". 

Table 7 summarizes a comparison between the control strategies in what regards the THD. 

"See Table 7 at the end of the manuscript". 

The new control strategy, based on fractional-order controllers, improves the performance of 

disturbance attenuation and system robustness in comparison with the classical PI  control strategy. The 

quality of the energy injected into the electric grid is improved, keeping the THD at a lower level. 

Accordingly, a minimum value of 0.13% is attained for the THD, considering the proposed fractional-

order controller and multilevel converter. Also, it is shown that the current THD for the wind power 

system with either a two-level or a multilevel converter is lower than 5% limit imposed by IEEE-519 

standard [41]. The IEEE-519 standard is used as a guideline for comparison purposes [42]. 

 
6. Conclusions 

 

This paper focuses on the transient analysis of variable-speed wind turbines with PMSG/full-power 

converter topology, simultaneously considering wind speed disturbances and a pitch control malfunction. 

Also, a new fractional-order control strategy is proposed in this paper, which improves the performance 

of disturbance attenuation and system robustness in comparison with a classical integer-order control 

strategy. It is shown that the quality of the energy injected into the electric grid is improved with the 

proposed fractional-order controller and multilevel converter, keeping the THD at a lower level. Also, it 

is shown that the current THD for the wind power system with either a two-level or a multilevel converter 

is lower than 5% limit imposed by IEEE-519 standard. 
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Figure captions 
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Fig. 1. Wind power system with two-level converter. 

 
 

 

 

 

Fig. 2. Wind power system with multilevel converter. 
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Fig. 3. Output voltage vectors for the two-level converter. 

 
Fig. 4. Output voltage vectors for the multilevel converter. 

 

 

Fig. 5. Relative generator rotor speed to the turbine rotor speed. 
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Fig. 6. Mechanical power over the rotor and electric power. 

 

Fig. 7. Pitch angle variation. 

 

Fig. 8. Power coefficient variation. 
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Fig. 9. Voltage dcv  for the two-level converter, considering each controller. 

 

Fig. 10. Voltage dcv  for the multilevel converter, considering each controller. 

 

Fig. 11. Output current of the two-level converter. 
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Fig. 12. Output current of the multilevel converter. 

 

Fig. 13. THD of the current injected in the electric grid with the two-level converter. 

 

Fig. 14. THD of the current injected in the electric grid with the multilevel converter. 
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Tables 

 
Table 1 

Mechanical eigenswings excited in the wind turbine 
 

k Source kA  k  kh  m kma  km  

1 Asymmetry 0.01 ωt 1 
1 4/5 0 
2 1/5 π/2 

2 Vortex tower 
interaction 0.08 3 ωt 1 

1 1/2 0 
2 1/2 π/2 

3 Blades 0.15 9 π 1/2 (g11+g21) 1 1 0 

 

 

Table 2 

Output voltage vectors selection for the two-level converter 
 

  \  -1 0 1 

-1 4 4;5 5 
0 6 0;7 1 
1 2 3;2 3 

 

 

Table 3 

Output voltage vectors selection for the multilevel converter, for 21 CC vv   
 

 
  \  -2 -1 0 1 2 

-2 25 25 12 7 7 
-1 24 13 13;6 6 8 
0 19 18 1;14;27 5 9 
1 20 17 17;2 2 4 
2 21 21 16 3 3 
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Table 4 

Output voltage vectors selection for the multilevel converter, for 21 CC vv   
 

 
  \  -2 -1 0 1 2 

-2 25 25 12 7 7 
-1 24 26 26;11 11 8 
0 19 23 1;14;27 10 9 
1 20 22 22;15 15 4 
2 21 21 16 3 3 

 

 

Table 5 

Wind power system data 
 

 
Turbine moment of inertia 250010³ kgm² 

Turbine rotor diameter 49 m 
Tip speed 17.64-81.04 m/s 

Rotor speed  6.9-31.6 rpm 
Generator rated power 900 kW 

Generator moment of inertia 10010³ kgm² 
 

 

Table 6 

Capacitor voltage drop during pitch control malfunction 

Controller 
dcv  (V) 

Wind power system with  
two-level converter 

Wind power system with  
multilevel converter 

Classical PI  550.6 310.7 

Fractional 7.0PI  380.1 201.3 
 

 

Table 7 

THD of the current injected in the electric grid 
 

Controller 
THD (%) 

Wind power system with  
two-level converter 

Wind power system with  
multilevel converter 

Classical PI  0.91 0.46 

Fractional 7.0PI  0.58 0.13 

 


