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Abstract

We examine the effect on earnings forecast accuracy when financial analysts add or drop
coverage. We find that the accuracy of analysts’ first forecast for a firm (newly added cover-
age) is lower relative to their peers. In addition, the accuracy of their last forecast (just
before coverage is dropped) is lower relative to their peers. Further analysis shows that
our results are not driven by the rookie analysts (analysts with less than 1-year experience)
or retiring analysts (i.e., analysts who are within their final year before retiring).
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Introduction

The forecast of earnings per share (EPS) is a key ingredient to security valuation models,

and there is a long-standing interest in the determinants and characteristics associated with

EPS forecast accuracy.1 Prior research has found that financial analyst characteristics such

as past forecast accuracy, forecasting experience, number of firms followed, and the size of

their broker firm affect forecast accuracy (e.g., Brown, 2001; Clement, 1999; Clement &

Tse, 2005; Jacob, Lys, & Neale, 1999). In this article, we investigate whether forecast accu-

racy is higher or lower when an analyst adds or drops coverage for a firm (i.e., their first

and last forecast), relative to their peer analysts.2

The effect on EPS forecast accuracy when analysts add or drop coverage is contentious.

On one hand, Mikhail, Walther, and Willis (2003) and Jacob et al. (1999) find that higher

firm-specific experience generally correlates with higher forecast accuracy. This suggests

that the first forecast of an analyst would be less accurate, whereas their last forecast would

be more accurate.

On the other hand, McNichols and O’Brien (1997) predict the opposite result. They

hypothesize that analysts exert extra effort when issuing their first forecast, whereas their
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last forecast is associated with sample selection bias (i.e., analysts drop coverage when

they are no longer accurate). Consistent with their hypothesis, they find that ‘‘forecasts for

newly added stocks are more accurate . . . while forecasts for dropped stocks are less accu-

rate’’ (p. 187).

We find that both streams of conflicting literature are only partially correct (and par-

tially wrong). Using analysts’ quarterly earnings forecasts from the Institutional Brokers’

Estimate System (I/B/E/S) database from 1985 to 2012, we find the forecast accuracy to be

lower in both cases. That is, when an analyst adds or drops coverage for a firm (i.e., their

first and last forecast), their forecast accuracy is generally lower relative to their peer

analysts.

Our research design differs from McNichols and O’Brien (1997) in the following three

ways: First, we use a paired-sample analysis, where we compare the forecast accuracy

between an analyst and his peer analysts for the same firm and at the same time. Thus, our

results are not affected by confounding firm effects or year effects. Second, our results are

robust to both univariate and multivariate regression analyses, which takes into account

various analyst characteristics affecting forecast accuracy. As a contrast, McNichols and

O’Brien (1997, Table 4) use only simple univariate analysis and unpaired two-sample test.3

Third, following Clement and Tse (2005), we scale our forecast accuracy variable to range

between 0 and 1. Thus, our results are less susceptible to extreme outliers. Otherwise, the

mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error.

In addition, we consider various alternative explanations for our findings: First, we

examine whether our finding of less accurate forecasts from analysts who add or drop cov-

erage is related to the rookie or retiring analysts. We define a forecast as made by a rookie

(retiring) analyst if that forecast is made in the first (last) year that the analyst appears in

the I/B/E/S database.

Using regression analysis, our main results continue to hold after controlling for the

effect of rookie and retiring analysts. Interestingly, even though the rookie analysts are gen-

erally less accurate, we find that the first forecast of a rookie analyst is actually more accu-

rate (inferred from the interaction term of first forecast and rookie analyst dummies).

Likewise, even though retiring analysts are generally less accurate, we find that the last

forecast of a retiring analyst is more accurate. It appears as though rookie analysts want to

make a good ‘‘first impression,’’ whereas retiring analysts want to leave a good ‘‘final

legacy.’’

Finally, we examine the alternative explanation that the lower accuracy for added cover-

age is due to analysts who add coverage of firms from their nonprimary industries. The

assumption here is that an analyst has greater expertise in his primary industry, and would

find it more difficult to predict earnings for firms outside his primary industry.

Using regression analysis, we find our main results unaffected by analysts who add cov-

erage of firms from their nonprimary industries. Interestingly, even though the forecasts of

firms outside their primary industries tend to be less accurate,4 their first forecast in the

nonprimary industries tend to be more accurate. This suggests that analysts tend to pay

more attention to the newly added firm to compensate for their nonproficiency of the indus-

try knowledge.

In terms of contributions, we conduct a careful and comprehensive investigation of the

forecast accuracy of analysts who add or drop coverage relative to their peer analysts. In

addition, we consider alternative explanations, and examine how rookies, retiring analysts,

and coverage of nonprimary industries affect our results. Our findings are important to
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investors and financial analysts. For example, they can significantly improve the accuracy

of their valuation models by simply eliminating any newly added EPS forecasts when com-

puting the consensus EPS forecasts. Finally, prior research suggests that higher analyst cov-

erage decreases information asymmetry between the investors and managers of the firm

(e.g., Schutte & Unlu, 2009; Sun, 2009; Yu, 2008). Paradoxically, our results suggest

important nuances to those studies, as added (dropped) coverage initially increases

(decreases) information asymmetry, as measured by the magnitude of consensus forecast

error. In other words, because the forecasts from added coverage are less accurate than the

existing forecasts, the increased analyst coverage results in the consensus forecast being

less accurate, thereby increasing the information asymmetry. And because the forecasts

from the dropped coverage are less accurate than the remaining forecasts, the decreased

analyst coverage results in the consensus forecast being more accurate, thereby decreasing

the information asymmetry.

The article is organized as follows: We review the literature and develop research ques-

tions in the section ‘‘Prior Literature and Research Questions.’’ In the section ‘‘Data,

Variables, and Empirical Models,’’ we describe the data used in the analyses, and present

the research design and variable definitions. The results are reported and discussed in the

‘‘Empirical Results’’ section. Further analysis is shown in the section ‘‘Further Analysis.’’

Finally, the ‘‘Conclusion’’ section summarizes results and offers conclusions.

Prior Literature and Research Questions

We review prior literature and develop research questions in this section.

Forecast Accuracy and Experience

Prior literature documents the relationship between forecast accuracy and analysts’ experi-

ence. In general, research finds that more experienced analysts issue more bold and accu-

rate forecasts than inexperienced analysts. Hong, Kubik, and Solomon (2000) show that

inexperienced analysts are less likely to issue bold forecasts, and they are more likely to be

fired due to inaccurate forecasts. Mikhail et al. (2003) and Jacob et al. (1999) find that ana-

lysts’ forecast accuracy is positively associated with their experience. Clement (1999)

shows that forecast accuracy increases as analysts have more general and firm-specific

experience.

Analysts’ Following and Dropping Firms and Forecasts’ Accuracy

The security market reacts to the announcement of analysts’ initiation of coverage of firms

positively. Branson, Guffey, and Pagach (1998) examine how market reacts to the

announcement from analysts when they initiate coverage of a firm with their stock recom-

mendations. The study documents that market reacts significantly positively to the buy rec-

ommendations for firms with low analyst coverage than for firms without analyst coverage.

Also, they document that market reaction to the announcement for firms with light analysts

following is larger than that of firms without previous analyst coverage or with high analyst

coverage.

Research suggests that analysts’ choice of the firms that they follow is strategic as their

compensation is based on the ability to forecast the performance firms accurately (Emery

& Li, 2009; Hong et al., 2000; Mikhail, Walther, & Willis, 1999; Stickel, 1992). Li, Rau,
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and Xu (2009) focus on the different stages of Institutional Investor all-star analysts’

career. They show that prior to being selected as star analysts, analysts are likely to follow

the firms that have low level of discretionary accruals. However, once recognized as all-

star analysts they are more likely to follow firms that have high level of discretionary

accruals.

McNichols and O’Brien (1997) explore analysts’ choice of firms to follow, and suggest

that when analysts add coverage of a firm, their favoritism for the newly added firm moti-

vates the analysts to spend more time researching the firm before making their first EPS

forecasts. Given documented positive relationship between forecast accuracy and experi-

ence, it is an empirical question whether the EPS forecast accuracy of newly added cover-

age is higher or lower relative to their peer analysts.

Similarly, it is also unclear whether the EPS forecast accuracy of dropped firms is more

or less accurate relative to their peers. McNichols and O’Brien (1997) suggest that when

analysts stop following a firm, analysts’ pessimism on the dropped firm discourages the

analysts from allocating effort to research the firm before issuing their last EPS forecasts.

Prior to dropping coverage, analysts may stop updating their EPS forecasts when they view

the firm’s prospect as unfavorable. For that reason, the last forecast available would be less

accurate. However, there can be an alternate explanation why analysts drop a firm. Li et al.

(2009) show that some superior analysts drop the easy firms to forecast and add the diffi-

cult firms to forecast. Therefore, it is an empirical question how analysts’ coverage deci-

sion is associated with the analyst’s forecast accuracy relative to their peer analysts who

follow the same firm. Hence, we develop the following questions:

Research Question 1a: Analysts who add coverage of a firm attain higher/lower

EPS forecast accuracy for that firm relative to their peer analysts who follow the

same firm.

Research Question 2a: Analysts who drop coverage of a firm attain higher/lower

EPS forecast accuracy for that firm relative to their peer analysts who follow the

same firm.

When the analyst is a rookie (i.e., analysts with less than 1-year experience), she might

be highly motivated to issue an accurate forecast to compensate for the lack of experience.

However, due to lack of experience, a rookie analyst might issue inaccurate forecasts.

Mikhail et al. (1999) find that poorly performing analysts are more likely to be retiring

(i.e., analysts who leave the I/B/E/S sample or analysts who are within their final year

before retiring) in the following year. However, it does not necessarily mean that the ana-

lysts who are retiring issue less accurate forecasts relative to peer analysts who follow the

same firm as there are analysts who finish analysts’ career due to the various reasons (i.e.,

analysts reach the retirement age, or analysts resign voluntarily). This leads to the follow-

ing questions.

Research Question 1b: Rookie analysts who add coverage of a firm attain higher/

lower EPS forecast accuracy for that firm relative to their peer analysts who

follow the same firm.

Research Question 2b: Retiring analysts who drop coverage of a firm attain higher/

lower EPS forecast accuracy for that firm relative to peer analysts who follow the

same firm.
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Data, Variables, and Empirical Models

In this section, we describe our data, define the variables, and regression models.

Data

The analysis is based on I/B/E/S forecasts of quarterly earnings (specifically, one-quarter-

ahead earnings forecast, FPI = 6) from 1985 to 2012 (28 years) for the firms that had an

increase (decrease) in their analyst following. Observations are eliminated from the sample

if only one analyst follows the firm, because we need to compare analysts’ forecast accu-

racy for our matched sample analysis. The last forecast an analyst issues in a particular

quarter is used to make sure that we include one forecast from an analyst for a firm at each

quarter. These procedures yield a sample of 777,098 (641,247) analyst-firm-quarter obser-

vations for the analyst’s adding (dropping) coverage of a firm.

Dependent and Control Variables

The dependent variable in our regression models is a measure of analyst’s EPS forecast

accuracy. To measure analyst’s forecast accuracy, we define first AFEijt as the absolute

forecast error of analyst i for firm j in quarter t (=|forecasted EPS 2 actual EPS|). Then,

consistent with Clement and Tse (2005), forecast accuracy (ACC) is defined such that fore-

casts with lower absolute error are defined to have higher forecast accuracy:

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less

susceptible to extreme outliers. Otherwise, the mean forecast accuracy (when aggregated

across firms) will be skewed toward the subset of samples with high absolute forecast

error.

When analyst i’s forecast accuracy (ACCijt) for firm j in quarter t is the highest (lowest)

among the peer analysts who follow the same firm at the same time, then ACCijt has the

value of 1 (0). For example, there are 48 analysts following Apple Inc. for the fiscal quarter

ending December 31, 2010. The actual EPS is 6.43, announced on January 18, 2011. On

January 14, 2011, an analyst (ID: 47225) issues an EPS forecast of 5.75, corresponding to

an AFE of 0.68. Across all analysts, the minimum (maximum) AFE is 0.41 (1.50). By nor-

malizing AFE, we define that analyst’s forecast accuracy for that fiscal quarter as 0.752

(= (1.50 – 0.68) / (1.50 – 0.41)).

Turning to the control variables, prior literature has found several analysts’ characteris-

tics that affect forecast accuracy. We include the set of characteristics such as prior accu-

racy, broker size, number of firms followed, number of industries followed, general

experience, firm-related experience, frequency of forecasts, and forecast horizon to the

quarter-end. BROKERSIZE is the size of broker employing the analyst, measured as the

number of analysts employed by the broker. FREQUENCY is the number of forecasts made

by the analyst for the firm in that quarter. NFIRM is the number of firms followed by the

analyst in that year. INDUSTRY is the number of industries (as measured by two-digit

Standard Industrial Classification [SIC] code) followed by the analyst in that year.

HORIZON is a measure of forecast staleness, defined as the number of days from forecast
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issuance date to the firm’s fiscal quarter end date. GENEXP is the overall years of forecast-

ing experience of the analyst. FIRMEXP is the number of years of experience of the analyst

with the firm.

All variables are scaled to range from 0 to 1, following Clement and Tse (2005):

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum)

raw characteristics across all analysts following firm j in quarter t. This defines analyst i’s

high (low) score as a high (low) value on a characteristic relative to other analysts who

follow firm j in quarter t. For example, when analyst i’s general experience (GENEXPijt)

for firm j in quarter t is the highest (lowest) among the peer analysts who follow the same

firm at the same time, then GENEXPijt has the value of 1 (0).

Empirical Models

We construct the regression models following Clement (1999), Jacob et al. (1999), and

Clement and Tse (2005) to see the relationship between forecast accuracy and coverage

change after controlling analysts’ characteristics. In addition, our regression models include

fixed effects to capture the constant effects of analyst and year. More specifically, the ana-

lyst fixed effect captures the time-invariant analysts’ characteristics that do have little var-

iation or change slowly as time proceeds such as analysts’ learning ability. Furthermore,

we control for time effect to avoid the situation in which special events and unexpected

variation can affect the analyst forecast behavior.

First, we investigate our Research Question 1a whether the analysts’ adding coverage of

a firm is associated with analysts’ forecast accuracy, relative to the peer analysts who

follow the same firm, after controlling for the factors known to affect forecast accuracy.

As our emphasis is on the forecast accuracy of analysts who start following the firm,

rather than that of the existing analysts who follow the same firm, we add a dummy vari-

able, ADDijt, to the model. The value of ADDijt is 1 if analyst i starts to follow firm j in

each quarter t (0 otherwise):

ACCijt = b0 + b1ADDijt + b2FREQUENCYijt + b3BROKERSIZEijt + b4NFIRMijt

+ b5INDUSTRYijt + b6FIRMEXPijt + b7GENEXPijt + b8HORIZONijt + eijt:

The coefficient on ADDijt measures the average difference in forecast accuracy of ana-

lysts who add coverage of the firm, relative to the peer analysts who follow the same firm.

We do not expect a specific sign of coefficient on ADDijt. It is because analysts who add

coverage of a firm might spend more time researching on the firm, these analysts might be

more accurate relative to peers. However, even though the analysts who just start following

a firm spend more time researching on the firm, analysts’ firm-specific experience can still

be an important factor in explaining forecast accuracy.

As for the control variables, the expected sign of the coefficient on FREQUENCY

should be positive as analysts who frequently issue forecasts may be the diligent analysts

paying more attention to the following firms. The expected signs of coefficient on NFIRM

and INDUSTRY are both negative because the broad coverage of firms or industries
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increases analysts’ workload, thereby decreasing their forecast accuracy. Regarding the

sign for forecast experience, we expect that experience will be positively associated with

the forecast accuracy, which is consistent with the prior literature.

Next, we examine our Research Question 1b to investigate whether rookie analysts’

adding coverage of a firm is associated with analysts’ forecast accuracy relative to peer

analysts, considering the existing peer analysts who have been following the same firm,

after controlling for the factors known to affect forecast accuracy:

ACCijt = b0 + b1ADDijt + b2ROOKIEit + b3ADDijt3ROOKIEit + b4FREQUENCYijt

+ b5BROKERSIZEijt + b6NFIRMijt + b7INDUSTRYijt + b8FIRMEXPijt

+ b9GENEXPijt + b10HORIZONijt + eijt:

We construct our regression model by adding dummy and interaction variables,

ROOKIEit, ADDijt, and ADDijt 3 ROOKIEit to the Clement and Tse (2005) model.

ROOKIEit reveals how analyst’s forecast accuracy is associated with her first-year experi-

ence as an analyst. We define an interaction term, ADDijt 3 ROOKIEit, which captures

whether the forecast accuracy of analysts who start following a firm depends on the experi-

ence as an analyst relative to their peer analysts. The value of ROOKIEit is 1 if analyst i

appears in the I/B/E/S for the first time (0 otherwise).

Research Question 2a examines whether the analysts’ dropping coverage of a firm is

associated with the analyst EPS forecast accuracy relative to the peer analysts who follow

the same firm, after controlling for the factors known to affect the forecast accuracy:

ACCijt = b0 + b1DROPijt + b2LAGACCijt + b3FREQUENCYijt + b4BROKERSIZEijt

+ b5NFIRMijt + b6INDUSTRYijt + b7FIRMEXPijt + b8GENEXPijt

+ b9HORIZONijt + eijt:

We add a dummy variable, DROPijt, to the existing model because we are interested in

examining the forecast accuracy of the analysts who drop following a firm, rather than that

of remaining analysts who follow the firm. The value of DROPijt is 1 if analyst i stops fol-

lowing firm j at quarter t + 1 (0 otherwise). This dummy variable measures the average

effect of analysts who drop coverage of a firm on their forecast accuracy, relative to the

peer analysts who continuously follow the firm.

We examine Research Question 2b to investigate whether retiring analysts’ (equiva-

lently, analysts who leave the I/B/E/S sample permanently) dropping coverage is related to

analysts’ forecast accuracy, considering the remaining peer analysts, after controlling for

the factors known to affect forecast accuracy:

ACCijt = b0 + b1DROPijt + b2RETIREit + b3DROPijt3RETIREit + b4LAGACCijt

+ b5FREQUENCYijt + b6BROKERSIZEijt + b7NFIRMijt + b8INDUSTRYijt

+ b9FIRMEXPijt + b10GENEXPijt + b11HORIZONijt + eijt:

We modified Clement and Tse’s (2005) model by employing dummy and interaction

variables, DROPijt, RETIREit, and DROPijt 3 RETIREit, to investigate the forecast accuracy

of retiring analysts who drop following a firm, rather than that of remaining analysts who

follow the firm. The value of RETIREit equals 1 if an analyst leaves the I/B/E/S
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permanently in the following quarter t + 1 (0 otherwise). RETIREit measures the average

effect of retiring analysts on their forecast accuracy. We define an interaction term,

DROPijt 3 RETIREit, which captures whether the forecast accuracy of an analyst who

stops following a firm depends on his departure from the I/B/E/S.

Empirical Results

This section reports descriptive statistics, univariate and multivariate results on analysts’

forecast accuracy when analysts make a coverage change.

Descriptive Statistics

Table 1 provides the sample selection and descriptive statistics. Panel A reports the sample

selection by year and coverage change, separately for coverage added and dropped. Panel

B reports the descriptive statistics that show the distribution of raw analyst characteristics.

To examine whether analysts’ adding coverage is related to their forecast accuracy, we

first identify the quarter of an analyst’s initial EPS forecast for a firm. Then, we compare

her initial forecast accuracy for a firm with her peers who have been following the same

firm.

To measure the impact of analysts’ dropping coverage on their forecast accuracy, we

identify the quarter of an analyst’s last EPS forecast available for a firm. As we cannot

exactly determine the date when an analyst stops covering a firm, we assume that last fore-

cast for the firm is most reflected by the analyst’s dropping coverage. Once we determine

an analyst’s last forecast for a firm, we compare the forecast accuracy of the firm with her

remaining peers.

As time proceeds, the frequency of analysts’ coverage change steadily increases for 28

years. Throughout the sample period, the ratio between sample forecasts and matched fore-

casts is approximately 1 to 5 except for some earlier periods. For the analyst’s adding cov-

erage, about 15% of the analysts’ forecasts are from the analysts who start to cover a firm.

Also, about 85% of the analysts’ forecasts are from the peer analysts who have been fol-

lowing the same firms. A similar composition is also observed for the sample of the ana-

lyst’s dropping coverage. About 14% of the analysts’ forecasts are from the analysts who

stop following a firm. About 86% of analysts’ forecasts are from the remaining peer

analysts.

Panel B finds that analysts follow an average of nearly 17 firms for a year (NFIRM).

The analysts’ average general experience (GENEXP) and firm-related experience

(FIRMEXP) are about 6 years and 3 years, respectively. On average, analysts issue about

one forecast for a firm-quarter (FREQUENCY). More than half of the analysts issue only

one forecast for a firm-quarter, as the median forecast frequency is 1. There are two notable

exceptions: First, the average size of a broker, as measured by the number of analysts

employed in a broker (BROKERSIZE), is larger than the median size. Thus, this sample

contains some very large firms. Second, the number of days from the forecast date to the

fiscal quarter-end (HORIZON) has a large median than mean. The 25th percentile is nega-

tive, which indicates that a significant number of analysts release their forecasts after fiscal

quarter-end but before earnings are announced. All variables are winsorized at 1% and

99%. On average, the number of analysts who added (dropped) coverage for a firm-quarter

is around two analysts. Furthermore, among the analysts who added (dropped) coverage for

a firm-quarter, less than one analyst is a rookie (retiring analyst).
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Table 2 finds that analysts’ forecast accuracy (relative to peer analysts who follow the

same firm) is positively related to the size of the broker and the frequency of forecasts. We

find that the experience-related variables (FIRMEXP and GENEXP) are significantly and

positively related with forecast accuracy (ACC). This means that the analysts’ forecast

accuracy improves as the analysts gain more experience. The forecast accuracy is also

negatively related to the number of firms and industries followed, and the forecast horizon.

Some variables are highly correlated to each other, raising the possibility of multicolli-

nearity. For example, the forecast frequency has a correlation of –.4833 with the forecast

horizon. As our sample is based on the last forecast, this is intuitive. As an analyst makes

more quarterly forecasts, the average number of days between the last forecast and the

announcement date falls. Also, the number of firms that an analyst follows is highly

Table 1. Sample Selection and Descriptive Statistics.

Panel A: Sample Selection by Year and Coverage Change, Separately for Coverage Added and
Dropped.

Coverage
Added Dropped

Year Sample Matched Sample + matched Sample Matched Sample + matched

1985 219 500 719 54 342 396
1986 454 1,079 1,533 152 762 914
1987 2,663 7,883 10,546 1,253 5,945 7,198
1988 3,336 11,118 14,454 1,364 7,510 8,874
1989 3,718 12,999 16,717 3,027 11,003 14,030
1990 3,046 12,289 15,335 1,306 8,516 9,822
1991 2,215 11,628 13,843 967 7,274 8,241
1992 1,839 10,976 12,815 1,416 10,181 11,597
1993 2,849 12,527 15,376 1,743 10,597 12,340
1994 3,794 18,682 22,476 2,695 15,933 18,628
1995 3,670 18,152 21,822 2,860 15,744 18,604
1996 3,775 17,114 20,889 2,728 15,077 17,805
1997 4,259 19,177 23,436 2,987 15,801 18,788
1998 4,645 21,701 26,346 3,391 18,076 21,467
1999 5,648 25,301 30,949 4,209 20,106 24,315
2000 5,041 23,179 28,220 4,456 20,993 25,449
2001 7,011 31,290 38,301 4,860 26,082 30,942
2002 6,328 30,631 36,959 4,931 25,931 30,862
2003 5,646 31,073 36,719 3,668 25,119 28,787
2004 5,461 33,447 38,908 3,829 27,253 31,082
2005 5,598 33,799 39,397 4,223 29,619 33,842
2006 5,797 35,786 41,583 4,458 30,335 34,793
2007 5,462 34,446 39,908 4,990 33,251 38,241
2008 5,470 35,488 40,958 5,446 34,288 39,734
2009 5,827 40,274 46,101 3,218 26,991 30,209
2010 5,340 41,906 47,246 3,596 32,308 35,904
2011 5,448 43,057 48,505 4,794 39,390 44,184
2012 5,247 41,790 47,037 4,693 39,506 44,199
Total 119,806 657,292 777,098 87,314 553,933 641,247

(continued)
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correlated with both the number of industries that an analyst follows and an analyst’s gen-

eral level of experience. The correlations are .3728 and .1971, respectively.

Finally, the general experience and the firm-specific experience are positively correlated

at .5908. To control for the possibility of multicollinearity, we run the tests with both and

only one of each potentially problematic set of variables. Untabulated results of the coeffi-

cients across these regressions are generally consistent, indicating that multicollinearity is

not a problem.

Univariate Result

In this section, we compare the mean of analysts’ forecast accuracy (ACC) between ana-

lysts who change coverage and their peer analysts.

Comparison of forecast accuracy. Table 3 examines how analysts’ adding and dropping

coverage is associated with their forecast accuracy. Panel A tabulates the mean forecast

accuracy and the difference in mean forecast accuracy between analysts who add coverage

of a firm (ADDijt = 1) and their peer analysts who have been following the same firm

(ADDijt = 0). Panel B tabulates the mean forecast accuracy and the difference in mean

Table 2. Pearson Correlation Among Forecasts and Analyst Characteristics.

ACC BROKERSIZE FREQUENCY NFIRM INDUSTRY HORIZON GENEXP FIRMEXP

ACC 1

BROKERSIZE .0181 1

(\.0001)

FREQUENCY .1183 .0669 1

(\.0001) (\.0001)

NFIRM –.0091 .0229 .0297 1

(\.0001) (\.0001) (\.0001)

INDUSTRY –.0268 –.0827 –.0214 .3728 1

(\.0001) (\.0001) (\.0001) (\.0001)

HORIZON –.1371 .0096 –.4833 –.0119 .0228 1

(\.0001) (\.0001) (\.0001) (\.0001) (\.0001)

GENEXP .0060 .0824 .0459 .1971 .1209 .0273 1

(\.0001) (\.0001) (\.0001) (\.0001) (\.0001) (\.0001)

FIRMEXP .0222 .0825 .0830 .1209 .0424 .0276 .5908 1

(\.0001) (\.0001) (\.0001) (\.0001) (\.0001) (\.0001) (\.0001)

Note. This table reports the Pearson correlations among analyst characteristics. To measure analyst’s EPS forecast

accuracy, we first define AFEijt as the absolute forecast error of analyst i for firm j in quarter t (=|forecasted EPS 2

actual EPS|). We report correlation coefficients based on raw values of BROKERSIZEijt, FREQUENCYijt, NFIRMijt,

INDUSTRYijt, GENEXPijt, FIRMEXPijt, and ACCijt (scaled) to see how analysts’ individual characteristics affect the (firm

effect controlled) forecast accuracy. Following Clement and Tse (2005), forecast accuracy (ACC) is defined such

that forecasts with lower absolute error are defined to have higher forecast accuracy. We scale forecast accuracy

(ACC) to range between 0 and 1, so that our results are less susceptible to extreme outliers. Otherwise, the mean

forecast accuracy (when aggregated across firms) will be skewed toward the subset of samples with high absolute

forecast error. All other variables are defined in Table 1. EPS = earnings per share.

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

Cheong et al. 11



forecast accuracy between analysts who drop coverage of a firm (DROPijt = 1) and the

remaining peer analysts who follow the same firm (DROPijt = 0).

The mean forecast accuracy, the difference in mean forecast accuracy, and t statistics

reported in this table are based on the Fama–MacBeth (1973) procedure: Compute the

mean accuracy each quarter, and report the time-series mean over the sample period (322

quarters).

For the analysts’ adding coverage of a firm, Panel A finds that the mean forecast accu-

racy of analysts who start following a firm is significantly lower (0.578) than forecast accu-

racy of analysts who follow the same firm (0.600). This means that the forecast accuracy

of analysts who just add to cover a firm is lower than that of peer analysts who are already

following the same firm. On average, it seems that when analysts add coverage of a firm,

their forecast accuracy is mitigated, possibly due to their lack of firm-specific experience.

Turning to analysts’ dropping coverage of a firm, Panel B finds that when analysts stop

following a firm, the mean forecast accuracy of the analysts is 0.525, which is significantly

lower than the forecast accuracy of their peer analysts who follow the firm (0.612). This

Table 3. Comparison of Forecast Accuracy.

Panel A: Comparison of Forecast Accuracy Between Analysts Who Add Coverage of a Firm and
Existing Peer Analysts Who Follow the Same Firm.

Variable Mean forecast accuracy t value

Added (ADD = 1) 0.578 184.03
Existing (ADD = 0) 0.600 305.23
Difference –0.022 –7.21

Panel B: Comparison of Forecast Accuracy Between Analysts Who Drop Coverage of a Firm and
Remaining Peer Analysts.

Variable Mean forecast accuracy t value

Dropped (DROP = 1) 0.525 162.52
Remaining (DROP = 0) 0.612 273.27
Difference –0.089 –22.73

Note. This table examines how analysts’ adding and dropping coverage is associated with their EPS forecast accuracy.

Panel A tabulates the mean forecast accuracy and the difference in mean forecast accuracy between analysts who add

coverage of a firm (ADD = 1) and their peer analysts who have been following the same firm (ADD = 0). Panel B

tabulates the mean forecast accuracy and the difference in mean forecast accuracy between analysts who drop

coverage of a firm (DROP = 1) and the remaining peer analysts who follow the same firm (DROP = 0). Following

Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower absolute error are defined

to have higher forecast accuracy. We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are

less susceptible to extreme outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be

skewed toward the subset of samples with high absolute forecast error. EPS = earnings per share.

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

The mean forecast accuracy, the difference in mean forecast accuracy, and t statistics reported in this table are

based on the Fama–MacBeth (1973) procedure: Compute the mean accuracy each quarter, and report the time-

series mean over the sample period (322 quarters).

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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suggests that when analysts drop coverage of a firm, the analysts seem to make less effort

to issue their forecasts, resulting in issuing less accurate forecasts than their peers.

Regression Result

In this section, we report the results of the estimating regression model that explains the

analysts’ forecast accuracy when the analysts add (drop) coverage of a firm using analyst

characteristics.

However, our time-series regression can spuriously show intertemporal persistence over

the years, simply due to analysts’ time-invariant characteristics. On top of it, our panel data

are susceptible to special events and unexpected variation, which can affect the analyst’s

forecast behavior. Furthermore, we might get correlated errors analyst-year level because it

is possible that analysts keep changing coverage of firms in their early career due to their

career concerns.

To address these issues, we employ a regression model with year fixed and analyst fixed

effects. Specifically, in Tables 4, 5, 6, and 7, Model 1 reports the results based without con-

sidering fixed effects, Models 2 and 3 report the results with adjusting year fixed effect,

and the results with adjusting both year and analyst fixed effects, respectively.

Regression of forecast accuracy of analysts who add coverage of a firm on analysts’ char-
acteristics. Table 4 investigates our Research Question 1a whether the analysts’ adding cov-

erage of a firm is associated with the analysts’ forecast accuracy, relative to the peer

analysts who follow the same firm, after controlling for the factors known to affect forecast

accuracy.

Table 3 documents that when an analyst adds coverage of a firm, the forecast accuracy

of the analyst for the firm is lower relative to the peer analysts who have been following

the same firm.

However, it is not clear whether the lower forecast accuracy of analysts who add cover-

age of a firm relative to their peer analysts is driven by the individual analyst’s characteris-

tics that we did not consider. For instance, relatively less experienced analysts than peer

analysts can issue less accurate forecasts when they add coverage of a firm. Analysts

employed by relatively small broker than peer analysts can be less accurate due to limited

available resources in the broker. In addition, the forecast accuracy of the analysts might be

mitigated due to their high workload if they follow more industries/firms than their peers.

To address the issues, we regress the analysts’ forecast accuracy after controlling for

individual analyst’s characteristics. We also include a dummy variable ADDijt to measure

the average effect of analysts who add coverage of firms on forecast accuracy.

To see whether the results from our analyses are sensitive to the adjustment of fixed

effects, we provide the results from the fixed effect regression models. More specifically,

in Table 4, Model 1 reports the results without considering fixed effects, Model 2 reports

the results with adjusting year fixed effect, and Model 3 reports the results with adjusting

both year and analyst fixed effects.

Table 4 finds that analysts’ forecast accuracy of the firm that they add coverage is sig-

nificantly lower relative to their peer analysts (The coefficient on ADD is –0.0316, Model

3 in Table 4) after controlling for the factors known to affect analysts’ forecast accuracy.

Specifically, the coefficients on ADD are –0.0418, –0.0410, and –0.0316 from Models 1, 2,

and 3, respectively, in Table 4, suggesting that the result is robust regardless of the three

regression models after controlling for analyst and year fixed effects. Also, our result is

Cheong et al. 13



Table 4. Regression of Forecast Accuracy of Analysts Who Add Coverage of a Firm on Analysts’
Characteristics.

ACCijt = b0 + b1ADDijt + b2FREQUENCYijt + b3BROKERSIZEijt + b4NFIRMijt

+ b5INDUSTRYijt + b6FIRMEXPijt + b7GENEXPijt + b8HORIZONijt + eijt:

Variables

Model Model Model
(1) (2) (3)

CONSTANT 0.6803*** 0.6804*** 0.6666***
(523.07) (522.74) (42.41)

ADD 20.0418*** 20.0410*** 20.0316***
(234.07) (233.24) (224.59)

FREQUENCY 0.0238*** 0.0225*** 0.0189***
(20.67) (19.56) (15.89)

BROKERSIZE 0.0065*** 0.0068*** 20.0070***
(5.46) (5.68) (23.31)

NFIRM 20.0049*** 20.0059*** 20.0077***
(23.40) (24.05) (24.10)

INDUSTRY 20.0174*** 20.0174*** 20.0095***
(213.51) (213.51) (25.66)

FIRMEXP 20.0093*** 20.0089*** 20.0100***
(26.76) (26.49) (26.81)

GENEXP 20.0009 0.0018 20.0246***
(20.62) (1.31) (28.90)

HORIZON 20.1328*** 20.1343*** 20.1386***
(2116.74) (2117.27) (2115.04)

Observations 777,098 777,098 777,098
R2 .028 .028 .027
Year fixed effect No Yes Yes
Analyst fixed effect No No Yes

Note. This table investigates our Research Question 1a whether the analysts’ adding coverage of a firm is

associated with the analysts’ EPS forecast accuracy, compared with the peer analysts who follow the same firm,

after controlling for the factors known to affect forecast accuracy. The value of ADDijt is 1 if analyst i starts to

follow firm j in each quarter t (0 otherwise). BROKERSIZEijt is the size of broker employing analyst i who follows

firm j in quarter t. FREQUENCYijt is the number of analyst i’s forecasts for firm j in quarter t. NFIRMijt is the number

of followed firms by analyst i who follows firm j in year t. INDUSTRYijt is the number of followed industries (two-

digit SICs) by analyst i who follows firm j in year t. HORIZONijt is the number of days from forecast issuance date of

firm j to firm’s fiscal quarter t by analyst i. GENEXPijt is the overall years of forecasting experience of analyst i who

follows firm j in quarter t. FIRMEXPijt is the firm-related years of forecasting experience of analyst i who follows

firm j in quarter t. Consistent with Clement and Tse (2005), all variables are scaled to range from 0 to 1:

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum) raw characteristics across all

analysts following firm j in quarter t.

Similarly, following Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower

absolute error are defined to have higher forecast accuracy:

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
,

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less susceptible to extreme

outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error. The t statistics are reported in parentheses. EPS = earnings per share;

SIC = Standard Industrial Classification.

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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Table 5. Regression of Forecast Accuracy of Rookie Analysts Who Add Coverage of a Firm on
Analysts’ Characteristics.

ACCijt = b0 + b1ADDijt + b2ROOKIEit + b3ADDijt3ROOKIEit + b4FREQUENCYijt

+ b5BROKERSIZEijt + b6NFIRMijt + b7INDUSTRYijt + b8FIRMEXPijt

+ b9GENEXPijt + b10HORIZONijt + eijt:

Model Model Model
Variables (1) (2) (3)

CONSTANT 0.6821*** 0.6819*** 0.6671***
(512.79) (512.34) (42.39)

ADD 20.0430*** 20.0424*** 20.0349***
(230.90) (230.42) (224.43)

ROOKIE 20.0188*** 20.0167*** 20.0091***
(26.96) (26.17) (23.04)

ADD 3 ROOKIE 0.0182*** 0.0175*** 0.0197***
(5.27) (5.05) (5.49)

FREQUENCY 0.0238*** 0.0226*** 0.0189***
(20.69) (19.60) (15.92)

BROKERSIZE 0.0064*** 0.0067*** 20.0069***
(5.41) (5.65) (23.27)

NFIRM 20.0054*** 20.0063*** 20.0075***
(23.75) (24.30) (23.97)

INDUSTRY 20.0174*** 20.0174*** 20.0093***
(213.57) (213.56) (25.58)

FIRMEXP 20.0105*** 20.0101*** 20.0112***
(27.57) (27.26) (27.52)

GENEXP 20.0020 0.0009 20.0241***
(21.43) (0.61) (28.70)

HORIZON 20.1326*** 20.1341*** 20.1386***
(2116.58) (2117.06) (2114.98)

Observations 777,098 777,098 777,098
R2 .028 .028 .027
Year fixed effect No Yes Yes
Analyst fixed effect No No Yes

Note. This table tests Research Question 1b to investigate whether rookie analysts’ adding coverage of a firm is

associated with analysts’ EPS forecast accuracy, considering the existing peer analysts, after controlling for the

factors known to affect forecast accuracy. The value of ROOKIEit is 1 if analyst i appears in the I/B/E/S for the first

time (0 otherwise). The value of ADDijt is 1 if analyst i starts to follow firm j in each quarter t (0 otherwise). ADDijt

3 ROOKIEit is the interaction term. BROKERSIZEijt is the size of broker employing analyst i who follows the firm j in

quarter t. FREQUENCYijt is the number of analyst i’s forecasts for firm j in quarter t. NFIRMijt is the number of

followed firms by analyst i who follows firm j in year t. INDUSTRYijt is the number of followed industries (two-digit

SICs) by analyst i who follows firm j in year t. HORIZONijt is the number of days from forecast issuance date of firm

j to the firm’s fiscal quarter t by analyst i. GENEXPijt is the overall years of forecasting experience of analyst i who

follows firm j in quarter t. FIRMEXPijt is the firm-related years of forecasting experience of analyst i who follows

firm j in quarter t. Consistent with Clement and Tse (2005), all variables are scaled to range from 0 to 1:

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum) raw characteristics across all

analysts following firm j in quarter t.
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consistent with the univariate result that analysts who add coverage of a firm issue less

accurate forecasts relative to their peer analysts covering the same firm.

As for results of the control variables in the regression models, they are generally con-

sistent with the previous literature. Specifically, analysts’ high workload (captured by the

coefficients on NFIRM and INDUSTRY) seems to diminish the analysts’ forecast accuracy.

The negative coefficient on HORIZON implies that as it approaches to forecast period end,

the forecast accuracy increases.

One noticeable finding in our result is that analysts’ forecast accuracy does not increase,

as analysts are more experienced (captured by FIRMEXP and GENEXP) and the coefficient

on GENEXP is only significant in Model 3. It is possibly because our analysis includes the

firm-quarter observations only when analysts change their coverage. In other words, we do

not consider the firm-quarter observations if no analysts make coverage changes. Hence,

due to the sample construction, our sample inevitably represents more observations from

less experienced analysts who add coverage of a firm.

Also, the coefficient on BROKERSIZE flips signs across the three models, and therefore,

it is only partially consistent with the prior literature that resources available to the analysts

employed large brokerage houses to help them issue more accurate EPS forecasts relative

to their peer analysts. This finding may be driven by the situation in which by controlling

both year and analyst fixed effects, we are additionally able to control year-analyst effects

that persist in our sample such as the observations with little variations in size of brokerage

firms over the years.

Regression of forecast accuracy of rookie analysts on analysts’ characteristics. Table 5

tests Research Question 1b to investigate whether rookie analysts’ adding coverage of a

firm is associated with the analysts’ forecast accuracy, relative to the existing peer analysts,

after controlling for the factors known to affect forecast accuracy.

The univariate result in Panel A of Table 3 shows that the forecast accuracy of the ana-

lysts who add coverage of a firm is lower relative to that of the peer analysts following the

same firm. Also, the result in Table 4 rules out the possibility that the lower forecast accu-

racy of analysts who add coverage is driven by the individual analyst’s characteristics such

as the broker size, experience, and high workload.

However, it is still not clear whether the low forecast accuracy of the analysts who add

coverage of a firm is due to the less experienced rookie analysts being more likely to issue

less accurate forecasts.

To address this issue, we regress analysts’ forecast accuracy after controlling for individ-

ual analyst’s characteristics. Also, we include dummy variables, ROOKIEit and ADDijt 3

ROOKIEit. See ‘‘Empirical Models’’ for detailed definition.

Similarly, following Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower

absolute error are defined to have higher forecast accuracy:

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less susceptible to extreme

outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error. The t statistics are reported in parentheses. EPS = earnings per share;

I/B/E/S = the Institutional Brokers’ Estimate System; SIC = Standard Industrial Classification.

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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Table 6. Regression of Forecast Accuracy of Analysts Who Drop Coverage of a Firm on Analysts’
Characteristics.

ACCijt = b0 + b1DROPijt + b2LAGACCijt + b3FREQUENCYijt + b4BROKERSIZEijt + b5NFIRMijt

+ b6INDUSTRYijt + b7FIRMEXPijt + b8GENEXPijt + b9HORIZONijt + eijt:

Model Model Model
Variables (1) (2) (3)

CONSTANT 0.6372*** 0.6385*** 0.5966***
(396.71) (396.96) (28.84)

DROP 20.0547*** 20.0547*** 20.0437***
(244.07) (243.91) (232.20)

LAGACC 0.0743*** 0.0734*** 0.0542***
(61.36) (60.68) (44.30)

FREQUENCY 0.0205*** 0.0188*** 0.0133***
(15.93) (14.54) (9.88)

BROKERSIZE 0.0054*** 0.0057*** 20.0043*
(4.19) (4.40) (21.83)

NFIRM 20.0069*** 20.0078*** 20.0066***
(24.39) (24.95) (23.17)

INDUSTRY 20.0143*** 20.0144*** 20.0085***
(210.24) (210.29) (24.62)

FIRMEXP 0.0012 0.0011 20.0015
(0.85) (0.79) (20.98)

GENEXP 20.0011 0.0020 20.0210***
(20.71) (1.30) (26.81)

HORIZON 20.1268*** 20.1291*** 20.1383***
(299.94) (2100.59) (2101.42)

Observations 641,247 641,247 641,247
R2 .039 .039 .034
Year fixed effect No Yes Yes
Analyst fixed effect No No Yes

Note. This table investigates Research Question 2a whether the analysts’ dropping coverage of a firm is associated

with analysts’ EPS forecast accuracy, considering the peer analysts who follow the same firm, after controlling for

the factors known to affect the forecast accuracy. The value of DROPijt is 1 if analyst i stops following a firm at

quarter t + 1 (0 otherwise). BROKERSIZEijt is the size of broker employing analyst i who follows firm j in quarter t.

FREQUENCYijt is the number of analyst i’s forecasts for firm j in quarter t. NFIRMijt is the number of followed firms

by analyst i who follows firm j in year t. INDUSTRYijt is the number of followed industries (two-digit SICs) by analyst

i who follows firm j in year t. HORIZONijt is the number of days from forecast issuance date of firm j to the firm’s

fiscal quarter t by analyst i. GENEXPijt is the overall years of forecasting experience of analyst i who follows firm j in

quarter t. FIRMEXPijt is the firm-related years of forecasting experience of analyst i who follows firm j in quarter t.

Consistent with Clement and Tse (2005), all variables are scaled to range from 0 to 1:

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum) raw characteristics across all

analysts following firm j in quarter t.

Similarly, following Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower

absolute error are defined to have higher forecast accuracy:
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Table 5 reports the results of estimating regression model after controlling for year and

analyst fixed effects. Model 1 is based on the results without considering fixed effects.

Models 2 and 3 are based on the results with adjusting year fixed effect, and both year and

analyst fixed effects, respectively.

The coefficients on ADDijt in our Models 1, 2, and 3 are all negative and significant,

suggesting that the forecast accuracy of the analysts who add coverage of a firm is lower

relative to their peers who have been following the firm. Also, the coefficient on ROOKIEit

is also significantly negative across three Models 1, 2, and 3, and it implies that the fore-

cast accuracy of rookie analysts is lower relative to experienced analysts. The coefficient

on the interaction term on ADDijt 3 ROOKIEit is significantly positive, while we find the

significantly negative coefficient on ROOKIEit.

We interpret the results in Table 5 that when analysts add coverage of a firm or the ana-

lysts are rookie with limited general experience, their forecast accuracy is lower relative to

their peers. On the contrary, rookies seem to make an extra effort to research the added

firm and end up issuing more accurate forecasts than peers, documented by the positive sig-

nificant interaction coefficient on ADDijt 3 ROOKIEit. Also, the rookie analysts do not

dominate our results as the coefficient on ADDijt 3 ROOKIEit is positive and the coeffi-

cient on ADDijt is negative in Model 3 of Table 5 (0.0197 vs. –0.0349).

Turning to control variables, as in Table 4, the coefficient on BROKERSIZE changes the

sign in Model 3, and it is significantly negative. The coefficient on GENEXP is only signif-

icant under Model 3 only. The rest of the control variables are consistent with the prior

research.

Regression of forecast accuracy of analysts who drop coverage of a firm on analysts’ char-
acteristics. Table 6 investigates Research Question 2a whether the analysts’ dropping cov-

erage of a firm is associated with the analyst EPS forecast accuracy, relative to the peer

analysts who follow the same firm, after controlling for the factors known to affect the

forecast accuracy.

Panel B of Table 3 documents that when an analyst drops coverage of a firm, the fore-

cast accuracy for the firm is lower relative to the remaining peer analysts. However, it is

not clear whether the lower forecast accuracy relative to his peers is driven by the individ-

ual analyst’s characteristics that we fail to control. For example, if an analyst’s workload is

heavier than his peers (proxied by the number of firms/industries that he follows), this

might explain why his forecast accuracy is lower than other analysts. Also, if the timing

when he issues his EPS forecasts is earlier than his peers, it can be associated with his fore-

cast accuracy negatively. Considering that analyst’s prior forecast accuracy does not

change over a short period of time, an analyst’s previous lower forecast accuracy of a firm

also can explain why an analyst has lower forecast accuracy than his peers this quarter.

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less susceptible to extreme

outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error. The t statistics are reported in parentheses. EPS = earnings per share;

SIC = Standard Industrial Classification.

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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Table 7. Regression of Forecast Accuracy of the Retiring Analysts Who Drop Coverage of a Firm
on Analysts’ Characteristics.

ACCijt = b0 + b1DROPijt + b2RETIREit + b3DROPijt3RETIREit + b4LAGACCijt

+ b5FREQUENCYijt + b6BROKERSIZEijt + b7NFIRMijt + b8INDUSTRYijt

+ b9FIRMEXPijt + b10GENEXPijt + b11HORIZONijt + eijt:

Model Model Model
Variables (1) (2) (3)

CONSTANT 0.6377*** 0.6391*** 0.5966***
(395.09) (395.31) (28.84)

DROP 20.0554*** 20.0550*** 20.0457***
(235.56) (235.21) (227.95)

RETIRE 20.0079*** 20.0098*** 20.0059**
(23.15) (23.92) (22.07)

DROP 3 RETIRE 0.0089*** 0.0099*** 0.0104***
(2.59) (2.90) (2.93)

LAGACC 0.0743*** 0.0734*** 0.0542***
(61.36) (60.68) (44.30)

FREQUENCY 0.0206*** 0.0188*** 0.0133***
(15.93) (14.53) (9.88)

BROKERSIZE 0.0054*** 0.0057*** 20.0042*
(4.15) (4.35) (21.80)

NFIRM 20.0071*** 20.0081*** 20.0064***
(24.50) (25.14) (23.08)

INDUSTRY 20.0143*** 20.0143*** 20.0084***
(210.22) (210.27) (24.58)

FIRMEXP 0.0012 0.0012 20.0015
(0.86) (0.81) (20.97)

GENEXP 20.0011 0.0020 20.0210***
(20.74) (1.27) (26.81)

HORIZON 20.1269*** 20.1292*** 20.1385***
(299.98) (2100.66) (2101.45)

Observations 641,247 641,247 641,247
R2 .039 .039 .034
Year fixed effect No Yes Yes
Analyst fixed effect No No Yes

Note. This table tests Research Question 2b to investigate whether retiring analysts’ (equivalently, analysts who

leave the I/B/E/S sample permanently) dropping coverage is associated with analysts’ EPS forecast accuracy,

considering the remaining peer analysts, after controlling for the factors known to affect forecast accuracy. The

value of RETIREit equals 1 if an analyst leaves the I/B/E/S permanently in the following quarter t + 1 (0 otherwise).

The value of DROPijt is 1 if analyst i stops following a firm at quarter t + 1 (0 otherwise). DROPijt 3 RETIREit is the

interaction term. BROKERSIZEijt is the size of broker employing analyst i who follows firm j in quarter t.

FREQUENCYijt is the number of analyst i’s forecasts for firm j in quarter t. NFIRMijt is the number of followed firms

by analyst i who follows firm j in year t. INDUSTRYijt is the number of followed industries (two-digit SICs) by analyst

i who follows firm j in year t. HORIZONijt is the number of days from forecast issuance date of firm j to the firm’s

fiscal quarter t by analyst i. GENEXPijt is the overall years of forecasting experience of analyst i who follows firm j in

quarter t. FIRMEXPijt is the firm-related years of forecasting experience of analyst i who follows firm j in quarter t.

Consistent with Clement and Tse (2005), all variables are scaled to range from 0 to 1:

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,
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To address the issue, we regress analysts’ forecast accuracy after controlling for individ-

ual analyst’s characteristics. We also include a dummy variable, DROPijt, to measure the

average effect of analysts’ dropping coverage of a firm on their forecast accuracy. Whereas

we do not consider fixed effect in Model 1, Models 2 and 3 do adjust year fixed effect, and

both year and analyst fixed effects, respectively.

Table 6 finds that analysts’ forecast accuracy of the dropped firm is significantly nega-

tive (The coefficient on DROPijt is –0.0437, Model 3 in Table 6) after controlling for the

factors known to affect analysts’ forecast accuracy. This result is robust regardless of the

regressions after controlling for analyst and year fixed effects (The coefficient on DROPijt

is –0.0547, Models 2 and 3 in Table 6). Also, this is consistent with the univariate result

that the forecast accuracy of analysts who drop coverage of a firm is lower than the remain-

ing peer analysts. The result in Table 6 suggests that analysts’ intention not to continue

issuing forecast for a firm can discourage them from spending much time on the firm,

resulting in low forecast accuracy.

As for control variables, analysts’ forecast accuracy in prior quarter is positively associ-

ated with current period forecast accuracy. It implies that forecast accuracy does not drama-

tically change over one quarter. The results of other control variables except for

BROKERSIZE, FIRMEXP, and GENEXP are qualitatively the same with the previous

results.

Specifically, the significantly positive coefficient on BROKERSIZE (which is an analyst

characteristic) becomes no longer significant once we control for analyst fixed effect. The

coefficients on FIRMEXP and GENEXP are not positively significant. One plausible expla-

nation is that FIRMEXP and GENEXP are associated with higher forecast accuracy (ACC)

because the more experienced analysts tend to revise and update their forecasts more fre-

quently (note the positive correlation between FREQUENCY, FIRMEXP, GENEXP, and

ACC in Table 2). This is why the coefficients on FIRMEXP and GENEXP are no longer

positively significant once we control for FREQUENCY in a multivariate regression.

Regression of forecast accuracy of retiring analysts who drop coverage of a firm on ana-
lysts’ characteristics. Table 7 tests Research Question 2b to investigate whether retiring

analysts’ (equivalently, analysts who leave the I/B/E/S sample permanently) dropping cov-

erage is associated with analysts’ forecast accuracy, relative to the remaining peer analysts,

after controlling for the factors known to affect forecast accuracy.

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum) raw characteristics across all

analysts following firm j in quarter t.

Similarly, following Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower

absolute error are defined to have higher forecast accuracy:

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less susceptible to extreme

outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error. The t statistics are reported in parentheses. EPS = earnings per share;

SIC = Standard Industrial Classification; I/B/E/S = the Institutional Brokers’ Estimate System.

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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The univariate result in Panel B of Table 3 shows that the forecast accuracy of analysts

who drop coverage of a firm is lower relative to that of remaining peer analysts. Also, the

result in Table 6 documents that the result is not driven by the individual analyst’s charac-

teristic such as the broker size, experience, and workload.

However, we cannot rule out the possibility that the result is due to the retiring analysts

being more likely to issue the less accurate forecasts. For example, retiring analysts could

be the analysts who stop their analyst career due to being poor forecasters during their

career.

To address this alternative explanation, we regress analysts’ forecast accuracy after con-

trolling for individual analyst’s characteristics. Also, we include dummy variables,

RETIREit and DROPijt 3 RETIREit. See ‘‘Empirical Models’’ for detailed definition.

Table 7 reports the result of estimating regression model after controlling for analyst

and year fixed effects. Model 1 does not consider any fixed effects. Model 2 considers year

fixed effect only, and Model 3 considers both year and analyst fixed effects. The coeffi-

cients on DROPijt in our Models 1, 2, and 3 are all negative and significant, suggesting that

the forecast accuracy of the analysts who drop coverage of a firm is lower relative to the

remaining peers. Also, the coefficient on RETIREit is significantly negative, and it implies

that the forecast accuracy of retiring analysts is lower relative to the remaining peer ana-

lysts. The interaction coefficient on DROPijt 3 RETIREit is significantly positive, while we

find the significantly negative coefficient on RETIREit.

We interpret the results in Table 7 that the accuracy of analyst’ forecasts differs depend-

ing on whether they plan to continue to work as an analyst. However, the accuracy of very

last forecast of firms from retiring analysts, on average, is significantly higher relative to

the remaining analysts.

It seems to capture the situation in which the retiring analysts might not necessarily be

the analysts who are fired due to their inferior forecasting ability. But they are the analysts

who reach the normal retirement age or resign voluntary. Under the circumstances, it is

more likely that retiring analysts would perform their forecast activity diligently, not result-

ing in issuing less accurate forecast than peers.

More importantly, retiring analysts do not dominate our results, considering that the

coefficient on DROPijt 3 RETIREit has a positive impact on forecast accuracy and the

coefficient on DROPijt has a negative impact on forecast accuracy (0.0104 vs. –0.0457) in

Model 3 of Table 7.

As for control variables, they are qualitatively the same with the results documented in

Table 6. The coefficient on BROKERSIZE is not significant, and FIRMEXP and GENEXP

flip the signs and significances.

Further Analysis

In this section, we perform further analyses to examine whether analysts’ industry expertise

is associated with the forecast accuracy of analysts who add coverage of a firm compared

with the peer analysts.

Primary Industry

Table 8 investigates whether there is a difference in analysts’ forecast accuracy between

the analysts who add coverage of a firm that is not within their primary industry and the

analysts who are already following the firm.
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Table 8. Regression of Forecast Accuracy of Analysts Who Add Coverage of a Firm That Is Not
Within Their Primary Industry

ACCijt = b0 + b1ADDijt + b2NPRIM INDit + b3ADDijt3NPRIM INDit + b4FREQUENCYijt

+ b5BROKERSIZEijt + b6NFIRMijt + b7INDUSTRYijt + b8FIRMEXPijt

+ b9GENEXPijt + b10HORIZONijt + eijt:

Model Model Model
Variables (1) (2) (3)

CONSTANT 0.6940*** 0.6926*** 0.6826***
(472.75) (462.53) (43.07)

ADD 20.0458*** 20.0460*** 20.0404***
(221.95) (222.03) (219.14)

NPRIM_IND 20.0202*** 20.0182*** 20.0112***
(219.87) (216.41) (28.87)

ADD 3 NPRIM_IND 0.0108*** 0.0108*** 0.0142***
(4.47) (4.47) (5.73)

FREQUENCY 0.0239*** 0.0230*** 0.0189***
(20.75) (19.97) (15.96)

BROKERSIZE 0.0061*** 0.0065*** 20.0069***
(5.12) (5.42) (23.27)

NFIRM 20.0080*** 20.0082*** 20.0081***
(25.48) (25.64) (24.27)

INDUSTRY 20.0159*** 20.0160*** 20.0094***
(212.32) (212.46) (25.59)

FIRMEXP 20.0145*** 20.0138*** 20.0131***
(210.28) (29.74) (28.69)

GENEXP 20.0094*** 20.0068*** 20.0261***
(26.39) (24.45) (29.36)

HORIZON 20.1331*** 20.1339*** 20.1385***
(2117.05) (2116.85) (2114.91)

Observations 777,098 777,098 777,098
R2 .029 .029 .027
Year fixed effect No Yes Yes
Analyst fixed effect No No Yes

Note. This table investigates whether there is a difference in analysts’ EPS forecast accuracy between the analysts

who add coverage of a firm that is not within their primary industry and the analysts who are already following the

firm. The value of NPRIM_INDit is 1 if analyst i follows a firm j in each quarter t, not from their primary industry (0

otherwise). The value of ADDijt is 1 if analyst i starts to follow a firm j in each quarter t (0 otherwise). ADDijt 3

NPRIM_INDit, is the interaction term. BROKERSIZEijt is the size of broker employing analyst i who follows firm j in

quarter t. FREQUENCYijt is the number of analyst i’s forecasts for firm j in quarter t. NFIRMijt is the number of

followed firms by analyst i who follows firm j in year t. INDUSTRYijt is the number of followed industries (two-digit

SICs) by analyst i who follows firm j in year t. HORIZONijt is the number of days from forecast issuance date of firm

j to the firm’s fiscal quarter t by analyst i. GENEXPijt is the overall years of forecasting experience of analyst i who

follows firm j in quarter t. FIRMEXPijt is the firm-related years of forecasting experience of analyst i who follows

firm j in quarter t. Consistent with Clement and Tse (2005), all variables are scaled to range from 0 to 1:

Characteristicijt =
Raw Characteristicijt � Raw Characteristic minjt

Raw Characteristic maxjt � Raw Characteristic minjt
,

where Raw_Characteristic minjt and Raw_Characteristic maxjt are minimum (maximum) raw characteristics across all

analysts following firm j in quarter t.
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Table 4 finds that analysts’ forecast accuracy of a newly added firm is significantly less

accurate than their peers. Table 5 suggests that the rookie analysts seem to expend an extra

effort to research the firms that they add coverage and end up issuing more accurate fore-

casts than their peers.

Even though we regress forecast accuracy after controlling for individual analyst’s char-

acteristics, it is still possible that our result is from the analysts’ adding coverage of a firm

where its earnings is difficult to predict. However, it is not easy to empirically determine

the level of difficulty to predict earnings as the level of difficulty may be different depend-

ing on individual analyst’s perception.

To address the issue, first, we assume that an analyst’s primary industry would be the

area in which she is familiar, and therefore would be more accurate in predicting earnings.

Then, we regress analysts’ forecast accuracy after controlling for individual analyst’s char-

acteristics, and employing dummy and interaction variables, NPRIM_INDit, ADDijt, and

ADDijt 3 NPRIM_INDit. Specifically, we define the dummy variable NPRIM_INDit as 1

when analyst i follows a firm within her nonprimary industries (0 otherwise). Primary indus-

try is analyst i’s most frequently following industry (based on two-digit SIC code) in a year

t. We define an interaction term, ADDijt 3 NPRIM_INDit, which captures whether the fore-

cast accuracy of an analyst who adds coverage of a firm depends on his industry expertise.

We construct the regression model following Clement (1999), Jacob et al. (1999), and

Clement and Tse (2005) to see the effects of analysts’ coverage change on analyst forecast

accuracy after controlling for individual analyst’s characteristics. As our emphasis is on the

forecast accuracy of analysts who add coverage of a firm that is not within their primary

industry rather than that of all analysts who follow the firm, we add dummy and interaction

variables, NPRIM_INDit, ADDijt, and ADDijt 3 NPRIM_INDit, to the existing model.

Also, to see whether the results from our regression model are susceptible to the control

of year and analyst fixed effects, we construct three models: (a) no adjustment on fixed

effect, (b) adjustment on year fixed effect, and (c) adjustment on year and analyst fixed

effects. We use the following regression model to test:

ACCijt = b0 + b1ADDijt + b2NPRIM INDit + b3ADDijt3NPRIM INDit

+ b4FREQUENCYijt + b5BROKERSIZEijt + b6NFIRMijt + b7INDUSTRYijt

+ b8FIRMEXPijt + b9GENEXPijt + b10HORIZONijt + eijt:

Table 8 shows the result of estimating regression of the forecast accuracy from the ana-

lysts who add coverage of a firm that is not within their primary industry. Consistent with

Similarly, following Clement and Tse (2005), forecast accuracy (ACC) is defined such that forecasts with lower

absolute error are defined to have higher forecast accuracy:

ACCijt =
AFE maxjt � AFEijt

AFE maxjt � AFE minjt
:

We scale forecast accuracy (ACC) to range between 0 and 1, so that our results are less susceptible to extreme

outliers. Otherwise, the mean forecast accuracy (when aggregated across firms) will be skewed toward the subset

of samples with high absolute forecast error. The t statistics are reported in parentheses. EPS = earnings per share;

SIC = Standard Industrial Classification.

*, **, and *** denote significance at the 10%, 5%, and 1% significance levels, respectively.
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the previous results, the overall average effect on forecast accuracy of analysts who add

coverage of a firm (ADDijt) is negative across all models (–0.0458, –0.0460, and –0.0404,

Models 1, 2, and 0.0404, Model 3 in Table 8). When an analyst adds coverage of a firm

that is not within their primary industry, the overall average effect on accuracy

(NPRIM_INDit) is negative (–0.0112), which supports our assumption that analysts feel

less familiar with the firms if they do not have an industry expertise. The coefficient on

ADDijt 3 NPRIM_INDit is significantly positive.

We interpret the results in Table 8 that an analyst is more accurate when forecasting a

firm from their primary industry. However, when analysts add coverage of a firm that is

not within their primary industry, our results suggest that analysts tend to pay more atten-

tion to the newly added firm to compensate for their nonproficiency of the industry knowl-

edge and issue more accurate forecasts than their peers.

Also, the forecast accuracy of analysts who add coverage of a firm that is not within

their primary industry does not dominate our results as the coefficient on ADDijt 3

NPRIM_INDit is positively related to forecast accuracy and the coefficient on ADDijt is

negatively related to forecast accuracy (0.0142 vs. –0.0404) in Model 3 of Table 8.

Turning to control variables, as documented in Tables 4 and 5, the coefficients on

BROKERSIZE, FIRMEXP, and GENEXP are not consistent with the prior literature. The

coefficient on BROKERSIZE changes the sign after adjusting for both year and analyst

fixed effects (Model 3). Analysts’ general or firm-related experience is significantly inver-

sely related to analysts’ forecast accuracy across three models.

Information Environment: Information Uncertainty and Regulation Fair
Disclosure (RegFD)

We have documented that our results are not driven by the rookie/retiring analysts, nor the

analysts who add coverage of firms that are not within their primary industry. In this sub-

section, we examine whether the firm’s information environment in which analysts operate

is associated with the forecast accuracy when analysts change coverage of firms.

Prior literature documents that analysts’ forecast accuracy is closely related to the ana-

lyst information environment. For example, Hou, Hung, and Gao (2014) find that investors’

reactions to analysts’ earnings forecast revisions depend on the information uncertainty.

Also, focusing on the structural change in information environment due to the Regulation

Fair Disclosure (RegFD), Palmon and Yezegel (2011) find decreased usefulness of ana-

lysts’ stock recommendations during the post-RegFD period.

To investigate how firm’s information environment plays a role in terms of analyst fore-

cast accuracy when they change coverage of firms, we split the sample into pre- and post-

RegFD periods (1985-1999 and 2001-2012), and examine the difference in forecast accu-

racy when an analyst changes the coverage.

Consistent with previous findings, untabulated results show that when an analyst adds or

drops coverage of a firm, their forecast accuracy is lower than that of other analysts who

follow the same firm at the same time. More specifically, we find that both coefficients on

ADD/DROP are less negative during the post-RegFD period. The coefficients on ADD

(DROP) during the pre- and post-RegFD are –0.0347 (–0.0412) and –0.0292 (–0.0342),

respectively. This implies that the difference between the analysts who add (drop) coverage

of firms and existing (remaining) analysts has decreased after RegFD. Therefore, it sug-

gests that the reduction in information disparity between analysts who added/dropped
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coverage and their peers leads to a smaller difference in forecast accuracy, consistent with

Palmon and Yezegel (2011), and Findlay and Mathew (2006).

Conclusion

This article revisits the conflicting results in prior research, and examines whether analysts’

forecast accuracy is higher or lower when an analyst adds or drops coverage.

We find that when analysts add coverage for a firm, their forecast accuracy is signifi-

cantly lower relative to their peers who follow the same firm. We examine the possibility

that our finding is driven by rookie analysts (analysts with less than 1-year experience)

being more likely to issue less accurate forecasts. While the forecast accuracy of rookies is

lower relative to that of experienced analysts, we find that their forecast accuracy is higher

relative to their peers when adding coverage (consistent with making a good ‘‘first

impression’’).

When analysts drop coverage for a firm, their forecast accuracy (based on their last fore-

cast) is also significantly lower relative to that of their peer analysts. We explore the possibil-

ity that our finding arises from retiring analysts (i.e., analysts who are within their final year

before retiring). While the forecast accuracy of retiring analysts is significantly lower relative

to those who are not retiring, we find that their forecasts for dropped firms (i.e., final fore-

cast) are more accurate relative to their peers (consistent with leaving a good ‘‘final

legacy’’). This suggests that analysts put in extra effort for their final analysts’ report.

Finally, we investigate the impact of industry expertise on their forecast accuracy. We

consider the case in which analysts add coverage of a firm that is not within their primary

industry. We find analysts’ forecast to be less accurate for firms that are not within their

primary industry. However, when analysts add coverage of a firm from their nonprimary

industries, our results suggest that analysts tend to pay more attention to the newly added

firm to make up for their limited industry knowledge, resulting in more accurate forecasts

relative to their peers.

In conclusion, this study is motivated by the two streams of conflicting literature, and

seeks to understand the accuracy of forecasts when an analyst adds or drops coverage for a

firm. We find that both streams of conflicting literature are only partially correct (and par-

tially wrong). Our results indicate that the accuracy of analysts’ first forecast for a firm

(newly added coverage) is lower relative to their peers. In addition, the accuracy of their

last forecast (just before coverage is dropped) is lower relative to their peers. Our results

are not driven by rookies or retiring analysts.
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Notes

1. See, for example, Brown (1993); Stickel (1993); Sinha, Brown, and Das (1997); and Cheong and

Thomas (2011). For an excellent overview of the literature, see Ramnath, Rock, and Shane

(2008).

2. Throughout the article, the peer analysts refer to the analysts who follow the same firm at the

same time when analysts’ coverage changes.

3. Note that the number of observations in McNichols and O’Brien (1997, Table 4) differs across

the sample classification. In untabulated analysis, we replicate McNichols and O’Brien (1997) by

employing their accuracy measure of absolute forecast error deflated by price and unpaired two-

sample test. Consistent with their study, we find that analysts who drop coverage of a firm issue

less accurate forecasts than the other remaining analysts. But contrary to their study, we find that

analysts who add coverage of a firm also issue less accurate forecasts than the other existing ana-

lysts. The reason why we do not find completely consistent results is likely due to the differences

in time period and/or sample composition. Their study uses the Research Holding Ltd database,

whereas our study uses the Institutional Brokers’ Estimate System (I/B/E/S) database.

4. Our result is consistent with those of Brown, Call, Clement, and Sharp (2015) who found indus-

try knowledge to be an important input to analysts’ earnings forecast.
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