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loT-Based Wireless Networking

for Seismic Applications
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Abstract

There is growing pressure from regulators on operators er@dto increasingly stricter regulations
related to the environment and safety. Hence operatorsegpgred to predict and contain risks related
to hydrocarbon production and their infrastructure in ortdemaintain their license to operate. A deeper
understanding of production optimization and productielated risk requires strengthened knowledge
of reservoir behavior and overburden dynamics. To accalmpihis, sufficient temporal and spatial
resolution is required as well as an integration of variomsrees of measurements. At the same time,
tremendous developments are taking place in sensors, riatwand data analysis technologies. Sensors
and accompanying channels are getting smaller and cheapgkyet they offer high fidelity. New
ecosystems of ubiquitous wireless communications inolgidinternet of Things (IoT) nowadays allow
anyone to affordably connect to the Internet at any time arydvaere. Recent advances in cloud storage
and computing combined with data analytics allow fast arfitient solutions to handle considerable
amounts of data. This paper is an effort to pave the way foloéikpg these three fundamental advances
to create loT-based wireless networks of seismic sensors.

To this aim, we propose to employ a recently developed Isebavireless technology, so called low-
power wide-area networks (LPWANS), to exploit their longga, low power, and inherent compatibility
to cloud storage and computing. We create a remotely-ogératnimum-maintenance wireless solution
for four major seismic applications of interest. By propasappropriate network architecture and data
coordination (aggregation and transmission) designs we $hat neither the low data-rate nor the low
duty-cycle of LPWANs impose fundamental issues in handingonsiderable amount of data created
by complex seismic scenarios as long as the applicationléydelerant. In order to confirm this claim,
we cast our ideas into a practical large-scale networkirgigdefor simultaneous seismic monitoring
and interferometry and carry out an analysis on the datarggoe and transmission rates. Finally, we
present some results from a small-scale field test in whichhaxee employed our loT-based wireless

nodes for real-time seismic quality control (QC) over clsud
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[. INTRODUCTION AND RELATED WORK

Wireless communications has been the driving force behimel af the largest and most successful
sectors of industry during the past three decades. Theotl®cinications industry has become very
mature from both technological and infrastructural pecfipes; nowadays, it is possible to handle a
gigantic amount of data transmission and coordinationablstand efficient ways. With the development
of 3G and 4G technologies, and 5G on the way, wireless congations has proven to be capable of
handling complex transmission media and mobility in a rolfashion. Obviously, there is a tremendous
potential in wireless communications which is applicaldleséveral other industries.

The Oil and Gas industry as a whole and seismic applicationparticular are good examples where
an efficient data aggregation, transmission and storagetakenging due to the size of data and/or
complications imposed by the environment. As an example,téthnical and operational difficulties
associated with scaling up cable-based land seismic dpesatotivate incorporating the potentials of
wireless sensors in today’s seismic activities. This isabse cables are vulnerable to environmental
effects and can create interference on neighboring caDieshe contrary, wireless sensors can be lighter
and maybe cheaper per channel than the cable-based sens@isd dramatically easier to transport,
install and retrieve. Besides, no cables involved deceetise excessive weight of cable-based seismic
recording systems and makes transportation of the nodegpeheand at the same time rules out issues
such as tangling and cable-break repairs. More detailepadson between wired and wireless seismic
systems can be found in (Pellegrigbal. (2012); Kendall (2015); Allinson (2009); Holliet al. (2005)).
These advantages make wireless sensors a good choice folidtkaéng situations: first, locations difficult
to reach and navigate, such as dunes, Jebels, and moustaireas such as foothills and fold and thrust
belts; second, temporary installations or surveys whiehsaipposed to move rapidly to another location;
third, remote locations with limited or no power access tigtowires. Therefore, immediate applications
in our line of business such as quality control (QC) in harshirenments and monitoring in remote
areas can benefit from networked wireless sensors. Now@iWyanced wireless networking protocols and
distributed data storage/processing can clearly add \atdesave us time and money.

An overview of suitable wireless technologies in the markéh the potential to be used in seismic
operations as well as some networking ideas are providedanaG2008). There are studies which
particularly target ground motion and landslide monitgrar early warning systems for volcanic activities
such as (Flemingt al. (2009); Pereiraet al. (2014); Fischeget al. (2009); Huskeret al. (2008); Weber
et al. (2007); Srinivas and Rao (2014); Picoatial. (2010)); there are also those who focus mostly

on exploration seismic acquisition (Tran (2007); Barak&08); Savazzi and Spagnolini (2008); Savazzi
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et al. (2009a,b); Savazzi and Spagnolini (2009); Savaral. (2010, 2011)). Each of these categories
target different wireless technologies and networkingigiesbased on what the nature of the scenario
demands. Some ideas on using wireless sensor networks ifoniseacquisition are sketched in Tran
(2007) wherein different layers of the network design froiffiedent physical layer (PHY) technologies
(WiFi, WIMAX, LTE. etc.) up to appropriate routing protocohre briefly discussed. Similar discussions
with more information on network synchronization can benfduin Barakat (2008).

The general idea in the literature for seismic data acduoisis to define clusters and sub-clusters of
nodes where each node has limited range and capacity. Theralso multiple higher capacity data-
gathering (or relaying) nodes per sub-cluster in order ftecothe data and then forward them through
the other relaying nodes to a nearby gateway associateccloahaster. From the closest relaying node
(so-called cluster-head) the data can be transmitted ®ngats and then relayed through the gateways
with a few hops until it reaches a central data storage/ggng unit such as a truck nearby the acquisition
site (Savazzi and Spagnolini (2008); Savaeizel. (2009a,b, 2011)). The idea inside each sub-cluster
is to use short-range ultra-wideband (UWB) communicatezhhologies employing multi-band OFDM
(MB-OFDM) Batra et al. (2004). Such technologies offer high data-rates (aroltd Mbps) in short
ranges and an acceptable time-based self-localizaticsitplities in case global positioning system (GPS)
is not available per node. It is proposed to use extended Wdtinology for the gateways to reach the
storage/processing unit. Detailed discussions on thdangumedium-access-control (MAC) and self-
localization of the network can be found in (Savazzi and 8p#gi (2008); Savazzet al. (2009a,b);
Savazzi and Spagnolini (2009); Savaerzal. (2010, 2011)). When it come to early warning systems for
volcanic activities and ground motion monitoring, the n@mbf sensors is typically substantially less
compared to seismic acquisition because a limited numbsew$ors are spread over a large area. As a
result, the general idea here is to employ long-range vaselechnologies such as extended WiFi Weber
et al. (2007), or some other long-range radio frequency (RF) teldgies within the wireless local area
networks (WLAN) family Huskeret al. (2008). In the literature, these networks are typicallyl laut
based on an extended star topology. At the center of eackhstar is a leading (or data-gathering) node,
and these leading nodes are typically connected throudh litgrate digital subscriber line (HDSL) or
fiber optic connections.

The downside of the proposed approaches in the literatutieaistypically such high data-rate tech-
nologies are relatively expensive and also too power-aoingy, especially when applied to large-scale
networks. Their high data-rate in practice might not be ssag/ because most seismic applications can
tolerate a reasonable amount of delay in transmission @f. d&hile there is a large body of literature

in the telecommunications sector on addressing all of thevealthallenges in great details within a
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different context, not much can be found on wireless netwaekign for a broader range of seismic
applications. What exists in literature is typically dasdg to fit a specific application or a location rather
than a general study of the problem. Most of the existing wakggest using mature high data-rate
wireless technologies in the market without appropriatesateration of their imposed cost and power
consumption load for large-scale networking.

An important phenomenon we have observed and incorpomatiusi paper is the advent of low-power
wide-area (LPWA) wireless technologies in the market. Eheshnologies are the response of wireless
communications and cellular networks to the upsurge ohttie that the “Internet of Things” (IoT) has
recently received. LPWA networks (LPWANS) are best suitadapplications that require a low data-rate
but have to typically transmit over a long range in a battenjted mode. It turns out that for a range
of seismic applications (detailed in the next section) we actually live with the provided data-rates by
LPWANSs. As a result, their low price per module, reasonablygl range, and low power consumption
makes them promising options for our networking design® movelty of this paper is four-fold. First,
we put LPWANSs at the core of our networking design allowingaigxploit the potentials of loT-based
wireless networks. Second, we develop network architesttimat are a natural fit to a combined IoT -
cloud storage/computing framework, which as a result caa laénefit from a wide variety of cloud-based
data analytics techniques. Third, we propose a cross-lagavorking approach fitting the duty-cycled
paradigm of LPWANs where we formulate how the operationéyiolerance of the network in terms of
data delivery, the required data-rate and data frame stietre inter-related. We end up with appropriate
closed-form formulas enabling us to compute an estimatbefaquired data-rate for the target wireless
technology. Finally, we put all these into practice by desig an loT-based large-scale wireless network
as well as by conducting a small-scale field test.

The rest of the paper is organized as follow. We, first hidttliftpur potential application scenarios.
We then propose two different categories of network archites based on the two classes of LPWANS,
one capitalizing on the existing cellular infrastructuaed the other one revolving around a hybrid of
private-cellular networks. With the PHY network architget in place, we move on to a cross-layer
design in order to efficiently handle transmission of commeismic recordings. Due to limited space
we omit higher-layer networking aspects such as networktsymization, localization, and data storage.
We highlight that clouds are a natural choice for our dataag@/analysis, given the fact that our target
wireless technology LPWA is built to fit into a combined lolbed computing/storage platform. Next,
we look into how our networking designs could be applied t@mssr network for simultaneous seismic
monitoring and interferometry over a producing field. Welgrathe data generation rates of the network

to show that they can be handled by the LPWANSs. We also pressam rough cost estimates for network
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Fig. 1. Ground motion monitoring network in the southern Apiees Webekt al. (2007). The squares represent the network
stations and the circles the local control centers (LCChg Gray lines are the radio links between the stations and @s,
and the dashed lines are planned synchronous digital bigréd&DH) carrier-class radio upgrades for early-warnippligations.
The triangles represent radio repeater points.

setup and maintenance. Finally, we briefly present proafenfcept field-test results for seismic QC with

wireless nodes.

Il. SCENARIOS OFINTEREST. SEISMIC SETUP AND DATA GENERATION

There are four major scenarios of interest in this paperclwvhre of practical importance in the seismic
domain. The corresponding systems might generate intemhiftriggered) seismic data as in earthquake
monitoring systems, or sometimes their data should be dedocontinuously to create meaningful maps,
as in seismic interferometry. In the following, we brieflypdain our scenarios of interest, and roughly
outline their areal coverage and data generation size.ldNpteve believe that there are several other
applications in the Oil and Gas industry where our wirelesdsvorking ideas can be applied with minimum

modification.

A. Ground Motion Monitoring (GMM)

Even though ground motion monitoring (GMM) is not traditidly an application in the area of
exploration seismology, it is still a relevant seismic dgtion for which considerable amount of wireless
studies have been conducted. Therefore, we can learn Valiesisons from such studies (Flemietgal.
(2009); Pereirat al. (2014); Fischeet al. (2009); Huskegt al. (2008); Webekt al. (2007); Srinivas and
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Rao (2014); Picozzét al. (2010)). GMM is an on-demand operation in which sensor nggesphones

or accelerometers) continuously observe signals but daly eecording data when an event (surpassing
pre-defined threshold magnitude) occurs. This leads t@gdribased on which the nodes start recording
data and this data needs to be kept for later analysis or bhentitted for immediate actions in early-
warning systems. Sometimes the nodes keep on recording \@rdriing their readings for a period
of time in their memory buffer and once they are triggereddh&a corresponding to a short time-span
before and after the trigger are kept as useful data andpstnitted. The size of data to be transmitted
per node is a product of the number of triggers by the size afroed data per trigger. The recorded
data should have a good resolution (high sampling rate asal ligh number of bits per sample) in
order to ensure accurate source mechanism and sourceoloesiimation. GMM scenarios are not so
demanding in terms of data generation/transmission bectiggers do not happen very often. With
regards to setup, such scenarios are typically comprisedl (fw) tens-to-hundreds of sensors spread
over an area of a few (hundreds of) kilometers squared. Tk@ns on average spacing of the adjacent
nodes can be of the order of kilometers which is a challengar@meter as far as wireless transmissions
are concerned. Fig. 1 depicts a wireless network designanStiuthern Apennines (ltaly) for an early
earthquake warning system. The wireless network enablés efficiently transmit the triggered sensor
data and thus make fast and appropriate decisions for algreyistems. We should highlight that here
the scenario of interest for us is still delay-tolerant aneésinot necessarily have to transmit all the data

very fast and immediately.

B. Ambient Noise Seismic Interferometry (ANS)

Ambient noise seismic interferometry (ANSI) allows geosigists to gain important information about
shallow subsurface, as well as to estimate and remove gralndNSI can be applied to both passive and
active seismic scenarios. It utilizes the cross-cormtetiof signals at different receiver pairs to reconstruct
the Green’s functions of the subsurface between the reacpaies. The theory of seismic interferometry
is based on the seminal work presented in (Campillo and RA@3); Shapiro and Campillo (2004)).
In practice, these cross-correlations should be computedalong time (large span of continuous-time
recordings) in order to converge to Green’s function. It nggan contrast to GMM and early warning
systems, seismic interferometry requires the sensors ép k@ recording their noise readings. These
recordings should then be transmitted to a fusion cente) (BCcreating maps and for the analysis
of the subsurface. It is preferred that this continuousborded data can be transmitted in a real-time
fashion or regularly for subsurface monitoring purposéss highlights the importance of an appropriate

wireless network design to efficiently handle the delivefyh® data. The noise can be recorded with a
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Fig. 2. Roving seismic interferometry network operated bglSin Groningen, the Netherlands. The dots repre8esimponent
sensors, and the green area on the map is the outline of thenGem field.

low sampling rate as well as a low resolution (number of bés gample) and still provide the required
information from the shallow subsurface when cross-cateel. This fortunately keeps the data generation
at a reasonably low rate. The challenge here is mostly dueetodntinuous recording and transmission of
data. Regarding the setup, interferometry networks areallp dense networks containing thousand(s) of
nodes deployed over a region of many squared kilometers.rAsudt, spacing among neighboring nodes
can be as large as few hundred meters up to about a kiloméger2 Fepicts a roving interferometry

network consisting of more tha400 3-component sensors in Groningen, the Netherlands.

C. Microseismic Fracture Monitoring (MFM)

Microseismic fracture monitoring (MFM) provides importanformation about volumetric stress/strain
and failure mechanisms in reservoirs and thus helps to aeagd affect the productivity level of wells
using hydraulic fracturing (Jamali-Raati al. (2015); LeCampioret al. (2004)). The hydraulic fracturing
process is shown in Fig. 3. Sensors used for microseismidtanmy can be installed in a borehole
as well as at the surface. Here, we focus on sensor netwokeyael on the surface for microseismic
monitoring. The area of interest for fracture monitoringitally extends to about a kilometer squared

and sensors are normally placed evéfyto 100 meters depending how accurate moment tensors and
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Fig. 3. A typical hydraulic fracturing setup where a higtegsure fluid is injected into a wellbore to create cracks epe®ck
formations through which oil and/or gas will flow more freédpwers (2013).

location information of fractures should be estimated. Whaecorded per sensor is the full trace data
in a continuous fashion typically for a few hours. In somensec®s sensors are only triggered when
the hydraulic material is injected in order to create freesu In such a case recorded data should be
transmitted continuously or in a real-time fashion to beeabl keep track of fracture extension. From
data size (per sensor) perspective this scenario is rebatdemanding. However, the total amount of

data is not huge as the number of sensors is relatively lonwpeoad to the other scenarios of interest.

D. Quality Control for Active Land Seismic Surveys (QCLYS)

Active seismic surveys are large and lengthy undertakidgsal coverage of an active spread is
roughly 100 km?. Spacings of sensors along the receiver lines (in-linector) is typically 12.5 m to
25 m and the spacing of receiver lines in the other (cross-kir@ction is abouR00 meters. This means
there can be tens of thousands to even hundred thousandssoirsen place. Fig. 4 shows a traditional
cable-based seismic acquisition scenario. Acquisiti@warontrol the quality of the acquisition through
a few parameters for every shot on a selection of stationyesece in a while, typically on a daily
basis. These parameters include root-mean-squared (RMS) tevel per channel, geophone tilt, etc. It
is of high interest also if sensors can report QC alerts, ssctheft (based on significant change of their
locations), or unexpected battery issues. In contrastedMRM, here the size of data per sensor is only a

few bytes in the worst case whereas the number of sensorgés fitis besides relatively close spacing
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Fig. 4. Traditional cable-based seismic acquisition wéhst of thousands of nodes connected through cables Ke2@dlb).

of sensors along the in-line direction necessitates ardiffeapproach for collecting, coordinating and
transferring the data through a wireless network. SometiQ¥€ is conducted on a per-shot-basis wherein
only a subset of nodes could be monitored for each shot. [iqrty incorporated in data communication
protocol, this inherent per-shot scheduling helps to redhe communication burden.

Table | summarizes the main features of the four scenariastefest we discussed in this section. In
an on-demand operation, the data is recorded intermitématbed on a trigger whereas in a continuous

operation data is recorded continuously.

TABLE |
SCENARIOS OFINTEREST AND THEIR FEATURES

Scenario No. of Nodes Spacing Area Covered Type of Operation

GMM 10 — 100 1—20 km 100 — 1000 km? On-demand

ANSI 1000 — 10,000 100 — 1000 m 1 — 100 km? Continuous

MFM 100 — 500 50 — 100 m 1 km? On-demand/continuoug

QCLS 100, 000 — 500, 000 10 — 200 m 100 km? On-demand/continuous
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[1l. SUITABLE WIRELESSTECHNOLOGIES IN THEMARKET

Selecting an appropriate wireless technology for the PHMraf the wireless data communication
network is an important design concern because it involegsrsl factors to be taken into account. For
instance, the size of the covered area and the density ofeteoss define the required communication
range of the wireless technology. From this angle, wiretesknologies are divided into two categories,
short-range (roughly up to a few hundred meters) and longedfrom a kilometer up to a few tens of
kilometers). The category of choice really depends on ogigtecriteria, infrastructure in the area of
interest, and environmental parameters Gana (2008).

Another important parameter is the frequency band perarissias well as required data-rate. The
former is important because some technologies are allowedork in specific unlicensed frequency
bands (UB) which are free such as the industrial, scientifit medical (ISM) band. Some technologies
operate in licensed bands (LB), and thus, they need suliscrif’he technologies in the UB have the
advantage of being free in terms of frequency usage; howévey have to compete with the other
active devices operating on the same frequency band in theityiand might experience interference
issues that affect their performance. Technologies ojpgrat both LB and UB are fine in our case (LB
is preferred because of being congestion-free); they jase Ho provide a middle range of data-rates
because our scenarios of interest are not highly data-dgingras we discussed in Section II.

Finally, power consumption and price per module are imprtharacteristics when it comes to setting
up a full network. The wireless technology should be setéstethat the whole network satisfies the total
available cost budget, as well as power consumption buggetsnodule and total). Power consumption
budget becomes critical especially when there is no powaiceavailable at the sensors, and thus sensors
should rely on their own battery or other means of power sichadar panels. From this perspective,
traditional cellular machine to machine (M2M) communioatistandards (based on for instance 3G/4G)
are rather expensive and they consume too much power fa-fargle minimum-maintenance operations.
Given the fact that short-range technologies (such as \¥i§Bee) do not seem to be a feasible option
for us too, we then look for technologies that are power4efficand cheaper than cellular M2M but also
long-range to suit our purpose. The answer to this quest d@ently become available in the market

known as the family of LPWA technologies.

A. Low-Power Wide-Area Wireless (LPWA) Technologies

LPWAs can be categorized into two separate categories. @n h@and, there are available LPWA
technologies such as Sigfox and long-range (LoRa) whichiad@én the UB. On the other hand, for the

sake of a relatively larger data-rate, there is growingregein modifying cellular standards like third
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clean NB LTE-M LTE-M EC-GSM 5G
SIGFOX LoRa slate Rel. 13 Rel. 12/13  Rel. 13 (targets)
) )
oRa 228 5G
sui%d LoRa cloT Lte Lte CS:
Range (outdoor) <13km <11km <15km <15km <11km <15km <15km
MCL 160 dB 157 dB 164 dB 164 dB 156 dB 164 dB 164 dB
Spectrum Unlicensed Unlicensed Licensed Licensed Licensed Licensed Licensed
Bandwidth 900MHz 900MHz 7-900MHz 7-900MHz 7-900MHz 8-900MHz 7-900MHz
100Hz <500kHz 200kHz or 200kHz or 1.4 MHz or 2.4 MHz or shared
dedicated shared shared shared
Data rate <100bps <10 kbps <50kbps <150kbps <1 Mbps 10kbps <1 Mbps
Battery life >10 years >10 years >10 years >10 years >10 years >10 years >10 years
Availability Today Today 2016 2016 2016 2016 beyond 2020
TABLE Il

LPWA TECHNOLOGY OVERVIEWNOKIA (2016).

generation partnership project (3GPP) and long term @enlUlLTE) specifically for loT applications.
This second category is sometimes referred to as cellular(Mokia (2016)), and the technologies
involved mostly operate in the LB. A key driver behind thewftio of the second category is the existing
infrastructure for cellular networks and that they couldused by cellular 10T’s. These two categories
of LPWA's are summarized in Table Il. In short, two classed. BWAN's (i.e., cellular-based such as
NB-LTE-M, EC-GSM, LTE-M and private ones such as Sigfox, la)Rlaim to offer a considerably long
range of up tol5 km in line-of-sight (LoS) conditions, extremely long baytdifetime (aboutl0 years if
the standard protocols are followed), and low but still talde data-ratesl() to 100 kilo bits per second
(kbps)) for our scope of applications. Note that NB and E@dtmr narrow-band and extend-coverage,
respectively. More importantly, note that NB-LTE-M is saimees also referred to as NB-loT; we use
the latter naming convention in the following.

The corresponding networking protocol for LPWAs is comryoreferred to as LPWAN. The preferred
network topology for LPWANS is the star or extended star togp. There are two major areas where
LPWANSs are best suited. First, for fixed nodes with mediuntatge densities such as smart lighting
controllers, smart grids, etc.; second, long-life batigoyered applications such as smart agriculture,
battery-powered access control points. This basicallyndsfthe long-range low-bandwidth applications
as the sweet spot for LPWANS to fill in the gap of the existinght®logies as shown in Fig. 5. Note
that here 5G refers to the initial high data-rate standardresdss in Table Il it refers to a new amendment
of 5G focusing on loT applications. LPWANs achieve this lEghange primarily by higher receiver
sensitivities of around-130 dB compared to-90 dB to —110 dB in traditional wireless technologies
LinkLabs (2016). On the other hand, two general shortcomafghe LPWAN family are the followings:

first, the ones operating in UB (such as LoRa) have to followrgain limitation in terms of duty-cycle or
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Fig. 5. LPWANs among the other legacy wireless technologiakLabs (2016). LPWANs stand out as they offer a long rage
but a relatively low data-rate as compared to the existingless technologies.

maximum time-on-air depending on regional regulationspsd, as a result of the narrow-band signal in
this family they cannot offer a good time-based node loaéiltin accuracy LinkLabs (2016). This means
that for applications that require a good node localizatiapability using GPS is highly recommended.
In the following, we show that if the target seismic applicatcan tolerate delay in data transmission,
the low data-rate and limited duty-cycle/time-on-air aot an issue. On the other hand, the combination
of long range and low power consumption makes LPWANSs a tdolgyovorthy of being considered for

seismic operations. Our primary focus among the LPWAN fangilon LoRa and NB-loT technologies.

IV. PHYSICAL LAYER (PHY) DESIGN

As discussed earlier, among our scenarios of interestjegsenetworking for seismic acquisition and
wireless early warning systems received quite some attefi the literature. Bear in mind that we are
mainly interested in QC for seismic acquisitions whereaslhag the data itself is the ultimate goal in the
literature. These two have different requirements in teofridelay tolerance and data volumes, but similar
network size and sensor spacing requirements. This meareswill certainly be shared features in their
corresponding network designs. Our goal in this paper issggh PHY architectures that are affordable
for large-scale implementation, they fit into our vision ahtbined loT-cloud computing framework,
and they can handle long-range transmissions for “noteta-demanding” scenarios of interest. When

it comes to networking design for applications of our inggr¢he following remarks are in place:

- Our proposed architectures try to be infrastructure-awarthe sense that whenever there is a

possibility to tap into existing (H)DSL lines at public oragt-owned buildings, we take the op-
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portunity. Note that the downside is that such nodes canadicpate in the end-node wireless
inter-communications directly but still could be coorde through the network server.

- For monitoring purposes, each node in the network shouldhbbe to record its observations in a
buffer for at least a period of timg,. The data generation rate afjddetermine how much memory
for the buffer is required.

- Our schematic view of the network simplifies the conceptarecand access networks Tanenbaum
(2002) by considering a service center where fiber and DS& daine together and from there on
get forwarded to the network server which can be on a cloud @lso fits into our general idea
of establishing an loT-cloud paradigm for sensing, storagd computation. Interested reader is
referred to Chundury (2008) for more details on the backhadlbackbone network configurations.

- From the network server, the data will be reachable at mdiffe application servers at different
locations for monitoring, analysis, and decision making.

In the following we propose PHY architecture designs usimg tivo categories of LPWAN family;

namely cellular network-based and private-network baseditectures.

A. Cellular Network-Based Data Transmission

The network architecture depicted in Fig. 6 (Architectujeisl a large-scale network focused on
primarily exploiting the cellular-network infrastructur This means such a network is preferred to be
deployed in areas where a established cellular-networasiructure exists. Nowadays, most of urban
and even suburban areas in Europe and USA have a rich celiflastructure. If the area of interest is
not so far from existing cellular infrastructure, expamglthe coverage of the network by creating edge
cells and tapping into the capacity of the wireless backiswalways an option. This, however, does not
necessarily hold for regions lacking a proper cellularasfructure, which is a limiting factor for this
network architecture. The considerable capacity of theetevand in principle wireless backhaul makes
this architecture flexible enough to scale up to thousand®dés. Besides, the coverage area of each cell
is typically of the order of tens of miles, which allows us tover an immensely large area of interest.

Each wireless-equipped node in Architecture | immediatgynmunicates with a wireless tower or
with an intermediate repeater base station (or a so-calledeMNB mast) to reach a wireless tower in
the backhaul network. From there on the data is forwardedutir appropriate links (fiber, copper,
or microwave) to a main gateway and then it will be availabfetbe internet through the network
server. At the application server side the user has the lpbigsio communicate back to each node
either separately or to a group of them for instance basedercell area in which they are located.

Basically, in this architecture the cells around each wssltower define our “virtual” clusters. Depending

October 20, 2017 DRAFT

This article is protected by copyright. All rights reserved.



GEOPHYSICAL PROSPECTING (DRAFT) - REVISION | 14

HDSL

Fiber Optic

DSL

Service Provider
Central

Fiber

Fiber Optic
Switching Center

Digital Subscriber Line @
@ Access Multiplexer é Backhaul (GSM/4G)
i

=]
: =j|  Fiber Optic Cabinet
DSLAM Wireless Tower L= P
( ) il (FTTC) AN
Sensor with Wireless B Network Server é

g Sensor with Cable

Conmection Application Server

Tranceiver (or M2M) On Cloud

— DSL Cable === Fiber Optic Core _—- Clusters

Fig. 6. Architecture I: cellular network-based data traission focusing primarily on exploiting the cellular-netsk
infrastructure in urban areas.

on the wireless technology employed at the end-nodes, tHesnoan or cannot inter-communicate. If
properly programmed, gateways can act as intermediatespaithe network for coordination or decision
making, or all the decisions can be made at the server sidg cAltular-based wireless technology that
has a compatible transceiver module in order to tap into G&VHG wireless backhaul can be used in
this scenario. This can be any M2M cellular standard or, guedfly for our scenarios of interest, the
technologies lying in the second category of LPWAN familgmely NB-l1oT, EC-GSM, and LTE-M.

Most of these technologies and their medium-access-dofMAC) standards provide the possibility

to transmit a reasonable amount of data on a daily basis.itdothre | can handle a wide variety of
scenarios including GMM, ANSI, and MFM, except those exeduh isolated areas where the cellular
network coverage does not exist. As an example, QCLS is dilpiexecuted in the areas lacking a

established network backbone, and thus does not seem to bedafig
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B. Hybrid Private-Cellular Network-Based Data Transmission

The network architecture depicted in Fig. 7 (Architectujeid more focused on a private networking
strategy especially in remote areas where a establishédacebackbone is lacking. Here, groups of
nodes create clusters around so-called data-gatherirgsnmeith higher capacities as opposed to cellular
network-based architectures (Architecture ) where eamteriries to immediately transfer the data to
wireless towers/gateways. This architecture is essgntlavised to handle large number of nodes spread
over large areas. The use of repeaters/concentrators @m@okmit on the capacity that can be handled
per cluster, but also provides flexibility to make/apply id&ms per cluster. Depending on the technology
being employed the size and area of the clusters can varyné&tveork is supposed to be deployed far
from a established cellular network infrastructure whicanaiates different ways of data aggregation and
coordination.

Here, the end nodes first communicate with their clustedtigao-called data-gathering nodes or
concentrators). We consider three different options fa tiplink (path from the end nodes towards
gateways) communications from cluster-heads: 1) recgrttunck appropriately located right next to or
in the middle of the area in order to collect all the data. Thevmside is that if the truck is not equipped
with satellite communication interface, the data cannotabelable on the cloud in a real-time fashion,
2) establish a satellite communication link at the isoladeela in order to transfer the data to satellite
receiver hubs and from there on (with fiber for instance) ® tietwork server side, 3) create one or
multiple cells by putting up extra intermediate wirelessstaar Node-B'’s to tap into the wireless cellular
infrastructure nearby (only if available). The rest of thattpis the same as in Subsection IV-A. The
downlink path is also similar with the notable flexibilityahpart of the decision-making process can
happen at the cluster level. To be more specific, if properhgmmmed, the cluster-heads can help to
create a regional consensus among the cluster members etorating their transmitters and forwarding
their actual data. This can for instance lead to a “consetri@ygering” procedure for power-efficient
node activation. The proposed architecture can be emplfyredifferent applications and the wireless
technology should be accordingly adopted. Our main target s the first category of LPWAN (such
as LoRa) where bi-directional communication links can baldshed between nodes and concentrators
and from the concentrators to any compatible wireless gateihis architecture is flexible enough to
handle on-demand and regular transmission scenariositéctlre 1l is an excellent fit for QCLS among
our scenarios of interest. It is flexible enough to be emplofee ANSI as ambient noise data to be

handled per node is not so large.
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V. CROSSLAYER (PHY-MAC) DESIGN

A multi-objective network typically has to handle a compléata scheduling routine. In order to
make our network design general purpose and flexible, weidena network which is supposed to
handle two data transmission tasks simultaneously. Mazeifgally, data corresponding to an on-demand
phenomenon (intermittent data) as well as a continuous staéam to be transmitted regularly. Later
in Section VI we describe and analyze a practical scenari@roningen in which such a general data
scheduling becomes handy. These two different data streameach sensor seem to call for two different
wireless technologies/transmission modes. One appraagkttaround this issue is to handle both data
streams within one data frame (equivalent of data packeds IBvnetworks) Tanenbaum (2002) handled
in a duty-cycled fashion. Note that the following approasfeiasible when some delay in delivery of data
streams is tolerable. If a considerable amount of on-dendata needs to be transmitted immediately,
for instance in some early-warning systems (and in cont@asthat we are interested in GMM), the
following approach is not applicable.

The goal in this section is not to delve into detailed MAC lagtesign of our data frames but to sketch
a simplified view of the frame structure and discuss abougffisct on our PHY layer design, i.e., the
so-called cross-layer design considerations. Fig. 8tititiss our approach where data frame is divided
into two parts, header and main data. Frame header heralhaséfers to all the parts of an actual frame
which contain no data but deal with other issues such as mkitvgplDs and addresses, synchronization
flags, and possible error detection/correction data. Ierotd accommodate both data streams, our data
will contain two parts {; andd,) that will be filled in based on a trigger flag. As we briefly exipked
in Section IV, consensus methods could be employed to awabée ttriggers. If the trigger flag isl®,
dy contains the continuous stream asidcontains a portion of the intermittent data. Bear in mind tha
we might need several frames in order to fully transmit thermittent data corresponding to a trigger.
On the other hand, if the trigger flag i9™both d; andd, will contain the continuous data.

Another important consideration in frame design is the propn between the bytes allocated to header

and data (preamble and payload). This is typically quadtifie frame/protocol efficiency

_ data (payload) size Lg, + L4, Lqg

= — = = — 1
f total frame size Ly Ly’ @)

where all the length valuek ) are in bytes. By looking at Fig. 8, we have
LfZLd1+Ld2+Lh:Ld+Lh. (2)

Typical values forp; in commercial networking standards stay aboweto ensure that a considerable
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Fig. 8. Schematic frame format. Frame preamble is dividéal two partsd; andd. whereds is filled in with on-demand data
based on a trigger.

ton =tr

\ 4

Fig. 9. Duty-cycled transmission protocol. Data will be tséma frame and the channel will be free for a while after each
transmission.

amount of bandwidth is allocated to transmission of actusthdThis is sometimes referred to as
bandwidth-efficient transmission. The reason why we do eatéd, empty when trigger flag is “0” is
to preserve frame efficiency (and thus, bandwidth-effigignc

Power-saving strategies at the MAC level also impose otlagameters which could be optimized.
For different reasons including power efficiency in delaletant applications as well as obeying certain
channel occupancy restrictions for loT-based networkirapsceiver modules or M2M devices do not
transmit data continuously but based on a duty-cycle. Thishiown in Fig. 9 where in each cycle of
durationt, = ton + toff, the devices (our sensors) will transmit a frame of certairation and then they
go to the stand-by mode with transmission modules turnedeaffing to a considerably lower power
consumption. Sometimesg, < tq, especially when a very long battery life-time is a major @am or
hard channel occupancy limits are imposed by the goverrsnantertain frequency bands (such as a
1% duty cycle for LoRa in Europe).

We define duty-cycle as

de = bt (3)
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whereto, = ty. Based on the earlier explanations, we would like to forteutae relation between the
required delay (denoted by,,) to transmit the full data corresponding to each triggen¢ded byD-),

the transmission bit-rate (denoted BY), and data-splitting ratio defined as

— Ldl
Pd = La, 9
_Ld1+Ld2—Ld2_Ld_1
B La, Ly,
Let us compute the required time-delay for edgh as follows:
8Ly 8Ly 8Ly
t = ! = 2 t = — 5
=t = TR b= (5)

all in seconds, where fact@ in the nominator accounts for the conversion of bytes to. iiste that

we needy full frames transmitted until the whol®- is delivered where
_ Lp,
Y= o |

L 2
= [ D (Pd“‘l)—‘,
ng Ly

(6)

where[.] stands for ceiling operator. In (6), we have substitufgd from the (4) and therd; from (1)
to arrive at the second line of (6).

Note that not all the frames arrive perfectly correct at thstihation; especially in wireless channels
always there is a percentage of frames which are damaged. Typical values fay should be very
small, such a%.01 to 0.05. The damaged frames are detected using cyclic redundarenk (iCRC)
and depending on the MAC protocol typically a retransmissorequested for those frames. In highly-
varying multipath wireless channels (for instance fasydiency-selective fading channels in harsh urban
areas Proakis and Salehi (2007); Goldsmith (2005)) tylyicabre than one retransmission is required
and that is why a precise estimate should take into accoenthiannel statistics in order to compute
the probability of frame damage and number of requiredaesimissions. For the sake of simplicity of
our estimations, we omit a probabilistic view of this prabl@nd assume that a single re-transmission

is enough to recover the damaged frames. Based on this assnonwe should send
y [LD‘Z ( +1)(1+/\)1 7)
Y= |——7F \Pd 3
nfLg !
full frames to deliver wholeD,. Therefore, the total delay to transniit, can be given by

tp, = 7 (ty +tot) = 7 (to),
8L (8)
Ryé. )’

October 20, 2017 DRAFT

I
2

This article is protected by copyright. All rights reserved.



GEOPHYSICAL PROSPECTING (DRAFT) - REVISION | 20

Algorithm 1 Bit-rate vs. total delay trade-off

1. EstimateLp,, known a priori.
: Pick reasonable values fay;, L¢, pg, Af, andé..
: Define a tolerablep,.
: while R, does not fit into feasibility criterialo
Adjust pg, 1y, 0. (if possible), and re-iterate.
ComputeR;, from (9).
. end while

N o s wN

where we have substituted from (5) andt, from (3). Finally, by substituting (7) into (8), and solving
it for R, we arrive at

(9)

R — 8Lf IVLD,Z (1+,0d) (1+>\f)—‘
b — .
Octp, 77fo

Looking at (9), we notice thafz, is inversely proportional tdp,, J. andny, and directly proportional
to p; and \y. An appropriateR;, should meet the following feasibility criteria:

- It should provide us with a reasonably shist to ensure thab, is already delivered before another
trigger happens. Sd,, and R, are entangled parameters which might require iterationsdet
the requirements.

- It should not be orders of magnitude smaller than data ggioerrate of the continuous data. This
is to ensure that the sensors do not require a very largerksiffe.

- It should fit into typical data-rates being offered by aable PHY technologies in the market, in

our case LPWAN family.

In order to find a proper value faR, we follow the design procedure sketched in Algorithm 1.

VI. DESIGN STUDY

The Groningen gas field in the north of the Netherlands is dingelst gas producing field in Europe.
Operated by the Nederlandse Aardolie Maatschappij (NAMh&as been in production since 1963.
The production has resulted in subsidence and small-sealkgeiakes. The surrounding area is mostly
farm fields with limited or no wired/HDSL infrastructure. 8ides, 4G coverage is relatively poor in
major parts of the area, and more importantly as explainelieeadG is too power-consuming for
minimum-maintenance long-range networks we envisages ifi@ans Groningen could potentially be an
opportunity for our loT-based wireless networking ideassies, comprehensive information regarding
induced seismicity in Groningen can be found publicly afali on NAM's website, as well as in several

existing studies, for example in (van Thienen-Visser anduBese (2015); de Waat al. (2015)). The
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fact that such important input parameters are publiclylalséé motivated us to conduct a design study
on Groningen field.

We investigate the feasibility of deploying a dense netwairkodes based on our loT-based wireless
networking with two primary objectives: first, to conduct SNin order to obtain a better estimate of
shallow subsurface velocities; second, to conduct GMM tmioba better idea of the underlying source
mechanism of the tremors. There are a few specificationsecnimg Groningen which highly affect
our network design. In what follows, we revisit some of thepecifications and explain how they play
a role in our design. Next, we estimate data generation @atelsvolumes based on these pre-defined
specifications. Finally, we pick appropriate network atetture(s) from our generic designs in Section 1V,
and briefly look at the feasibility of employing them in Grogen.

The area of interest is approximatedy km by 40 km and this can even be further extended by
considering a rim around the main gas field. On the southesmestide of the covered area there is the
city of Groningen, as well as there are a few villages locat@tin the covered area which complicate
our LoS communications. Most of the area are farmlands aacethre no huge towers or other tall
obstructions. Thus, our communications protocols for loaugge transmissions in extreme situations
should be able to mitigate non-LOS (NLoS) propagation dubléckage such as buildings and trees.
The main wireless service providers in the region are T-NMobiVodafone, KPN, Telfort, and Tele2.
The good news is that KPN is implementing LoRa networks tghawt the Netherlands and it is not
so expensive to ask for more gateways in Groningen to ensstalde LoRa coverage. Interestingly,
T-Mobile is also heavily investing on establishing a NB-In&twork inside and outside the Netherlands.
NB-loT offers abouR0 dB better coverage above 4G (which is poor in some regionseasiomed earlier),
and thus ensures a much more stable connection throughowthmle area of interest in Groningen.

Currently there exist a few other networks of sensors cagdtie region. One of them is the Koninklijk
Nederlands Meteorologisch Instituut (KNMI) network whicbnsists of abou80 stations covering most
of the province of Groningen. Each of these borehole stati@fack circles in Fig. 10) has the same
instrument configuration that i$ geophones in 200 meter deep well and an accelerometer at the
surface. Most of the boreholes have access to HDSL (or Ethehigh speed cable connections and
unlimited power outlet, which we can make use of. We envisagetwork of sensors which is supposed
to conduct a passive survey with two primary goals. First SAkd estimate shear-wave velocities in the
subsurface based on “continuous” ambient noise measutsm@econd, monitoring seismic activities
in the subsurface showing up in the form of small-scale gadkes which is a type of “on-demand”
(triggered) operation. Especially for GMM, it is unnecegystiat the recorded data at each sensor be

transmitted to the FC for processing and decision making @orginuous and “real-time” fashion. This
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Fig. 10. Groningen field and KNMI borehole stations hightagh with black circles.

means that we can tolerate quite a bit of delay in this casethiéopurpose of interferometry, we have to
record/transmit continuous observations at each senbi.afain does not have to happen in a real-time
fashion, and delays are tolerable as long as we transmitdteerdgularly.

We make the following assumptions for our design. The sensdrbe geophones, and are to be spread
on an almost regular grid with an approximate spacing ki in each direction. Roughly speaking, for
an area of about0 km by 40 km, we need around0 x 40 = 1600 sensors to be planted. This means
that there is a good chance that some sensor locations fhihwegions lacking cable Internet or with a
poor 4G coverage. Therefore, a homogenous 4G network plamdsao be unfeasible, and our network
design should be flexible in this regard by thinking wideremts of the technology to be employed. The

candidate sensors are typically equipped with GPS thadlibrates itself every few seconds to maintain
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accuracy. It is also recommended to upgrade the GPS to a rietvide differential GPS. Therefore,
sensor locations are known up to about a meter accuracye inebt case sub-meter accuracy. This known
geographical location makes extracting meaningful datchéed to physical locations from the network
feasible. GPS can also provide us with time stamps with rsexaond accuracy that can help us reach a

time synchronization, if required. The network is expediedive with minimum maintenance and QC.

A. Data Generation Rates and \Volumes

An important concern in our design is the datansmission rate requirement for our network given
sensor specifications and existing read outs. As we disduss8ection V, this in turn relates to the
datageneration rates and acceptable latency to deliver data for analyséstiyto present rule of thumb
computations in order to get an idea of the amount of data wedaaling with. Our computations are
based on the following assumptions:

I. Sensors hav8 components and 24 bit/sample §-byte) precision.

Il. Sensors have an adjustable sampling rate betvis®en 200 sample/second.

Ill. For ANSI, we need to record continuously. To hamper théadyeneration rate, we only use the data
associated with a single component of the sensors and jogs out of the3 bytes. This turns out
to be accurate enough based on our investigations on theaagcof estimated Green’s functions.

IV. For GMM, we intermittently record seismic events of cmlesable magnitude leading to an actual

trigger. For each trigger, we have to record ab®duminutes covering pre-event and post-event data.

Based on these assumptions, we consider low, mid and highggaieration rate scenarios for the two

types of recordings, i.e., continuous for ANSI and intetemt for GMM:

4 [bit/sample]x 1 [component]x 50 [samples/seconds 200 bps (10a)
4 [bit/sample]x 1 [component]x 100 [samples/second} 400 bps (10Db)
4 [bit/sample]x 1 [component]x 200 [samples/secong 800 bps (10c)

where (10a) to (10c) respectively correspond to low to higtadjeneration rates for ANSI given different

sensor sampling rates.

3 [byte/sample}x 3 [component]x 100 [samples/second} 7.2 kbps (11a)
3 [byte/sample}x 3 [component]x 150 [samples/second} 10.8 kbps (11b)
3 [byte/sample}x 3 [component]x 200 [samples/second} 14.4 kbps (11c)
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Fig. 11. Earthquakes in Groningen field from 1986 to 2016, apshot taken from NAM'’s observation portal.

where (11a) to (11c) respectively correspond to low to higtadjeneration rates for GMM given different
sensor sampling rates. Now that we have two types of datagmwnding to interferometry and monitoring
to be delivered, we consider also two data streams for eadosexplained in the following.
Continuous data stream for ANSI is to be transmitted at weginitervals as outlined for duty-cycled
transmissions in Section V and shown in Fig. 9. Considerii@a) to (10c), and given the fact that we

have to record continuously, we generate up to

365 [daysl/yearlx 24 [hours]x 3600 [second]x 200 [bps]~ 788.4 MB, (12a)
365 [days/year]x 24 [hours] x 3600 [second]x 400 [bps]~ 1.577 GB, (12b)
365 [days/year]x 24 [hours] x 3600 [second]x 800 [bps]~ 3.154 GB, (12¢)

of data per sensor over a year time. In order to differentiieveen bit and byte we use capital B for
the latter.

Delay-tolerant data stream for GMM is to be transmitted a&erimittent intervals in an on-demand
fashion based on triggers. Let us consider (11a) to (11@),2aminutes of recording per trigger. Based
on the statistics from KNMI illustrated on NAM'’s observatigportal shown in Fig. 11, during the past
three decades the maximum number of earthquakes (aRoutvithin the range ofi to 3.5 Richter have
been detected in 2013. We thus consider a worst case scefi@fio triggers per year per sensor for the
whole network. Note that is practice all these worst ca¥etremors might not necessarily be detected

and thus trigger all the sensors but a group of them deperatirtye regional proximity to the sensors.
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TABLE I
CROSSLAYER DESIGNPARAMETERS

Parameters | Low | Mid | High |
nf 0.9 0.95 0.98
Lp, 108 kB | 162 kB | 216 kB
Ly 64 B 128 B 256 B
tp, 1 hour | 10 hours| 1 day
Oc 0.01 0.05 0.1

Pd 1 3 5

Af 0.01 0.05 0.1

Taking this into account, will ensure thad0 triggers is a solid worst case scenario. This leads to

500 [triggers] x 120 [second]x 7.2 [kbps] = 54 MB, (13a)
500 [triggers] x 120 [second]x 10.8 [kbps]= 81 MB, (13b)
500 [triggers] x 120 [second]x 14.4 [kbps]= 108 MB, (13c)

of data per sensor over a year time. This is based on a wastassumption that a trigger event will result
in the entire network reading out. It is possible to avoiddiag out the entire network for smaller events
as well as for significant number of expected false trigghrsugh more intelligent readout protocols.
For a network ofl600 sensors, taking into account the mid cases (12b) and (13bhguthe previous

estimations for both streams, we generate approximately
(81 + 1577) [yearly data per sensoq 1600 [sensorsk: 2.66 TB, (14)

of data for the whole network over a year time. TB here standSéra bytes. Note that we do not deal

with a “Big Data”, which is a good news for our low-data-ratg4based wireless technologies.

B. Proposed Network Architecture

Now that we have an estimate of size and rate of the “gené€rdedd per sensor and across the whole
network, we can use our simplified model in Section V to get stm&te of the required “transmission”
data-rate. We have collected the estimated data in thequegiubsection along with some other practical
values in Table Ill. We follow Algorithm 1 in order to compua® appropriate?, meeting our feasibility
criteria. Let us pick some reasonable values from the tatdesatn, = 0.9, Lp, = 216 kB, L; = 128

B, and s = 0.01. We decide to dedicate/2 of the payload to the high-precision data, i, ,= 1, and
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consider a tolerable delay ¢f, = 10 hours in order to make sure strong ground motions are coaiplet
reported in less than a day. We also &et 0.01 which can even pass the extreme duty-cycle restrictions
that LoRaWAN has to meet in Europe. All in all, (9) yields
R, = L IVLDQ (1+pa) (1+ Af)—‘
dctp, ny Ly

B 8 x 128 216000 x (1 + 1) (1 4 0.01)
~0.01 x 10 x 3600 0.9 x 128

] = 10.77kbps (15)

This is reasonably low to be realized with an affordable lendwidth technology in the market such
as LoRa, NB-IoT, etc., it is higher than data generation citANSI not to impose any further delay
in delivering continuous stream of data, and also deliveviMsdata within 10-hour time which is fine
from an operational perspective.

Suppose we need to deliver GMM high precision data with ledayd sayl hour. In such a case, we
need to keeppy = 1 as increasing it would have inverse effect. As a result, wedr® times larger

data-rate

R, =

8 x 128 [216000 x (1+1) (14 0.01)

0.01 x 1 x 3600 0.9 x 128 1 = 107.7kbps (16)

making it unfeasible to be realized with LoRa but still daallith NB-loT even withé. = 0.01. A
possible solution to make it still work for LoRa is to ugg < 1 and increaseé. using different LoRa
sub-bands to tackle duty-cycle restrictions. LoRa canstranin three main sub-bands and a fourth
separate band which in total can potentially sum ud2d % duty-cycle. Nonetheless, we have a few
tuning parameters that we can adjust to suit our feasikilitteria.

Next steps are to pick a proper PHY wireless technology apdid a schematic network architecture.
Now that R;, is not so restrictive and the Groningen area owns a reasendl®less infrastructure, we
pick two technologies from the two categories of LPWAN, ,ieoRa and NB-IoT. As we explained
earlier, there is growing potential for both technologiesthie Netherlands which further supports our
choices of technologies. As a result of our choices, we capqgse two network architectures based
on both hybrid private-cellular and pure cellular desigrplaned in Section IV. More specifically, we
propose to modify Architectures | and Il to fit in our partiaulscenario of interest as follows.

Given the growth of NB-loT in major telecommunications plagkers’ plan in the Netherlands and
its promising20 dB extended coverage above 3G/4G, Architecture | can benpacttion with minimum
modifications. This architecture equipped with NB-loT tealogy can easily handle the large number
of nodes as well as the relatively large area of the Groninggdd. The nodes should obviously be

equipped with NB-loT wireless transceiver modules and theeloles with HDSL connection will play
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TABLE IV
COSTESTIMATE SUMMARY

Cost Co-Factors | LoRa Network | NB-loT Network
End node [no, price] 1600 108 1600 58
Gateways [no, price] 45 1,000 $ — —
Extra mast [no, price] - — 5 20,000 $
Subscription [nodelyear] — 30$

Total Opex [year] 61,000 $ 156, 000 $

the role of wired nodes. The latter can at the same time actt@srdlays, if necessary. A combination
of the low data-rate requirement per sensor, high capadithe LoRa gateways, and availability of
cellular backhaul in the region, suggests that a modifiediorarof Architecture 1l should also be feasible
for Groningen. Notably, the HDSL connections availablehat well-sites in Groningen makes them an
excellent choice to place the LoRa gateways, and thus bireatvard the data through the IP network.
Given the distribution of the well-sites in the area, the bBe€juipped nodes only need to be able to
connect to a gateway located within a few kilometers. Base@xperiments we have conducted with
LoRa transceivers (briefly explained in the next sectiomgnein urban areas good signal reception is
guaranteed within few kilometers. Despite that specifi@almns might exist where additional LoRa or
NB-loT gateway has to be placed. In such a case, there aregegen the market that allow for direct
connection to the closest 3G (or 4G) wireless tower or Node-Ehe vicinity and from there to the

backhaul network.

C. Considerations for Total Cost of Operation

Establishing a network and its maintenance involves diffeccosts. We briefly look into a few oper-
ational expenditure (Opex)-related factors and their hoegtimates for LoRa and NB-IoT technologies.
Typically, exact pricing values are unclear until the fingteement with the implementing company is
reached, especially for evolving technologies such as &IB-Therefore, we emphasize that the following
data is just to provide rough estimates. Also, note thatreg¢weaintenance-related costs such as personnel
and vehicles in the face of day-to-day operational issussh(as equipment failure, land owner problems,
and vandalism) are omitted here, as they apply to both n&tdesigns.

As mentioned earlier, we consider approximatéf)0 nodes spread over a region of abdltkm
by 40 km. As explained in the previous subsection, we considerd_gRteways to be placed at the
well-sites which are approximately space tkilometers. So, we roughly need0/6 x 40/6] = 45

LoRa gateways. NB-IoT relies on existing cellular infrasture, that is why we considered a worst-case
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scenario of requirings extra wireless masts to be put up, which can possibly evenrtyepdd. The
subscription is required for NB-lIoT nodes, but also couldregquired for large-scale LoRa networks
tapping into the existing infrastructure for instance pded by KPN in Groningen. In such a case the
gateway costs associated with LoRa should be replaced eiinlyy subscription rates. Putting all the
numbers together as summarized in Table |V, the total Opesstablishing the NB-1oT turns out to be
more than twice the LoRa network for a one-year run. If NB-lmdckbone network is mature enough
in a region and extra masts are no longer necessary, thigveelfifference in total cost would drop
drastically. It is also worthy of being emphasized that teutar-based nature of NB-loT (as compared
to a private LoRa network considered here) has the potetatiptovide a higher data-rate and a more

stable performance in terms of data delivery.

VIIl. SEismic QC HELD TEST WITH LORA-ENABLED NODES

As a predominant member of LPWAN family, LoRa offers a verynpelling mix of long range,
low power consumption and secure data transmission. ltsg &aplug into the existing infrastructure
and offers a solution to serve battery-operated loT apjhica SEMTECH Co. (2016). LoRaWAN is
a protocol specification built on top of the LoRa technologyveloped by the LoRa Alliance. It uses
unlicensed radio spectrum in the ISM bands to enable wide @senmunication between remote sensors
and gateways connected to the backbone network LoRa Adli§2@15).

As the first step to materialize our vision on real-time I@sbd wireless seismic, in December 2016,
Shell in collaboration with third party Innoseis ran a pradfconcept (PoC) field test in the province
of Drenthe in the north of The Netherlands. To this aim, LaRabled nodes with embedded RN2483
LoRaWAN chips with optimized sensing technology and pagkggere produced. The main goal of this
test was to assess the fundamental performance of a LoRa-haeless seismic network for real-time
seismic QC/monitoring. The field test had three main stafijes$; performance assessment of a single
transceiver pair of a LoRa-enabled seismic node and a LoRavgs (Kerlink Wirnet Station), second,
network level performance with nodes and® gateways, and third, another network-level test where a
mobile nodes was added to the network.

Fig. 12 shows the coverage area of abbitkm?® as well as distribution of the nodes and gateways.
The first gateways (GWO0) was installed on top of a drillingiligcat a height of11 m in Gasselte, and
the second one (GW1) was mounted on a pole at a heightsofm in Gieten. In the figure, the nodes
are numbered fron0 to 98 where 94 is assigned to the mobile node which is not shown in Fig. 12
and is only introduced in the third stage. It is worth hightigg that the coverage area involved a lot of

NLoS complications including trees and buildings, and theater was partly rainy and foggy, and at
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Elevation Profile

2 3 4

s ]
Distance in Kilometers N Gasselte

Fig. 12. Area of the PoC field test in Drenthe, topography ef tegion, nodes90 to 98 with the exception ob4 which is
our mobile node) and gateways (GWO and GW1) locations. Te die reader an idea of the scales, GWO0 and risdare
placed6.5 km apart, and the elevation profile on the bottom left showd aSNcondition and considerable elevation variations
between the node and the gateway.

times freezing cold during the test. The network was demldpeless than one day, and the whole test
was run for three days after which the network was easilyenesd.

We have employed the public SEMTECH network server for thiel fiest allowing us to keep track
of also and download detailed information about commueitgiackets in a real-time fashion on the
cloud. The network server, which was accessible via Intesneauthorized personal devices, also acted
as our data server where we could download and analyze tleitdaif. Fig. 13 show the our LoRa-
enabled solar-paneled node, the employed gateway, andustonc-developed application providing us
with visual QC tools for real-time monitoring.

We have conducted extensive tests in three stages in ordexglore the potentials as well as
shortcomings of such a LoRa-based wireless seismic neimitke first stage our focus was on single

node-gateway performances between all possible nodevggteairs. For instance, fora2 km distance
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| Wirnet Station

Fig. 13. On the left, LoRa-enabled with solar panel on top reeting temperature of December; in the middle, Kerlink
Wirnet Station providing direct 3G/4G connection as welEdernet connection possibilities, GPS with sub-meteatioa and
microsecond time accuracies, and power on Ethernet (Pokrpsupply; on the right, application tool running on a q#llene
providing real-time visual QC and status information.

between GWO0 and nod@3 in an LoS condition an average frame error rate (FER), coetpusing
CRC, as low a$.2% was achieved in spite of about 40% of the first Fresnel zonegbebstructed by
the elevation profile. In a more assertive attempt, férsakm partly obstructed NLoS scenario, FER has
increased to about0% which is still good given that there was only a single gate@pingle NLoS
communication link).

Our measurements also show that the communication modiitee h.oRa-enabled node obeying the
1% duty-cycle restriction of LoRa in Europe used up on averags than a milliwatt power which
would allow our standard8 Watt-hour (Wh) batteries (excluding possible rechargeugh solar panels)
to survive more than 6 years. This corroborates the fact ltb&a can be employed for long-lasting
(seismic) operations without imposing a major power-comsiion load, as opposed to many wireless
seismic technologies in the market for which the wirelesslntes are power consuming. In the second
stage, where proper LoRaWAN network has been put in placgingdonly one more gateway has
resulted in a FER less thatd% by all the nodes seen by both gateways, which clearly higtdighe
importance of a proper network architecture design. We lase shown that our nodes could nicely

mitigate interference from other LoRa users, as well agfitence sources working around the same
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frequency band868 MHz). The third stage of the PoC field test was partly devoted mobility and
handover test with nod24 mounted on a driving car. We have illustrated that LoRa detanés could
be seamlessly received and decoded by the gateways everoinomobile node 44) moving as fast as
100 km/h, which by itself highlights the potential of LoRa for @dsr range of applications within the
Oil and Gas industry including asset-tracking.

In a nutshell, our field test results corroborate that chéags (than 10 USD) subscription-free LoRa
chips can be embedded into our seismic sensory systemsrajlos to transmit more th&t MB of data
per node per day over distances of a few kilometers while &ta dould be monitored real-time on cloud.
Note that6 MB of data can only be handled if all the frequency sub-barfdso&a (adding up tal2.1%
allowed duty-cycle) are employed at the highest data-rééeeaa by its lowest spreading factor; employing
only a single frequency sub-band will result in a fractiortlié amount. Nonetheless, it also means that
a properly-engineered network ®600 nodes can potentially handiex 365 x 1600 ~ 3.5 TB of data
which is more than what we have estimated for our networkgteisi Groningen (see Subsection VI-A),
and thus re-confirms that if our applications are delay &lesuch an loT-based network can efficiently
handle the data aggregation and transmission. Interessetér is referred to our extended work focusing

on this PoC field test in Jamali-Ratl al. (2017).

VIIl. CONCLUDING REMARKS

Wireless seismic technologies are being picked up by thekeharith an unprecedented rate in
the past few years. This is because compared to the traglittable seismic they offer a more cost-
efficient solution with less environmental impact withohe tcomplications of transporting, maintaining
and retrieving cable-based systems; they are less dentpiditerms of maintenance and provide the
possibility of real-time data acquisition.

We have observed the advent of a new generation of wirelebaddogies (so-called LPWANS) with
inherent Internet of things (loT) compatibilities and wevdaet them at the core of our networking design.
Our proposed design combines affordable low-power lomgawireless technologies, advanced and
scalable networking protocols, and Internet of sensork wlitud computing for storage and processing.
The result is a plug and play network where anyone can defldelaw sensors; it can operate in a (near)
real-time fashion to address a wide variety of demands, andlibe scalable to thousands of sensors
with worldwide accessibility to the acquired data. We hax@ppsed two loT-based wireless networking
architectures based on different categories of LPWANs ave Imatched them with our seismic scenarios
of interest. We then have presented a practical study oni@yen field where we have incorporated

our design architectures and have corroborated our detagéworking quantitative estimates. Finally,
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we have put an step further in materializing our vision of-lmBed wireless seismic by conducting a
proof-of-concept field test with LoRa and have presentedngsing first results for seismic QC.

Even though the main scenarios discussed in this paper atg abismic applications, we believe the
underlying concept revolving around a flexible loT-baserklgiss network of cheap nodes making use of
cloud services is applicable to a wide variety of appliaagiin the Oil and Gas industry, from upstream
(seismic interferometry) to mid-stream (pipeline moriitig) and even downstream (asset tracking). Our
future effort will be focused on large-scale implementatid loT-based wireless technologies (LoRa and

NB-10T) for such scenarios.
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