Journal of Medical Systems (2018) 42: 93
https://doi.org/10.1007/510916-018-0952-3

SYSTEMS-LEVEL QUALITY IMPROVEMENT

@ CrossMark

Prediction of Software Reliability using Bio Inspired Soft
Computing Techniques

Chander Diwaker' - Pradeep Tomar? - Ramesh C. Poonia?® - Vijander Singh?

Received: 29 August 2017 /Accepted: 27 March 2018 /Published online: 10 April 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract

A lot of models have been made for predicting software reliability. The reliability models are restricted to using particular types of
methodologies and restricted number of parameters. There are a number of techniques and methodologies that may be used for
reliability prediction. There is need to focus on parameters consideration while estimating reliability. The reliability of a system may
increase or decreases depending on the selection of different parameters used. Thus there is need to identify factors that heavily
affecting the reliability of the system. In present days, reusability is mostly used in the various area of research. Reusability is the basis
of Component-Based System (CBS). The cost, time and human skill can be saved using Component-Based Software Engineering
(CBSE) concepts. CBSE metrics may be used to assess those techniques which are more suitable for estimating system reliability. Soft
computing is used for small as well as large-scale problems where it is difficult to find accurate results due to uncertainty or randomness.
Several possibilities are available to apply soft computing techniques in medicine related problems. Clinical science of medicine using
fuzzy-logic, neural network methodology significantly while basic science of medicine using neural-networks-genetic algorithm most
frequently and preferably. There is unavoidable interest shown by medical scientists to use the various soft computing methodologies in
genetics, physiology, radiology, cardiology and neurology discipline. CBSE boost users to reuse the past and existing software for
making new products to provide quality with a saving of time, memory space, and money. This paper focused on assessment of
commonly used soft computing technique like Genetic Algorithm (GA), Neural-Network (NN), Fuzzy Logic, Support Vector Machine
(SVM), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), and Artificial Bee Colony (ABC). This paper presents
working of soft computing techniques and assessment of soft computing techniques to predict reliability. The parameter considered
while estimating and prediction of reliability are also discussed. This study can be used in estimation and prediction of the reliability of
various instruments used in the medical system, software engineering, computer engineering and mechanical engineering also. These
concepts can be applied to both software and hardware, to predict the reliability using CBSE.
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Introduction
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vijan2005 @gmail.com Software reliability is defined as running a system without any

failure for a particular time interval. Predicting software reli-
ability is a research issue due to many challenges in predicting
and estimation of software reliability. To make the system
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liability with reusability. The research is going on to reduce
complexities and failure rate in the system. It is a difficult task
to compute the best cost where there is a large area with a
population with the random movement of many components.
Component-Based Software Development (CBSD) helps in
making reliability model in easy and efficient manner.
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It is a difficult task to make a new system in more efficient
manner and in very less time interval. Therefore, CBSE may
be used to make new software to save time and money by
providing quality and high reliability. Gouldo (Goulao,
2005) defines CBSE as a section of software engineering that
depends on component re-usability. A software component
formed a component model by integration of various compo-
nents for performing a particular function. The components
can be separately positioned and compiled without a change in
attributes as per composition standard. Thus Component-
Based Software Reliability (CBSR) depends on interaction
among reusable components. CBS relies on connections of
components. If the connectivity of components is complex,
then it is difficult to estimate CBSR. The choice of compo-
nents depends on interfaces between components and reus-
ability of components. These selected components assist in
components integration. Soft computing becomes popular in
the research area of estimating and predicting reliability. Many
optimization techniques have been used that can help in pro-
viding best local/global cost to achieve the target.

It is a difficult task to make a new system in more efficient
manner and in very less time interval. Therefore, CBSE may
be used to make new software to save time and money by
providing quality and high reliability. A software component
formed a component model by integration of various compo-
nents for performing a particular function. The components
can be separately positioned and compiled without a change in
attributes as per composition standard. Thus CBSRe depends
on interaction among reusable components. CBS relies on
connections of components. If the connectivity of components
is complex, then it is difficult to estimate Component-Based
Software Reliability (CBSRe). The choice of components de-
pends on interfaces between components and reusability of
components. These selected components assist in components
integration.

Related work

Various reliability models have been proposed by taking dif-
ferent parameters consideration. Different optimization tech-
niques have been used to estimate reliability which is
discussed below in various author’s work.

A lot of models have been made for predicting software
reliability. The reliability models are restricted to using par-
ticular types of methodologies and restricted number of
parameters. There are a number of techniques and method-
ologies that may be used for reliability prediction, but there
is a lack of software reliability prediction in case of CBSE.
CBSE boost users to reuse the past and existing software for
making new products to provide quality with a saving of
time, memory space, and money. But to get the optimized
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result, researchers and practitioner used soft computing
techniques for small as well as large-scale problems where
it is difficult to find accurate results due to uncertainty or
randomness. This study focused on assessment of common-
ly used soft computing technique like GA, NN, Fuzzy
Logic, SVM, ACO, PSO, and ABC. 1t is a difficult task to
compute the best cost where there is a large area with a
population with the random movement of many compo-
nents. CBSD helps in making reliability model in easy
and efficient manner. This work presents working of soft
computing techniques and assessment of soft computing
techniques to predict reliability based on CBS.

Analysis of neural network

Chen and Wang [1] proposed a model based on back-
propagation NN for estimating failures of a software system
during the maintenance phase. This is a straight and fast meth-
od for calculating failure. To represent the application and
validation of the proposed method, an illustration of a com-
mercial shop floor control system was utilized. Proposed mod-
el lying on BPN improved estimation for software failures.
The performance regarding the model was measured by cal-
culating the mean average percentage error. The input data
models were enhancement and failure correction records and
output was future failure time.

Zheng [2] presented two types of models for calculating
software reliability such as parametric and non-parametric.
No single parametric model able to achieve the accurate pre-
diction in all cases. This was a non-parametric model for pur-
pose of SRP, based on NN ensembles. The comparison was
performed among proposed system using single NN based
system and with the parametric not homogenous Poisson pro-
cess models. The experimental outcome showed that by
combing numerous NN, the predictability of system can be
considerably improved. Software execution time was the in-
put of system and predicted failure numbers is the output of
the system. This model considered three different rules for the
combination module i.e. Mean rule, Median rule, and
Weighted mean law. For comparing the different models the
term, variable term-prediction was used and performance
measures of variable term-prediction were evaluated using
relative Error and Absolute Error.

Singh and Kumar [3] proposed software reliability predic-
tion (SRP) model based on feedforward NN. The proposed
technique used backpropagation training algorithm for im-
proved reliability prediction. A comparison among considered
approach and other SRP models had been shown via utilizing
the seven distinct failure data sets composed of standardized
software projects for testing validity of the considered method.
Software ET was input for the considered method and number
of cumulative failures was the output of the system. The
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effectiveness of proposed model was calculated by parameters
such as variable-term-predictability, RMSE, mean average er-
ror. In this paper MATLAB, 7.0.1 environment is used for
representing execution time and a number of failures.

Bisi and Goyal [4] introduced model by utilized NN for
estimating an accumulative number of failures along with
two encoding scheme that was exponential function and
logarithmic function. Depending on the existing data of
software failure, encoding of execution time was per-
formed by utilizing the exponential function and logarith-
mic function. Performance of considered method had test-
ed on cighteen data sets of software failure. Numerical
result illustrated that considered approach provided accept-
able outcomes across several software projects. The con-
sidered model had a good capability of prediction as com-
pared to other models. The model calculated three param-
eters like Root Mean Square Error (RMSE), average rela-
tive error and Relative RMS.

Arora and Choudhary [5] Applied feed-forward neural net-
works model in support of software reliability growth predic-
tion. This novel approach used testing and debugging data
from several software projects. The NN method showed con-
sistent performance in estimation and predictive performance
was comparable with the parametric model. This model cal-
culates two parameters i.e. execution time and faults. The
units for execution time and faults were days and cumulative
faults at end of every day. The results demonstrated total time
for debugging and examining was 46 days, and faults were
266. MATLAB was used for graphical representation.

Kumar et al. [6] determined the problem regarding assump-
tions that always needs, before starting a project that is a
critical task. For attaining the objective, from the similar pro-
jects failure history was collected and after that, applied for
constructing several models of NN for prediction. Proposed
method showed how distinctive data sets able to be employed
to NN model and attain the optimal solution between them.
Parameters that judge the capability of NN model were a rel-
ative error, absolute mean error, average bias, normalized av-
erage error and rank metric.

Ramasamya and Lakshmanan [7] proposed simple log
power SRGM with exponential testing effort function estimat-
ed parameters with the artificial neural network. Performance
comparison of SRGM was done when parameters were esti-
mated in the traditional way. The performance was also com-
pared with ANN including testing effort and without includ-
ing testing efforts. Three vital criteria for which result evalu-
ated was measured are named as Akaike Information Criterion
(AIC), R? (Coefficient of determination) and RMSE. RMSE
was used to compute the difference between actual value and
the predicted value. AIC computed the better fit and utilizes it
to rank the models, and also it gave a penalty to a model
having numerous parameters.

Analysis of genetic algorithm

Aljahdali and El-Telbany [8] utilized multi-objective GA in
support of SRP by estimating the faults through the software
testing procedure via utilizing the software faults historical
data. This scheme considered three main approaches that were
weighted formula approach, lexicographic approach and the
Pareto approaches to deal with multi-objective difficulties.
This scheme used three datasets that were Operating System,
Real Time Control, and Military. When autoregression model
and AR model plus GA algorithm, applied to data sets out-
come shows that ensemble model had superior performance
than a single model. Parameters of GA were population size,
mutation, number of generations, speed, crossover rate, and
selection method. The comparison between single model and
ensemble models was shown with parameters: share normal-
ized RMSE and Correlation Coefficient (R?).

Kim et al. [9] proposed an effectual approach named as
Real-Valued GA (RGA) for estimating the software reli-
ability. RGA basically used the real-valued operator that
quickly converged the optimal value into a continuous do-
main. Modeling the efficient genetic operators within RGA
is easier as compare to Binary GA (BGA) because genotype
is same as a phenotype in RGA. RGA is not produced any
special like + infinity and Not a Number (NaN) and also
RGA does not need any procedure to encode and decode
the chromosomes among bit strings and actual values be-
cause of real data operations. The experiment was accom-
plished on eight data sets which are real and the outcome
shows that RGA was better than other existing Genetic ap-
proach. Fitness function, selection operators, heuristic
crossover and non-uniform mutation were a parameter used
in RGA. For comparison among RGA and another genetic
approach, MSE was the comparison criteria.

Sharma et al. [10] presented a group of methods that
utilize a GA for generating the test data. These methods
have different parameters for automatically producing the
structural-oriented test data based on internal program
structure. Discovered factors were utilized in calculating
the fitness function of GA, for choosing the preeminent
possible Test method. Test populations were taken as an
input by these methods and the evaluation of test cases was
performed for that program. This integration helped in en-
hancing GA within investigation space examination and
exploitation area with improved convergence rate. Few
terminologies that might be used during implementation
of GA: Individual, Search Space, Locus, Chromosome,
Trait, Population, Allele, and Genome. GA was imple-
mented with different tools like Ruby, C++, and MATLAB.

Fazel [11] focused on a method that uses GA for
predicting software error. The objective of the considered
method was to predict error of software with higher
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accuracy and speed, and moreover to represent a structure
that can execute and expand easily. The achieved result of
this method showed a preferred performance from the time
period for predicting error and recognition or output rate.
The outcome showed that a recognition rate of the pro-
posed method was more than 95% in the best condition.
For measuring the performance of the proposed method,
some subsequent parameters had changed with every sim-
ulation i.e. dataset, number of GA generation, the popula-
tion requirement of education and testing, and changes in
the composition operator. Results of detection simulation
of software error were provided by applying MATLAB
tool.

Analysis of chaos theory

Rotshtein [12] utilized a convenient methodology which is an
incorporation of fuzzy logic with chaos theory. Fuzzy sets
membership functions incorporated into a logistic map like
chaos generator were utilized for creating reliability bifurca-
tions map of the system with the redundancy of components.
This approach explained that increase in a number of redun-
dant elements delaying the jiffy of the first bifurcation associ-
ated with a loss of reliability and decreases the orbit size. This
approach involved the problem statement of redundancy op-
timization below conditions of chaotic behavior of affecting
parameters and GA to solve the problem. A variable called
“failure possibility” was modeled through membership func-
tion of the system.

Quin [13] implied a novel method for analyzing and resolv-
ing software security and reliability modeling. The first sec-
tion included the study of failure behavior and artificial nature
of software system precisely, obtaining the law and character-
istics of software failure and secondly section offered a mea-
sure to a degree, for the software reliability criteria that can be
utilized for testing the indicators of system reliability and se-
curity. Finally, through chaos theory SR modeling and analy-
sis, software data failure analysis, reconstructing phase space
and forecasting results through actual results were performed.
Two error functions were used for analyzing the advantages
and disadvantages of SR chaotic model instance results and
termed as Relative Error (RE) and Mean Error (ME).

Tong et al. [14] proposed a novel approach based on
chaotic time series and Heterogeneous Ensemble Learning
(HEEL) for SRP. This scheme firstly performed chaos iden-
tification for identifying whether data of software failure
was chaotic and after that used various weak learners for
constructing a HEEL model that would be trained through
previous failure data. Finally, by using a trained model pre-
diction was performed. Two real-world datasets of software
failure i.e. Musa data and National Trauma Data Standard
(NTDS) data were used for a case study. Predictive perfor-
mance was calculated by performing a comparison among
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two SRGMs and two data-driven models. The outcome
demonstrated that proposed approach worked best, and
had an excellent forecasting and performance. This ap-
proach utilizes MSE as the fitness function. Two norms,
RMSE, and average relative error were selected for evalu-
ating the prediction performance.

Analysis of differential evolution

Becerra et al. [15] introduced test data generator that used DE
for resolving constrained optimization problems and evaluat-
ed its performance for various DE models empirically. With
the objective of comparing this technique to other approaches,
experiments were extended to the Breeder GA, and compari-
son of various test data generators with DE approach is per-
formed. The outcome introduced DE as an assured solution
technique for the real-world problem. The result showed that
DE was robust, mainly in constrained optimization, getting
good results in a huge range of problems, and needs a rela-
tively less number of function evaluations. Some of the pro-
gram characteristics were a number of parameters creating an
input, the parameter type, the bounds values, number of
branches in source code and the higher number of critical
conditions.

Nasar and Johri [16] focused on distributing entire testing
resource optimally underneath the dynamic situation. A de-
tailed optimization policy established from the optimal control
theory was proposed by using Differential Evolution (DE).
DE is an enhanced form of GA for quicker optimization. DE
has uncomplicated structure, simple to use and robust. This
approach proposed that testing of software and debugging
should be observed as simultaneous behavior. Numerical anal-
ysis showed that objective assigning of testing effort via using
DE. Parameters of DE are population size, a number of gen-
eration, crossover constant (CR), differentiation constant (F).

Review and analysis of soft computing techniques

Mahadevan and Rebba [17] developed a Bayesian methodol-
ogy for validation of reliability model by comparing between
model prediction and testing data, both of which have uncer-
tainty. A large complex computational sculpt may be
decomposed into smaller modules. Propagating sub-module
validation data was used to assess overall reliability forecast-
ing model through Bayes network approach where the full-
scale experiment is not viable. The statistical sharing of over-
all presentation function was updated using validation test
data for individual sub-modules. The posterior ratio and prior
densities at the predicted values of performance function were
utilized to validate model forecasting. The concept of Bayes
network may be expanded to the case of system level reliabil-
ity prediction involving multiple limit states. The methodolo-
gy may be expanding by including correlated measures in in-
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between nodes and effect of justification at these nodes on the
overall metric for the reliability prediction model.

Bai [18] utilized the Bayesian network for modeling soft-
ware reliability forecast through an operational profile. Owing
to the complication of software products and development
process, SRM requires possessing the ability to arrange with
multiple parameters. A Markov Bayesian network had been
applied to make a model for reliability prediction. This model
was an extension of Markov Bayesian network that was built
for forecasting software reliability with the operational profile.
It focused on discrete-time failure data. As a result, the recom-
mended algorithm, the Gibbs sampling-based Algorithm,
would be time-consuming. Beta distributions were imple-
mented as priors for the case study. The important property
of Beta distribution is that it is conjugated to the binomial
distribution. Thus Beta distribution fits very well for the var-
iables that are defined in (0, 1).

Pai and Hong [19] surveyed the possibility of usage of
SVM to predict software reliability. Simulated Annealing
(SA) was used to choose the constraints of SVM model.
Examples were obtained from current literature and were uti-
lized to present the effectiveness of reliability forecasting. The
result showed that SVM model utilizing SA provided better
calculations than other methods. A relative study of the esti-
mating performance of several models was evaluated. The
greater forecasting capability of the model was due to using
of SA algorithms in choosing SVM parameters and minimiz-
ing the structural risks in SVM-SA models. Hence, the
planned model was a promising alternative for predicting soft-
ware reliability.

Elish and Elish [20] explored the SVM potential in esti-
mating defect-prone units and evaluated its performance with
machine learning models and eight statistical data in the per-
spective of 4 NASA datasets. In all datasets, the overall cor-
rectness of SVM was in the range of 84.6-93.3%; its precision
was in the range of 84.9-93.6%; its recall was in the range of
99.4-100%; and its F-computation was in the limit of 0.916—
0.965. During Consideration of F measure, SVM attained su-
perior F-computation than at least five out of the eight
contrasted models in the entire datasets and was not consider-
ably outperformed by any model. The outcome presented the
estimation performance of SVM was generally improved than
other models. The research may be continued by carrying out
further empirical studies with other datasets and to recognize
the full perspective and possible drawback of SVM. Another
research issue is to consider additional self-governing vari-
ables like coupling and cohesion measures.

Kiran and Ravi [21] proposed ensemble models to cal-
culate software reliability efficiently. To calculate software
reliability, tree linear and one nonlinear ensemble was
formed and tested. In particular, a nonlinear ensemble
was trained by using Back Generation NN (BPNN). This
approach utilized application of all techniques prediction

potential towards information and suitably assigns weights
to methods relied upon their performance. Various statisti-
cal and smart methods constitute the ensembles. These
various techniques applied to forecast software reliability
were: (i) Threshold Accepting-based NN (TANN), (ii)
Back Propagation NN (BPNN), (iii) Pi—Sigma-Network
(PSN), (iv) Multiple Linear Regression (MLR), (v) Tree-
Net (vi) Multivariate Adaptive Regression Splines
(MARS), (vii) Dynamic Evolving Neuro-FIS (DENFIS)
and (viii) Generalized Regression NN (GRNN). Based on
the numerical experiment, the not linear ensembles
outperformed all further ensembles with constituent statis-
tical plus smart techniques. The ensembles developed can
use as feasible alternatives to present methods for predic-
tion of software reliability.

Fenton et al. [22] presented an approach that uses Bayesian
networks (BNs) in forecasting software reliability and defects.
This scheme allowed the examiner to include fundamental
factors in joining quantitative and qualitative computation.
While such BN models had proven to be useful, their accuracy
was traditionally constrained by two factors a) The inevitable
subjectivity resulting from expert elicitation. b) The static
discretization necessary in BN inference algorithms. The
new scheme to inference using dynamic discretization re-
moved the previous constraints and also makes it much easier
to build and modify BN models with continuous nodes. The
dynamic discretization algorithm results in significantly more
accurate predictions with only minimal increases in computa-
tion time.

Doguc and Marque [23] presented a method for building a
Bayesian network (BN) to estimate system reliability. This
method utilized historical data related to the system to be
modeled and in making BN model without the requirement
for human intervention. The K2 algorithm was utilized for this
purpose which is an efficient relationship rule mining method.
This algorithm used a heuristic to provide efficient and accu-
rate results while searching for associations. No human in-
volvement is necessary during the construction of BN and
reliability estimation. According to the experimental results,
reducing the running time of finding associations from O(2n)
to O(n2), the proposed methodology can work efficiently even
with substantially large systems. Moreover, the BN models
constructed using K2 algorithm were shown to be accurate,
especially when more past data related to the system is avail-
able. As expected, the outcome showed that when 1000 his-
torical observations on the system are available, the construct-
ed BN is more than 90% accurate. The accuracy of the K2
algorithm can further be improved when the already existing
associations between system components are taken into
account.

Aljahdali and Sheta [24] proposed an SRGM using fuzzy
logic. The model contained a group of linear sub-models con-
nected together smoothly by utilizing fuzzy relationship
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functions to signify the fuzzy model. A fuzzy on linear regres-
sion model was built for calculating the accumulated defects
of software engineering purposes. The built model executed
based on Takagi-Sugeno technique. The designed fuzzy
models were tested utilizing three types of relevance’s: oper-
ating systems, military, and real-time control purposes.
Dataset related to results and analysis were developed by
Musa are presented to prove the potential reward of utilizing
fuzzy logic in resolving this difficulty.

Moura et al. [25] discussed regression though SVM that
was utilized for forecasting reliability time-series and time-to-
failure data of engineered components. The data-driven and
empirical techniques provided a better choice to manage the
complexity of the systems for realistic application of nonlinear
reliability prediction. Support Vector Machines Regression
(SVR) results were compared with the other data-driven em-
pirical technique’s results such as Radial Basis Function
(RBF), Infinite Impulse Response Locally Recurrent Neural
Network (IIR-LRNN), Box-Jenkins Autoregressive
Integrated Moving Average (ARIMA) and the traditional mul-
tilayer perception (MLP) models. The achieved SVR showed
better results as compared with other learning machines.
Further, no shorten parametric consideration was required to
calculate future failure times. Finally, SVR showed significant
performance in managing wavy and smooth time series data.

Singh and Toora [26] developed Neuro-fuzzy-hybrid algo-
rithm proposed for the component classification. The previous
research deals with reusability of software components. The
elements used were reuse frequency, regularity, complexity,
volume, and coupling. In these data search applications, the
design of Neuro-fuzzy hybrid algorithm had exposed its dom-
inance because it contained the advantages of fuzzy plus neu-
ral networks. Neuro-fuzzy algorithms are certainly better than
Fuzzy algorithm because it inherits adaptability and learning.
The developed model of Neuro-fuzzy for software reusability
had been simulated in MATLAB. The outcome showed less
percentage average error in Neuro-fuzzy algorithms.

Rana and Yadav [27] constructed a fuzzy based software
based software quality estimation approach to examine the
software criticality. Fuzzy rules were trained to find all risk
aspect in software. Software risk analysis was also one of
criterion to find the software reliability under risk vector.
This approach explained software risk on three levels. These
three levels were individual vector risk, subcategory risk, and
the aggregate risk. This was a layered approach in which input
was software execution time, whereas the outcome of the sys-
tem was a number of failures. The approach used fuzzy strat-
egies to enhance association mining for predicting software
reliability. This exertion was applied at various places as it has
a range of applications.

Ziauddin et al. [28] introduced model utilizing fuzzy logic
to enhance the exactness of software effort assessment. This
model was employed for fuzzify input factor of the COCOMO
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I model and the outcome was de-fuzzified to get the ensuing
attempt. The planned model relied on Fuzzy Logic and
COCOMO II. The COCOMO II contained three sets of inputs
software attributes: 17 effort multipliers (EMs), 5 scale factors
(SFs), one size of KDLOC (SZ) plus one output i.e. is an
effort. To symbolize the linguistic conditions inside the model,
triangular fuzzy statistics were used. The result of the model
was contrasted with COCOMO II with Alaa Sheta Model.
This model provided a better result than other models.

Yang et al. [29] introduced a concept to solve large-scale
difficult software system utilizing Bayesian Network that sup-
ported SRM methods. The task flow oriented software reli-
ability simulation prediction methods were combined togeth-
er. Bayesian Network can estimate the first reliability for dif-
ficult software system by structured learning and parameters
learning from software structure and the possible history data.
This method can broadly make use of previous information of
software architecture, the past data and software task flow to
perform the active reliability forecast and find the reliability
weaknesses at the same time. Single Train network Control &
Management System (TCMS) software was selected as the
experiment application to verify its feasibility and validity.
The future research directions will focus on modeling of the
external abnormal events to simulate fault injection function
based on a proposed method to realize other realistic and ac-
curate reliability analysis and estimation.

Khosla and Soni [30] optimized the fuzzy membership
functions (MF) to manage the deviation in pendulum angle
and velocity using ABC and ACO. With the ABC based
fuzzy, the inverted pendulum remained in steady state with
less error. The parameters considered were pendulum posi-
tion, angle, velocity, integrated control. The outcomes showed
better performance in case of proposed fuzzy controller relied
on ABC algorithm.

Elloumi et al. [31] proposed an approach included combin-
ing Fuzzy Logic with ACO (FACO) and PSO (F PSO)for
solving TSP. The aim was to find the best path with less time
for TSP. The outcome showed that as increase the size of the
population, path length and execution time of FACO and
FPSO decreases. The outcome showed better execution time
of PSO is better than ACO.

Shanmugam and Florence [32] estimated accuracy for soft-
ware reliability model using ACO. The suitability of the ac-
curacy was analyzed on Poisson and binomial models. Using
this approach, space and time complexity was also reduced.
Probability, failure rate, number of intervals, fitness function,
ants, time interval were used for predicting reliability.

Roopa and Reddy [33] utilized PSO approach to generate
design choices in the design phase and assisted in design de-
cision at the time of building CBSS. Fitness value and com-
putational time of PSO and GA for a different number of
iterations were compared. The results showed that PSO shows
better outcome as compared to GA.
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Singh et al. [34] present a model to assess the reusability
using FL. The parameters considered were modularity, main-
tainability, flexibility, interface complexity, and adaptability.
Different membership functions such as Gaussian member-
ship, trapezoidal and triangular were utilized. 243 fuzzy sets
were created and membership functions were classified as
Least, Less, Modder, More, Most.

Okutan and Yildiz [35] proposed model relied on the
Bayesian network in which the interaction among metrics
and defects proneness on multiple datasets. The metrics ap-
plied to Promise data repository. It defined two metrics:
Numbers of Developer (NOD) and Source code quality. The
experiments executed on nine open font Promise data reposi-
tory dataset shows that result for class (RFC), lack of coding
quality (LOCQ) and lines of codes (LOC) were the most valu-
able metrics while weight method per class (WMC), coupling
among objects (CBO) and lack of cohesion of methods
(LCOM) were less efficient metrics on defect-proneness. It
provided partial outcome on numbers of children (NOC) and
depth of inheritance tree (DIT). In future direction, it can in-
clude other software and procedure metrics in this model to
expose the relationships among them and to perform analysis
during defect estimation.

Tyagi and Sharma [36] proposed an ANFIS model for
estimating CBSR relied on basic components of soft comput-
ing and evaluated its performance with that of plain FIS for
different datasets. This was a hybrid method that requires less
calculative time than conventional schemes and the previously
proposed FIS approach. The RMSE value was calculated for
the outcome attained by FIS and the outcome attained by
ANFIS with the actual output. Using the ANFIS, first trained
FIS, and the rules were created based on training data to pro-
duce an output of the trained model. Hence, the ANFIS per-
formed better than the FIS. The only limitation of the model
was its complex execution for big data sets.

Lal and Kumar [37] used fuzzy logic to estimate the reli-
ability of various CBSS. Various rules were applied on FIS for
designing and inspection of reliability for the CBSS.
MATLAB was used for simulation and observing results.
The main steps involved were the identification of compo-
nents, design, and analysis of reliability for CBSS, and com-
pare the reliability of proposed model with the existing model.
The result showed that the proposed approach presented a
better outcome than the conventional approach of estimating
software reliability.

Tyagi and Sharma [38] introduced Heuristic Component
Dependency Graphs (HCDGs) to estimate CBSS reliability.
This paper also proposes component reliability and CBSS
reliability. This algorithm is an extension of ACO named as
ACOREL. This algorithm identified the most used path. This
path helps in estimating path reliability. A parameter such as
reliability of average execution, component time, component

path probability, pheromone amount, heuristic information,
number of components was used in estimating CBSR.

Diwaker et al. [39] discussed various metrics which were
classified on basis of system level and component level. These
metrics help in measuring different characteristics of compo-
nents. The factors affecting CBS system were also discussed.
In future, these metrics and factors may be used with soft
computing techniques to estimate CBSR in an efficient
manner.

Jaiswal and Giri [40] estimated CBSR using the FIS and
ANFIS with two different number of relationship function.
After comparing the output reliability, values for different in-
put sets were analyzed. FIS and ANFIS models offered better
result for 5 membership function as comparing three member-
ship functions. Here, CBSR estimation was performed based
on only four factors that are Reusability, Operational profile,
Application complexity and Component dependency. But
CBSR was exaggerated by other parameters like Software
quality, Fault density, Together with functionality, availability,
usability, performance, serviceability, capability, installability
and maintainability. In future work, other factors may be also
added.

Diwaker and Tomar [41] utilized the CBSE metrics such
Component efficiency, component dependency and compo-
nent density for assessing ACO methodology. ACO can be
used to determine the component interaction and reusable
components in a system that leads to increasing the reliability
of the system. MATLAB was used for implementation of
ACO. The outcome showed as component efficiency in-
creased, the component density also increased.

Diwaker and Tomar [42] presented an appraisal of PSO
with CBSE metrics. A new fitness function for PSO was pro-
posed and the results were presented with help of metrics like
component interface complexity metric, component
Functionality Metric, and average execution time. The
subparameters used were interaction among components, re-
usability, and usage of resources.

Bolisetty and Yalla [43] proposed Hybrid PSO— Cuckoo
Search algorithm for building an adaptive software design
relied on Process control model. The components were select-
ed by test cases generator. The adaptive architecture was built
using PSO - CS on basis of clustering results. The attributes
like functional requirements, evaluation, responsibility, mod-
ifiability, efficiency, and traceability were considered for reli-
ability estimation.

Diwaker and Tomar [44] focused on the evaluation of PSO,
ABC, and ACO utilizing CBSE reusability metrics. The best
of above optimization techniques were evaluated using CBSE
reusability metrics. LOC, number of function, reusable com-
ponents in the coding of ACO, ABC and PSO were parame-
ters for evaluating these optimization techniques. MATLAB
was used for implementing these optimization techniques.

@ Springer
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ACO showed better reusability for component integrity than
ABC and PSO.

Preethi and Rajan [45] discussed various techniques of
reliability evaluation such as reliability analysis by using
path testing designed for a compound CBSS. It utilized the
collected failure information in testing stages to estimate
failure rate in the operational situation. In a practical envi-
ronment as a function or service, various exterior factors
may also affect when different schemes are applied for re-
liability forecasting during the development of life-cycle
phase. This work focused on software reliability estimation
using path testing for CBSS, SVM, virtual sample-based
model, methods based on correlated component failures
and quality indices formed in all stages of the software
lifecycle. These techniques helped to determine current
meaningful knowledge to improve techniques used in firm-
ware reliability prediction.

Rizvi et al. [46] focused on fuzzy logic to treat with
worries and vagueness engaged in early stage measures.
The model used in Early Stage of Reliability Estimation
Model in which integrated requirement plus design metric
taken as Input to the FIS to forecast software reliability.
There were four input variables in requirement phase and
five input variables in design Phase. The prophetic accura-
cy measure was done by means of Pearson Correlation
Coefficient which was encouraging and supporting. The
MATLAB was utilized for validating the developed repre-
sentation and computed the various predictive accuracy
measures to ensure its prediction efficiency. The result of
the ESRP model is better and improved reliability estima-
tion model.

Rizvi et al. [47] proposed a highly planned structure that
described the process of quantifying software reliability,
before the coding of software start. The fuzzy rules had
been utilized to overcome the limitation of partisanship
of requirements stage measures. This study highlighted
the feeble point of earlier software reliability forecast ef-
forts, and subsequently developed a structured framework
that overcomes the inadequacy of earlier study and quan-
tifies the reliability, on basis of the requirements and de-
signs phase measures, prior to the coding starts. It contains
eight different phases: conceptualization, identification, as-
sociation, quantification, corroboration, analysis, assess-
ment, amendment and packaging. In future work, this
framework opens fresh avenues for the researchers, doing
research on reliability estimation.

Dubey and Jasra [48] proposed a reliability estimation
model for CBSS utilizing ANFIS. The model considered
the crucial factors that affect the reliability of CBSS. The
hybrid NN was used in ANFIS which was trained by uti-
lizing the data sets. This NN guided rule based on FIS.

@ Springer

This model depended on adaptive learning and decision
creation capability of ANFIS. An evaluation using
Mamdani FIS was also proposed. The outcome showed
higher efficiency in ANFIS model to determine the consis-
tency of a CBSS than that of FIS. The future work may be
to design an model that considers factors include in CBS.
These will include internal, external as-well-as develop-
ment process factors.

Sharma and Gandhi [49] proposed a model for estimating
CBSS reliability by utilizing Modified Neuro-Fuzzy
Inference System (MNFIS) concepts. This model relied
on four factors: Component dependency, Operational pro-
file, Reusability and Fault Density. The performance of the
model was compared with FIS. MNFIS show better perfor-
mance than FIS. An additional factor i.e. fault density was
included in this model. The sensitivity analysis was also
compared for two models. It was observed that MNFIS
was more stable than FIS model.

Research gap and open issues

As discussed in section 2.5, a lot of research has been done to
estimate software reliability. The main challenges faced by
researchers and practitioners are identifying significant param-
eters that affects reliability of software and modeling those
parameters in well defined manner to predict the software
reliability.

Soft computing techniques

Optimization techniques become popular in optimization so-
lution for large problems. Optimization techniques have many
applications. There are several commonly used optimization
techniques like Genetic Algorithm (GA), Neural Network
(NN), Fuzzy logic, Support Vector Machine (SVM) and
Swarm Optimization methods like Artificial Bee Colony
(ABC), Ant Colony Optimization (ACO) and Particle
Swarm Optimization etc.

The working of these optimization techniques mainly
based on activities of components in a limited area and
these activities are used to compute optimal solution for a
particular problem. The working mainly consists of sharing
of information by neighbors to achieve the goal. The work-
ing of various soft computing technologies described as
follows:

Genetic Algorithm (GA)

GA was developed by Goldberg [49] which was inspired
by Darwin’s theory of evolution. Hermawanto [50]
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utilized GA for solving mathematical equality problem. It
includes chromosome, collection of which is called pop-
ulation. A chromosome is made from genes, the value of
genes may be numerical, symbols, binary or characters
based on the type of problem. There is a requirement of
fitness function which is fooled by Chromosomes to com-
pute validity of the solution. Crossover is a process of
creating new chromosomes called offspring which in-
cludes the genes combination of their parent. In a gener-
ation, some chromosomes are also mutated in their gene.
Crossover and mutation processes are managed by the
value of crossover and mutation rate. A chromosome with
higher fitness rate has a high probability will be selected
for next generation. After various generations, the value
of chromosome is converged to an assured value which
provides the best solution to a problem.

Application. strategic asset allocation, cryptography,
TSP and sequence scheduling, Robotics etc.
Limitations: Selection of fitness function and coding for
fitness function is a difficult task. The wrong selection of
parameters for mutation and crossover rate results in the
wrong output. In most cases, GA provides poor results in
small problems.

Fuzzy Logic (FL)

It is a mapping of unknown input statistics information to a
scalar statistics data. Alberfos [51] build a controller using FL.
It includes four parts: fuzzifier, inference engine, rules, and de-
fuzzifier. An architecture of the fuzzy system is shown in Fig. 1.

Application: Controlling speed of motors and controlling
the temperature in various devices.

Limitation: making fuzzy rules is a difficult task, time
consuming, complex for large problems.

Neural Network (NN)

NN can be utilized to detect trends and extract patterns that are
too complex. Awodele and Jegede [52] discussed the application
of NN. A trained NN is considered as an expert. The information
in NN is processed in the same manner as in the human brain.
NN includes a large number of interconnected processing com-
ponents called neuron that worked in a parallel manner to solve
a particular task. Its operation may be unpredictable. The con-
ventional and NN algorithms are a complement to each other.

The architecture of Neural Networks: Bose had classified
NN in feedback and non-feedback network. Haykin [53]
has classified NN into three types:

* Feed-forward Networks: One-way Communication with-
out a loop. It includes single-layer perception and multi-
layer perceptions.

* A feedback network supports bi-direction operation with
one or more feedback operation.

* Network Layers: General ANN includes three groups of
units: input (raw information), hidden (activities depends
on weights of connections among input elements) and
output units (activities depends on weights among hidden
and output units).

NN consists of the learning process. It concerns with mem-
orization of patterns and network response that includes
associative mapping and auto-association. Learning tech-
niques used for adaptive NN is separated in supervised
learning and unsupervised learning. The back-propagation
algorithm helps in computer error derivative of weights.

Application: NN can be practiced in adaptive learning,
Real-Time Operation, Self-Organization and Fault
Tolerance through Redundant Information Coding, sales
forecasting, industrial process control, customer research,
data validation, Risk management, recognition voice,

Fig. 1 Fuzzy logic
Rules
Crisp Crisp
Input Output
Fuzzifier Defuzzifiers —
Fuzzy Input S(\> juzzy Output Set
Intelligence
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diagnosis of hepatitis, mine detection undersea, texture
analysis, three-dimensional object recognition, recogni-
tion of hand-written word, facial recognition, Optical
Character Recognition, Stabilizing Controller, Weed
identification, Electrical signals occurring from impulses
of human’s receptor organs and water management etc.

Limitations: Black box characteristics, large computa-
tional, difficult of mapping of the solution to cover prob-
lem, experiential nature of sculpting development [54].

Particle Swarm Optimization (PSO)

Das et al. [55] discussed working and applications of PSO
include random movement of components in search space to
attain the goal with low cost and high velocity. Each compo-
nent updates its information depends on the gross foremost
velocity of particles.

Figure 2 shows working of PSO. The velocity of various
components changes according to their past experience,
searching skill, and information nearby. The fitness function
plays important role in PSO. The fitness function is chosen as
per requirement. It is a difficult procedure due to randomness.
Figure 1, shows global best result attained after evaluating the
outcomes of executing a number of iterations.

Application: telecommunications, combinatorial optimi-

zation, data mining, power systems, constrained prob-
lems, signal processing etc.

Initialize Population Value by
Random Number

Y

Apply Fitness Function Fx

Y

Find Maximum Path Value and
Update Table

Y

Otherwise Repeat Steps

Fig. 2 Working of PSO
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Limitation: Less accuracy due to a different direction and
random motion of particles. PSO may cause problem in
non-coordinate environment

Support Vector Machines (SVM)

SVM consists of the optimal hyperplane for linearly sepa-
rable patterns. It includes kernel function that helps in pat-
tern recognition as support vectors. Karamizadeh et al. [56]
discussed advantages and limitations of SVM. Support vec-
tors are data points lie closest to decision surface. SV pro-
vides an optimal solution on decision surface. SVMs can
maximize margin near separating hyperplane. The decision
function is specified by a subset of training samples and
support vectors.

Applications: Quadratic programming problem
Limitation: Slow, Expensive, time-consuming. The dis-
tribution of Support Vector (SV) is difficult.

Ant Colony Optimization (ACO)

It consists of behavioral actions of ants. Katiyar et al. [57]
discussed working of ACO. The Fig. 3 shows working of
ACO in which quantity of pheromone is kept in the path by
ants while moving according to amount and type of food.

This path with maximum pheromone is considered as fa-
vorable track and followed by all other ants of the colony. The
ants, pheromones, and target are the main constituents of
ACO.

Ant System defines the area for the motion of ants and ants
updated their information according to pheromone value. It
includes three algorithms: Ant-density, Ant-quantity, Ant-
cycle.

Applications of ACO: TSP, VRP, GCP, Graph Coloring
Problem, Sequential Ordering Problem, Job Scheduling
problems, Assignment, image processing, network model
problem etc.

Limitations in ACO: 1t is hard to set and find the value of
the objective function, decision parameters/constraints
for dynamic and stochastic problems. In multiple objec-
tives, it is a complex task to find a quality solution.

Artificial Bee Colony (ABC)

The main components of ABC are employed, unemployed
foragers and food sources. Karaboga and Akay [58] discussed
the working of ABC is based on cooperative information of
individuals that help in making decision quick and in a better
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Deploy Ants in Network

v

Discover Target Ant

v

Compute Local and Global Value of
Each Ant

v

Update above Calculated Value in
Each Iteration

If Target Ant
Discovered

Compute Best Cost

v
—

Fig. 3 Working Model of ACO

D

manner. Many Complex tasks can be assessed using distrib-
uting data collection and interaction between workers.
Figure 4 shows working with ABC.

Application: Job shop, Flow Shop and Open shop, plan-
ning problems, TSP, spam detection, data mining etc.
Limitation: Mapping waggle dance to the outcome of any
job is a complex task. Pre-knowledge of various factors is
difficult.

Assessment of soft computing techniques

The overall assessment shows better results in PSO and fuzzy.
ACO provides a better result in terms of cost. The best cost

Page 11 0of 16 93
Set Different Food Services

Y

Discover Target Food Services
Randomly

v

Every Forager Discover Particular
Scout Food Sources until
respective Target Met

Y

Select Best Sources as per Quantity
and Cost

Y

Stop

-

Fig. 4 Working Model of ABC

D

provides better results with save of time and resources. Table 1
presents the concluded assessment information based on a
review of the literature. Various optimization techniques have
been used to evaluate software reliability and CBSR as shown
in Table 1. In Table 1 SRG is Software reliability growth, SR
is Software reliability, and CBSR is Component-Based
Software Reliability.

On the basis of a review of the literature, reliability factors
identified by Diwaker and Tomar [59] and discussed the fac-
tors related to CBSE by Tyagi and Sharma [60]; some impor-
tant factors have been identified that were used in estimating
reliability in many reliability models. These factors can also
help in continuing research for software reliability as well as
CBSR estimation applications. This survey explained the def-
inition of each factor and justifies its relation along with the
reliability of software application. CBSR application lying on
the following factors: (a) Reusability (b) Operational profile
(c) Portability (d) Functionality (e) Failure rate (f) Application
complexity (g) Component dependency (h) Flexibility (i)
Repair rate (j) Fault (k) Mean time before failure (1) Security
(m) Failure probability of each component (n) Error propaga-
tion probability of each component.
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On the basis of assessment of various techniques, it has
been noticed that PSO and Fuzzy logic can be used for future
research for reliability prediction due to providing results with
minimum error but in a small space. ACO, GA, NN, and SVM
provide good results but these techniques consume less reus-
ability in perspective of fuzzy and PSO and can be used for
optimizing problem in large space. The fuzzy logic uses a
rule-based approach that can be used to assess any reliability
models for a particular set of considered parameters for that
reliability model.

Conclusion

Predicting software and CBSR is challenging task and it is
also a popular research area. In this paper, the survey of var-
ious soft computing techniques has been analyzed with vari-
ous parameter considerations to emphasize the future aspects
of estimation software reliability. After reviewing the litera-
ture of applying soft computing techniques for predicting re-
liability, it is concluded that CBSE becomes more popular as it
uses fewer efforts and skills to make new software. The soft
computing techniques like PSO and fuzzy logic may be uti-
lized where response fast and output can be considered with
less percentage errors. ACO may be used where shortest
path’s length is computed. These techniques may also help
in estimating CBSR. In future, these techniques may be used
for building a new model and help in predicting software
reliability with the utilization of factors like component inter-
action, component dependency, complexity, failure rate and
reusability etc. this survey helps the researcher for predicting
reliability of any kind of tool or instrument that can be hard-
ware based or software based.
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