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The Annihilating-Ideal Graph of a Ring
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Abstract

Let S be a semigroup with0 andR be a ring with1. We extend the definition of the zero-divisor graphs
of commutative semigroups to not necessarily commutative semigroups. We define an annihilating-ideal graph
of a ring as a special type of zero-divisor graph of a semigroup. We introduce two ways to define the zero-
divisor graphs of semigroups. The first definition gives a directed graphΓ(S), and the other definition yields an
undirected graphΓ(S). It is shown thatΓ(S) is not necessarily connected, butΓ(S) is always connected and
diam(Γ(S)) ≤ 3. For a ringR define a directed graphAPOG(R) to be equal toΓ(IPO(R)), whereIPO(R) is
a semigroup consisting of all products of two one-sided ideals of R, and define an undirected graphAPOG(R)

to be equal toΓ(IPO(R)). We show thatR is an Artinian (resp., Noetherian) ring if and only ifAPOG(R) has
DCC (resp., ACC) on some special subset of its vertices. Also, It is shown thatAPOG(R) is a complete graph
if and only if either(D(R))2 = 0, R is a direct product of two division rings, orR is a local ring with maximal
idealm such thatIPO(R) = {0,m,m2, R}. Finally, we investigate the diameter and the girth of square matrix
rings over commutative ringsMn×n(R) wheren ≥ 2.
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1 introduction

In [11], I. Beck associated to a commutative ringR its zero-divisor graphG(R) whose vertices are the zero-divisors
of R (including 0), and two distinct verticesa and b are adjacent ifab = 0. In [9], Anderson and Livingston
introduced and studied the subgraphΓ(R) (of G(R)) whose vertices are the nonzero zero-divisors ofR. This
graph turns out to best exhibit the properties of the set of zero-divisors ofR, and the ideas and problems intro-
duced in [9] were further studied in [4, 8, 10]. In [20], Redmond extended the definition of zero-divisor graph
to non-commutative rings. Some fundamental results concerning zero-divisor graph for a non-commutative ring
were given in [5, 6, 21]. For a commutative ringR with 1, denoted byA(R), the set of ideals with nonzero an-
nihilator. The annihilating-ideal graph ofR is an undirected graphAG(R) with verticesA(R)∗ = A(R) \ {0},
where distinct verticesI and J are adjacent ifIJ = (0). The concept of the annihilating-ideal graph of a
commutative ring was introduced in [12, 13]. Several fundamental results concerningAG(R) for a commuta-
tive ring were given in [1, 2, 3, 7]. For a ringR, let D(R) be the set of one-sided zero-divisors ofR and
IPO(R) = {A ⊆ R : A = IJ where I and J are left or right ideals of R}. Let S be a semigroup with0, and
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D(S) be the set of one-sided zero-divisors ofS. The zero-divisor graph of a commutative semigroup is an undi-
rected graph with verticesZ(S)∗ (the set of non-zero zero-divisors) and two distinct verticesa andb are adjacent
if ab = 0. The zero-divisor graph of a commutative semigroup was introduced in [16] and further studied in
[14, 22, 23, 24].

Let Γ be a graph. For verticesx andy of Γ, let d(x, y) be the length of a shortest path fromx to y (d(x, x) = 0

andd(x, y) = ∞ if there is no such a path). The diameter ofΓ is defined asdiam(Γ) = sup{d(x, y)| x andy are
vertices ofΓ}. The girth ofΓ, denoted bygr(Γ), is the length of a shortest cycle inΓ (gr(Γ) = ∞ if Γ contains no
cycles).

In Section 2, we introduce a directed graphΓ(S) for a semigroupS with 0. We show thatΓ(S) is not necessarily
connected. Then we find a necessarily and sufficient condition for Γ(S) to be connected. After that we extend
the annihilating-ideal graph to a (not necessarily commutative) ring. It is shown thatIPO(R) is a semigroup. We
associate to a ringR a directed graph (denote byAPOG(R)) the zero-divisor graph ofIPO(R), i.e.,APOG(R) =

Γ(IPO(R)). Then we show thatR is an Artinian (resp., Noetherian) ring if and only ifAPOG(R) has DCC
(resp., ACC) on some subset of its vertices. In Section 3, we introduce an undirected graphΓ(S) for a semigroup
S with 0. We show thatΓ(S) is always connected anddiam(Γ(S)) ≤ 3. Moreover, ifΓ(S) contains a cycle,
thengr(Γ(S)) ≤ 4. After that we define an undirected graph which extends the annihilating-ideal graph to a not
necessarily commutative ring. We associate to a ringR an undirected graph (denoted byAPOG(R)) the undirected
zero-divisor graph ofIPO(R), i.e., APOG(R) = Γ(IPO(R)). Finally, we characterize rings whose undirected
annihilating-ideal graphs are complete graphs. In Section4, we investigate the undirected annihilating-ideal graphs
of matrix rings over commutative rings. It is shown thatdiam((APOG(Mn(R))) ≥ 2 wheren ≥ 2. Also, we show
thatdiam(APOG(Mn(R)) ≥ diam(APOG(R)).

2 Directed Annihilating-Ideal Graph of a Ring

Let S be a semigroup with0 andD(S) denote the set of one-sided zero-divisors ofS. We associate toS a directed
graphΓ(S) with vertices setD(S)∗ = D(S)\{0} anda→ b if ab = 0. In this section, we investigate the properties
of Γ(S) and we first show the following result.

Proposition 2.1 LetR be a ring. ThenIPO(R) is a semigroup.

Proof. Let A,B ∈ IPO(R). Then there exist left or right idealsI1, J1, I2, J2 of R such thatA = I1J1 and
B = I2J2. We show thatAB = (I1J1)(I2J2) ∈ IPO(R).

Case 1: J1 is a left ideal. ThenAB = I1(J1I2J2) ∈ IPO(R) (asJ1I2J2 is a left ideal ofR).
Case 2: J1 is a right ideal and eitherI2 is a left ideal orJ2 is a right ideal. ThenAB = (I1J1)(I2J2) ∈ IPO(R).
Case 3: J1 is a right ideal,I2 is a right ideal, andJ2 is a left ideal. ThenAB = (I1J1I2)J2 ∈ IPO(R).
ThusIPO(R) is closed multiplicatively. Since the multiplication is associative,IPO(R) is a semigroup. �

It was shown in [16, Theorem 1.2] that the zero-divisor graphof a commutative semigroupS is connected
anddiam(Γ(S)) ≤ 3 . In the following example we show thatΓ(S) is not necessarily connected whenS is a
non-commutative semigroup.

Example 2.2 Let K be a field andV = ⊕∞
i=1

K. ThenR = HOMK(V, V ), under the point-wise addition and
the multiplication taken to be the composition of functions, is an infinite non-commutative ring with identity. Let
π1 : V → V be defined by(a1, a2, ...) 7→ (a1, 0, ...) andf : V → V be defined by(a1, a2, ...) 7→ (0, a1, a2, ...).
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Thenπ1, f ∈ R. Note that(Rπ1)(fR) = 0, soΓ(IPO(R)) 6= ∅. However,Γ(IPO(R)) is not connected as there
is no path leading from the vertex(fR) to any other vertex ofΓ(IPO(R)). This is because there existsg : V → V

given by(a1, a2, ...) 7→ (a2, a3, ...) andg ∈ R such thatgf = 1R. �

For a semigroupS, let

Al(S) = {a ∈ D(S)∗ : there exists b ∈ D(R)∗ such that ba = 0}

and
Ar(S) = {a ∈ D(S)∗ : there exists b ∈ D(R)∗ such that ab = 0}.

Next we show thatΓ(S) is connected if and only ifAl(S) = Ar(S). Moreover, if Γ(S) is connected, then
diam(Γ(S)) ≤ 3.

Theorem 2.3 LetS be a semigroup. ThenΓ(S) is connected if and only ifAl(S) = Ar(S). Moreover, ifΓ(S) is
connected, thendiam(Γ(S)) ≤ 3.

Proof. Suppose thatAl(S) = Ar(S).
Let a andb be distinct vertices ofΓ(S). Thena 6= 0 andb 6= 0. We show that there is always a path with length at
most 3 froma to b.

Case 1: ab = 0. Thena→ b is a desired path.
Case 2: ab 6= 0. Then sinceAl(S) = Ar(S), there existsc ∈ D(S) \ {0} such thatac = 0 andd ∈ D(S) \ {0}

such thatdb = 0.
Subcase 2.1: c = d. Thena→ c→ b is a desired path.
Subcase 2.2: c 6= d. If cd = 0, thena→ c→ d→ b is a desired path. Ifcd 6= 0, thena→ cd→ b is a desired

path.
ThusΓ(S) is connected anddiam(Γ(S)) ≤ 3.
Conversely, ifΓ(S) is connected, then it is easy to show thatAl(S) = Ar(S). �

Now, we define a directed graph which extends the annihilating-ideal graph to an arbitrary ring. We associate to
a ringR a directed graph (denoted byAPOG(R)) the zero-divisor graph ofIPO(R), i.e.,APOG(R) = Γ(IPO(R)).

Corollary 2.4 LetR be a ring. ThenAPOG(R) is connected if and only ifAl(IPO(R)) = Ar(IPO(R)). Moreover,
if APOG(R) is connected, thendiam(APOG(R)) ≤ 3.

Proof. SinceAPOG(R) is equal toΓ(IPO(R)), it follows from Theorem 2.3 thatAPOG(R) is a connected if and
only if Al(IPO(R)) = Ar(IPO(R)). Also, if APOG(R) is connected, thendiam(APOG(R)) ≤ 3.

Recall that a Duo ring is a ring in which every one-sided idealis a two-sided ideal.

Proposition 2.5 LetR be an Artinian Duo ring. ThenAl(IPO(R)) = Ar(IPO(R)) = IPO(R)\{0, R}. Moreover,
APOG(R) is connected anddiam(APOG(R)) ≤ 3.

Proof. Let R be a Duo ring. Then by [17, Lemma 4.2],R = (R1,m1) × (R2,m2) × · · · (Rn,mn), where each
Ri(1 ≤ i ≤ n) is an Artinian local ring with unique maximal idealmi. Let A ∈ IPO(R) \ {0, R}. ThenA =

(I1×I2×· · ·×In) (J1×J2× ...×Jn), where everyIi(1 ≤ i ≤ n) is an one-sided ideal, so is everyJj(1 ≤ j ≤ n).
SinceA 6= R, there existsIi (or Jj) such thatIi 6= R (or Jj 6= R). Without loss of generality we may assume that
Ii 6= R. SoA = (I1×I2×· · ·×In) (J1×J2×· · ·×Jn)⊆ (R1×· · ·×Ii×· · ·×Rn) (R1×· · ·×Ri×· · ·×Rn). Suppose
k is the smallest positive integer such thatIi

k = 0. Thus(0×· · ·× Ik−1

i × ...× 0)((R1×· · ·× Ii×· · ·×Rn)(R1×
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· · ·×Ri×· · ·×Rn)) = 0 and((R1×· · ·×Ii×· · ·×Rn)(R1×· · ·×Ri×· · ·×Rn))(0×· · ·×Ik−1

i ×· · ·×0) = 0.
ThereforeA ∈ Al(IPO(R)) andA ∈ Ar(IPO(R)). ThusIPO(R)\{0, R} ⊆ Ar(IPO(R)) andIPO(R)\{0, R} ⊆

Al(IPO(R)). We conclude thatAr(IPO(R)) = IPO(R) \ {0, R} = Al(IPO(R)).
The second part follows from Theorem 2.3. �

It is well known that if |D(R)| ≥ 2 is finite, then|R| is finite. LetA,B be vertices ofAPOG(R). We use
A ⇋ B if A → B or A ← B. For any verticesC andD of APOG(R), let ad(C) = {A is a vertex ofAPOG(R) :
C = A or C ⇋ A or there exists a vertexB of APOG(R) such thatC ⇋ B ⇋ A } andadu(D) =

⋃

C⊆D ad(C).
We know thatad(C) ⊆ D(R). The following proposition shows that if a principal left orright idealI of R is a
vertex ofAPOG(R) and all left and right ideals ofad(I) have finite cardinality, thenR has finite cardinality.

Proposition 2.6 LetR be a ring andI be a principal left or right ideal ofR such thatI is a vertex ofAPOG(R). If
all left and right ideals ofad(I) have finite cardinality, thenR has finite cardinality.

Proof. Without loss of generality, we may assume thatI is a left principal ideal. ThusI = Rx for some non-zero
x ∈ R. If Annl(x) = 0, then|R| = |I| <∞. So we may always assume thatAnnl(x) 6= 0.

Case 1: I = Annr(x) andAnnr(x)Annl(x) = 0. Then

I → Annl(x)

and soAnnl(x) ∈ ad(I). Therefore,Annl(x) is finite. SinceI ∼= R/Annl(x), |R| = |I||Annl(x)| <∞.
Case 2: I 6= Annr(x) andAnnr(x)Annl(x) = 0. If Annr(x) 6= 0, then

I → Annr(x)→ Annl(x)

and soAnnl(x) ∈ ad(I). Therefore,Annl(x) is finite. SinceI ∼= R/Annl(x), |R| = |I||Annl(x)| < ∞. If
Annr(x) = 0, then sinceRx is a vertex ofAPOG(R), there exists a (nonzero right ideal)J such thatJRx = 0

(replaceJ by JR if necessary). SinceAnnr(x) = 0, we havexJ is a nonzero right ideal and so

Annl(x)→ xJ → I.

ThusAnnl(x) ∈ ad(I), soAnnl(x) is finite. Again, we have|R| = |I||Annl(x)| <∞.
Case 3: I 6= Annr(x) andAnnr(x)Annl(x) 6= 0. Then

Annr(x)← I → Annr(x)Annl(x)→ (xR)

and so(xR), Annr(x) ∈ ad(I). Therefore,(xR) andAnnr(x) are finite. Since(xR) ∼= R/Annr(x), |R| =
|(xR)||Annr(x)| <∞. This completes the proof. �

Here is our main result in this section.

Theorem 2.7 LetR be a ring such thatAPOG(R) 6= ∅. ThenR is Artinian (resp., Noetherian) if and only if for a
left or right idealI in the vertex set ofAPOG(R), adu(I) has DCC (resp., ACC) on both its left and right ideals.

Proof. If R is Artinian, thenIPO(R) has DCC on both its left ideals and right ideals. Thus for every left or right
ideal of the vertex set ofAPOG(R), adu(I) has DCC on both its left and right ideals asadu(I) ⊆ IPO(R).

Conversely, without loss of generality letI be a left ideal of vertex set ofAPOG(R) such thatadu(I) has DCC
on its left and right ideals. Assume thatx ∈ I. We have the following cases:

Case 1: xRx 6= {0}, Annl(x) 6= 0, andAnnr(x) 6= 0. Then

(xR)← Annl(x)← xRx→ Annr(x)← (Rx).
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Therefore(xR), Annr(x), Annl(x), (Rx) ∈ ad(xRx). Sincead(xRx) ⊆ adu(I) andadu(I) has DCC on its left
and right ideals, we conclude that(Rx) andAnnl(x) are left ArtinianR-modules, and(xR) andAnnr(x) are right
Artinian R-modules. Since(Rx) ∼= R/Annl(x) and(xR) ∼= R/Annr(x), by [18, (1.20)] we conclude thatR is
Artinian.

Case 2: xRx = {0}, Annl(x) 6= 0, andAnnr(x) 6= 0. Then

Annl(x)→ (xR)→ (Rx)→ Annr(x).

Sincead(Rx) ⊆ adu(I) andadu(I) has DCC on its left and right ideals, we conclude that(Rx) andAnnl(x) are
left Artinian R-modules, and(xR) andAnnr(x) are right ArtinianR-modules. Since(Rx) ∼= R/Annl(x) and
(xR) ∼= R/Annr(x), by [18, (1.20)] we conclude thatR is Artinian.

Case 3: Annl(x) = {0}. ThenRx ∼= R. Therefore,R is a left Artinian module. SinceRx is a vertex of
APOG(R), we haveAnnr(x) 6= {0}. So there existsy ∈ D(R) \ {0} such thatxy = 0.

Subcase 3.1: yRy 6= {0}. If Annr(y) = {0}, then since

Rx→ yR,

we haveyR ∈ adu(I), soyR is a Artinian rightR-module. Note thatyR ∼= R. Therefore,R is a right Artinian
module. IfAnnr(y) 6= {0}, then

Annr(y)← yRy ← yRx→ yR.

Therefore(yR), Annr(y) ∈ ad(yRx) ⊆ adu(I). Sinceadu(I) has DCC on its right ideals, we conclude that(yR)

andAnnr(y) are right ArtinianR-modules. Note that(yR) ∼= R/Annr(y), by [18, (1.20)] we conclude thatR is a
right Artinian module.

Subcase 3.2: yRy = {0}. Then
yR← yRx← Ry → Annr(y).

Since(yR), Annr(y) ∈ ad(yRx) ⊆ adu(I), we conclude that(yR) andAnnr(y) are right ArtinianR-modules.
Note that(yR) ∼= R/Annr(y), by [18, (1.20)] we conclude thatR is a right Artinian module.

Case 4: Annr(x) = {0}. ThenxRx 6= {0} and sinceRx is a vertex ofAPOG(R), we haveAnnl(x) 6= {0}.
Therefore,

(xR)← Annl(x)→ xRx.

We conclude thatxR,Annl(x) ∈ ad(xRx) ⊆ adu(I). SincexR,Rx,Annl(x) ∈ adu(I), we haveRx and
Annl(x) are left Artinian modules andxR is a right Artinian module. Note that(Rx) ∼= R/Annl(x) and(xR) ∼=

R/Annr(x). Again by [18, (1.20)] we conclude thatR is Artinian. �

Corollary 2.8 Let R be a ring such thatAPOG(R) 6= ∅. ThenR is Artinian (resp., Noetherian) if and only if
APOG(R) has DCC (resp., ACC) on left and right ideals of its vertex set.

Proof. Since vertex set ofAPOG(R) is a subset ofIPO(R), As in the proof of Theorem 2.7, ifR is Artinian (resp.,
Noetherian), thenAPOG(R) has DCC (resp., ACC) on left and right ideals of its vertex set.

Conversely, since for a left or right idealI of the vertex set ofAPOG(R), adu(I) is a subset of the vertex set of
APOG(R), it follows from Theorem 2.7 thatR is Artinian. �

A directed graphΓ is called a tournament if for every two distinct verticesx andy of Γ exactly one ofxy andyx
is an edge ofΓ. In other words, a tournament is a complete graph with exactly one direction assigned to each edge.
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Proposition 2.9 Let R be a ring such thatA2 6= {0} for every non-zeroA ∈ IPO(R) and Al(IPO(R)) ∩

Ar(IPO(R)) 6= ∅. ThenAPOG(R) is not a tournament.

Proof. AssumeAPOG(R) is a tournament. SinceAl(IPO(R))∩Ar(IPO(R)) 6= ∅, there existsB ∈ Al(IPO(R))∩

Ar(IPO(R)), that is, there exist distinct non-zeroA,C ∈ IPO(R) such thatA → B → C is a path inAPOG(R).
If CA 6= {0}, thenB(CA) = (BC)A = {0} and (CA)B = C(AB) = {0}, which is a contradiction. So
CA = {0} and thereforeAC 6= {0} sinceAPOG(R) is a tournament. Also,AC 6= A (otherwiseA2 = (ACAC) =

A(CA)C = {0}) and similarly,AC 6= C. Let a, a1 ∈ A andc, c1 ∈ C. Then we haveB → C → ((a − a1c)R)

and(R(c − ac1)) → A → B. As the above((a − a1c)R)B = {0} andB(R(c − ac1)) = {0}. Let b ∈ B be an
arbitrary element. Then−acb = a1b− acb ∈ ((a− a1c)R)B = {0} andbac = bc1− bac ∈ B(R(c− ac1)) = {0}.
Therefore,ACB = {0} andBAC = {0}. Thus bothAC → B andB → AC are edges ofAPOG(R). This is a
contradiction, hence,APOG(R) cannot be a tournament. �

3 Undirected Annihilating-Ideal Graph of a Ring

LetS be a semigroup with0 and recall thatD(S) denotes the set of one-sided zero-divisors ofS. We associate toS
an undirected graphΓ(S) with vertices setD(S)∗ = D(S)\{0} and two distinct verticesa andb are adjacent ifab =
0 or ba = 0. Similarly, we associate to a ringR an undirected graph (denoted byAPOG(R)) the undirected zero-
divisor graph ofIPO(R), i.e.,APOG(R) = Γ(IPO(R)). The only difference betweenAPOG(R) andAPOG(R)

is that the former is a directed graph and the latter is undirected (that is, these graphs share the same vertices and
the same edges if directions on the edges are ignored). IfR is a commutative ring, this definition agrees with the
previous definition of the annihilating-ideal graph. In this section we study the properties ofΓ(R). We first show
thatΓ(R) is always connected with diameter at most 3.

Theorem 3.1 LetS be a semigroup. ThenΓ(S) is a connected graph anddiam(Γ(S)) ≤ 3.

Proof. Let a andb be distinct vertices ofΓ(S). If ab = 0 or ba = 0, thena− b is a path. Next assume thatab 6= 0

andba 6= 0.
Case 1: a2 = 0 andb2 = 0. Thena− ab− b is a path.
Case 2: a2 = 0 andb2 6= 0. Then there is a somec ∈ D(S) \ {a, b, 0} such that eithercb = 0 or bc = 0. If

eitherac = 0 or ca = 0, thena − c − b is a path. Ifac 6= 0 andca 6= 0, thena − ca − b is a path ifbc = 0 and
a− ac− b is a path ifcb = 0.

Case 3: a2 6= 0 andb2 = 0. We can use an argument similar to that of the above case to obtain a path.
Case 4: a2 6= 0 andb2 6= 0. Then there existc, d ∈ D(S) \ {a, b, 0} such that eitherca = 0 or ac = 0 and

eitherdb = 0 or bd = 0. If bc = 0 or cb = 0, thena− c− b is a path. Similarly, ifad = 0 or da = 0, a− d− b is a
path. So we may assume thatc 6= d. If cd = 0 or dc = 0, thena− c− d− b is a path. Thus we may further assume
thatcd 6= 0, dc 6= 0, bc 6= 0, cb 6= 0, ad 6= 0 andda 6= 0. We divide the proof into 4 subcases.

Subcase 4.1: ac = 0 anddb = 0. Thena− cd− b is a path.
Subcase 4.2: ac = 0 andbd = 0. Thena− cb− d− b is a path.
Subcase 4.3: ca = 0 andbd = 0. Thena− dc− b is a path.
Subcase 4.4: ca = 0 anddb = 0. a− bc− d− b is a path.
ThusΓ(S)) is connected anddiam(Γ(S)) ≤ 3. �

In [9], Anderson and Livingston proved that ifΓ(R) (the zero-divisor graph of a commutative ringR) contains
a cycle, thengr(Γ(R)) ≤ 7. They also proved thatgr(Γ(R)) ≤ 4 whenR is Artinian and conjectured that this is
the case for all commutative ringsR. Their conjecture was proved independently by Mulay [19] and DeMeyer and
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Schneider [15]. Also, in [20], Redmond proved that ifΓ(R) (the undirected zero-divisor graph of a non-commutative
ring) contains a cycle, thengr(Γ(R)) ≤ 4. The following is our first main result in this section which shows that for
a (not necessarily commutative) semigroupS, if Γ(S) contains a cycle, thengr(Γ(S)) ≤ 4.

Theorem 3.2 LetS be a semigroup. IfΓ(S) contains a cycle, thengr(Γ(S)) ≤ 4.

Proof. Let a1 − a2 − · · · − an−1 − an − a1 be a cycle of shortest length inΓ(S). Assume thatgr(Γ(S)) > 4, i.e.,
assumen ≥ 5. Note thata2an−1 6= 0 andan−1a2 6= 0 ( asn ≥ 5). If a2an−1 6∈ {a1, an}, thena1−a2an−1−an−a1
is a cycle of length 3, yielding a contradiction. Also, ifan−1a2 6∈ {a1, an}, thena1 − an−1a2 − an − a1 is a cycle
of length 3, yielding a contradiction. We have the followingcases:

Case 1 : a2an−1 = a1 andan−1a2 = an. If a2a3 = 0, thenana3 = (an−1a2)a3 = 0. Therefore,a1−a2−a3−

an − a1 is a cycle of length 4, yielding a contradiction. So,a3a2 = 0. Thus,a3a1 = a3(a2an−1) = 0. Therefore,
a1 − a3 − a4 − · · · − an−1 − an − a1 is a cycle of lengthn− 1, yielding a contradiction.

Case 2 : a2an−1 = a1 andan−1a2 = a1. If a2a3 = 0, thena1a3 = (an−1a2)a3 = 0. Therefore,a1−a3−a4−

· · ·−an−1−an−a1 is a cycle of lengthn−1, yielding a contradiction. So,a3a2 = 0. Thus,a3a1 = a3(a2an−1) = 0.
Therefore,a1 − a3 − a4 − · · · − an−1 − an − a1 is a cycle of lengthn− 1, yielding a contradiction.

Case 3 : a2an−1 = an andan−1a2 = a1. If a2a3 = 0, thena1a3 = (an−1a2)a3 = 0. Therefore,a1−a3−a4−

· · ·−an−1−an−a1 is a cycle of lengthn−1, yielding a contradiction. So,a3a2 = 0. Thus,a3an = a3(a2an−1) = 0.
Therefore,a1 − a2 − a3 − an − a1 is a cycle of length 4, yielding a contradiction.

Case 4 : a2an−1 = an andan−1a2 = an. If a2a3 = 0, thenana3 = (an−1a2)a3 = 0. If a3a2 = 0, then
a3an = a3(a2an−1) = 0. Therefore,a1 − a2 − a3 − an − a1 is a cycle of length4, yielding a contradiction.

Since in all cases we have found contradictions, we concludethat if Γ(S) contains a cycle, thengr(Γ(S)) ≤ 4.
�

Corollary 3.3 Let R be a ring. ThenAPOG(R) is a connected graph anddiam(APOG(R)) ≤ 3. Moreover, If
APOG(R) contains a cycle, thengr(APOG(R)) ≤ 4.

Proof. Note thatAPOG(R) is equal toΓ(IPO(R)). So by Theorem 3.1,APOG(R) is a connected graph and
diam(APOG(R)) ≤ 3. Also, by Theorem 3.2, ifAPOG(R) contains a cycle, thengr(APOG(R)) ≤ 4. �

For a not necessarily commutative ringR, we define a simple undirected graphΓ(R) with vertex setD(R)∗ (the
set of all non-zero zero-divisors ofR) in which two distinct verticesx andy are adjacent if and only if eitherxy = 0

or yx = 0 (see [20]). The Jacobson radical ofR, denoted byJ(R), is equal to the intersection of all maximal right
ideals ofR. It is well-known thatJ(R) is also equal to the intersection of all maximal left ideals of R. In our second
main theorem in this section we characterize rings whose undirected annihilating-ideal graphs are complete graphs.

Theorem 3.4 LetR be a ring. ThenAPOG(R) is a complete graph if and only if either(D(R))2 = 0, or R is a
direct product of two division rings, orR is a local ring with maximal idealm such thatIPO(R) = {0,m,m2, R}.

Proof. Assume thatAPOG(R) is a complete graph. IfΓ(R) is a complete graph, then by [6, Theorem 5], either
R ∼= Z2 × Z2 orD(R)2 = {0}. So the forward direction holds. Next assume thatΓ(R) is not a complete graph. So
there exist different verticesx andy of Γ(R) such thatx andy are not adjacent. We have the following cases:

Case 1: x ∈ Ar(R). Without loss of generality assume thaty ∈ Ar(R). If Rx 6= Ry, then sinceAPOG(R)

is a complete graph, we haveRx is adjacent toRy in APOG(R), so x and y are adjacent inΓ(R), yielding a
contradiction. ThusRx = Ry. Sincex ∈ Ar(R), there exists non-zero elementz ∈ D(R) such thatxz = 0. If
Rx ⊆ zR, then(Rx)2 = {0}. So(Rx)(Ry) = {0}, andx andy are adjacent inΓ(R), yielding a cintradiction.
Therefore,Rx * zR. If there exists a left or right idealI of R expectzR such thatI * Rx, then there exists

7



nonzero elements ∈ I \Rx. Then(Rs+Rx)(zR) = {0}. SinceAPOG(R) is a complete graphRx is adjacent to
(Rs + Rx) = {0}. Thus(Rx)2 = {0}, and sox andy are adjacent inΓ(R), yielding a contradiction. Therefore,
{zR,Rx} is the set of nonzero proper left or right ideals ofR. Thus by Corollary 2.8,R is an Artinian ring. We
have the following subcases:

Subcase 1: zR * Rx. ThenzR andRx are maximal ideals. IfzR or Rx is not a two-sided ideal, then
zR = J(R) = Rx, yielding a contradiction. Therefore,Rx andzR are two-sided ideals. Also,Rx andzR are
minimal ideals and soRx ∩ zR = {0}. Thus by Brauer’s Lemma (see [18, 10.22]),(Rx)2 = 0 or Rx = Re, where
e is a idempotent inR. If (Rx)2 = {0}, thenx is adjacent toy in Γ(R), yielding a contradiction. SoRx = Re,
wheree is an idempotent inR. Therefore,R = eRe⊕ eR(1− e)⊕ (1− e)Re⊕ (1− e)R(1− e). Since{zR,Rx}

is the set of nonzero proper left or right ideals ofR andRx ∩ zR = {0}, we conclude thatRe = Rx = eR and
(1 − e)R = zR = R(1 − e). Therefore,(1 − e)Re = (1 − e)eR = {0} andeR(1 − e) = e(1 − e)R = {0}. So
R = eRe⊕ (1− e)R(1− e). SinceR is an Artinian ring with two nonzero left or right ideals, we conclude thateRe

and(1− e)R(1− e) are division rings.
Subcase 2: zR ⊆ Rx. ThenRx = D(R). If (Rx)2 = {0}, thenx is adjacent toy in Γ(R), yielding a

contradiction. IfD(R)2 6= 0, thenD(R)2 = zR. Therefore,R is a local ring with maximal idealm such that
IPO(R) = {0,m,m2, R}.

In summary, we obtain that eitherR is a direct product of two division rings, orR is a local ring with maximal
idealm such thatIPO(R) = {0,m,m2, R}. Thus the forward direction holds.

Case 2: x ∈ Al(R). Similar to Case 1, we conclude that eitherR is a direct product of two division rings, orR
is a local ring with maximal idealm such thatIPO(R) = {0,m,m2, R}. So the forward direction holds.

The converse is obvious. �

4 Undirected Annihilating-Ideal Graphs for Matrix Rings Ov er Commutative Rings

In this section we investigate the undirected annihilating-ideal graphs of matrix rings over commutative rings. By
Theorem 3.3,diam(APOG(R)) ≤ 3 for any ringR. In Proposition 4.1 we show thatdiam((APOG(Mn(R))) ≥ 2

wheren ≥ 2. A natural question is whether or notdiam(APOG(Mn(R)) ≥ diam(APOG(R)). We show that the
answer to this question is affirmative.

Proposition 4.1 LetR be a commutative ring. Thendiam(APOG(Mn(R)) ≥ 2 wheren ≥ 2.

Proof. Let

A = (Mn(R)













1 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













) and B = (













1 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













Mn(R)).

Since

A(













0 0 0 · · · 0

1 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













Mn(R)) = 0 and (Mn(R)













0 0 0 · · · 0

1 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













)B = 0,
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we conclude thatA andB are vertices in(APOG(Mn(R)). Note that












1 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













2

6= 0 and













1 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













∈ A ∩B,

soAB 6= 0. Therefore,diam(APOG(Mn(R)) ≥ 2. �

Theorem 4.2 LetR be a commutative ring. Thendiam(APOG(Mn(R)) ≥ diam(AG(R)) = diam(APOG(R)).

Proof. By [12, Theorem 2.1],diam(AG(R)) ≤ 3.
Case 1: diam(AG(R)) ≤ 2. By Proposition 4.1,diam(APOG(Mn(R)) ≥ 2. Thusdiam(APOG(Mn(R)) ≥

diam(AG(R)).
Case 2: diam(AG(R)) = 3. Then there exist verticesI, J,K, andL of AG(R) such thatI − K − L − J

is a shortest path betweenI andJ . Sod(I, J) = 3. SinceI andJ are vertices ofAG(R), Mn(I) andMn(J)

are vertices ofAPOG(Mn(R)). Suppose thatdiam(APOG(Mn(R)) = 2. So we can assume that there exists
α = [aij ] ∈ Mn(R) such thatMn(I)α = αMn(J) = 0. Without loss of generality, we may assume thata11 6= 0.
For everya ∈ I,













a 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













A = 0,

soaa11 = 0. ThereforeI(a11R) = 0. For everyb ∈ J ,

A













b 0 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













= 0.

Therefore(a11R)J = 0. ThusI − (a11R) − J is a path of length 2 inAG(R), and sod(I, J) ≤ 2, yielding a
contradiction. Therefore,diam(APOG(Mn(R)) = 3 and we are done. �

It was shown in Corollary 3.3 thatgr(APOG(R)) ≤ 4. We now show thatgr(APOG(Mn(R))) = 3 where
n ≥ 2.

Proposition 4.3 LetR be a commutative ring. Thengr(APOG(Mn(R)) = 3 wheren ≥ 2.

Proof. Let

A =













1 1 0 · · · 0

0 0 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













, B =













1 −1 0 · · · 0

−1 1 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













,

and

C =













0 1 0 · · · 0

0 1 0 · · · 0
...

...
... · · ·

...
0 0 0 · · · 0













.

Then(AMn(R)A)− (BMn(R)B)− (CMn(R)C) is a cycle in(APOG(Mn(R)), sogr(APOG(Mn(R)) = 3. �
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