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ABSTRACT 

Renal cell cancer is the most common type of kidney cancer and usually occurs at an advanced ages. 

The rapid spread of renal cell cancer and the inability to detect the disease early often results in a 

fatality. Therefore, it is important to identify the renal abnormalities before the disease reaches the 

advanced phase.  This paper proposes a decision support system that detects renal cell cancer using 

abdominal images of healthy and renal cell cancer tissues. Renal cell cancer detection involves two 

main stages as segmentation and cancer detection. In the first step, the kidney areas have been 

obtained by segmentation based on clustering analysis. In the second step, classification has been 

made by computer-assisted detection system to identify renal cell cancer. Feature vectors that support 

the originality of the study at this stage have been created. Subsequently, classification has been made 

using these feature vectors with the Support Vector Machines (SVMs).  For detecting the renal 

abnormality, 130 different images obtained from the image archiving system of the Radiodiagnostic 

Department of Fırat University Medical Faculty were used. Thirty of these images have been used to 

train the K-means classifier.  Performance evaluations have been made for both segmentation and 

classification. In order to measure segmentation success, the Dice coefficient was obtained as 89.3%. 

Sensitivity, Specificity, Accuracy, Positive Predictive Value (PPV) and Negative Predictive Value 

(NPV) coefficients, which have been used to determine the classification performance, were obtained 

as 84%, 92%, 88%, 91.3% and 85.19% respectively.  

Keywords: Spinal Cord,  Renal cell cancer, Decision support system, K-Means. 

1.Introduction  

Kidney tumors are either benign or malignant. Simple kidney cysts are the mostly common, a benign 

mass that is completely different from cancerous tissue. Renal cysts, which often occur as naturally, do 

not require treatment unless they are causing symptoms [1]. 

Normally, cells that are the basic building blocks of the body multiply in a controlled manner 

according to the needs of the body, whereas cancer is the uncontrolled and irregular proliferation of a 

cell type. Cancer spreads to tissues and organs and invades them [2].  
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The level of tumor growth in renal cancer is an important indicator of malignancy; renal abnormalities 

can be correlated with the homogeneity of tissue density for classification [3-6]. Size, growth rate, and 

heterogeneity or homogeneity of the tumor are important criteria for well targeted tumor treatment [7]. 

Therefore, the internal status, density, and homogeneity of the lesion are used as parameters in the 

diagnosis and classification of the lesion. Because manual measurements are time-consuming and 

exhibit high intra- and inter-operator variability, computer-aided imaging is needed [8,9]. There are 

many image processing studies on the diagnosis of renal cell cancer. However, segmentation of kidney 

tumors has rarely been addressed. Studies are mostly focused on segmentation from abdominal images 

[10-14].  

A conventional user-guided, automatic image segmentation method was used to separate right and left 

kidneys from sagittal images. In that study, 83% success was recorded [15]. In another study, a 

deformation model represented by statistical information was used on gray scale images. Automatic 

and manual segmentation showed a similarity of about 86.9%  [16]. A computer-assisted detection 

system was developed using abdominal computed tomography (CT) images of kidney segmentation. 

The abdominal CT images were digitized and the gray-level threshold method was used for renal 

segmentation, producing a sensitivity of kidney tumor detection of 85% [17]. A method of 

automatically performing kidney segmentation of two-dimensional kidney CT images was proposed. 

In this method, first, the kidney position determination was performed using density based Connected 

Component Labeling (CCL). This algorithm was applied to tomographic images of different sizes 

using the kidney and spinal position. Then, kidney segmentation was performed using a growth-based 

method [18]. A new automatic segmentation method that employs Expectation Maximization (EM) 

algorithm using tissue information based features is used to identify kidney tumors.  The aim in the 

study was to make a strong distinction by grouping all the pixels between the tumor and the healthy 

kidney areas. The success of the study was assessed by the kappa factort and about 57% success was 

obtained [19]. In addition to these studies, there are also knowledge-based models related to adaptive 

region growing and deformation [20-23]. To extract kidney in abdominal CT scan have been proposed 

effective approach. Authors have been used template evaluation method and concept of intensity 

values of a pixel to separate the desired region from the original image [20]. Based on the model of 

region homogeneity have been developed on a region growing algorithm. The method was 

successfully tested on artificial images and on CT images  [21]. A novel method has been proposed to 

segment the right and left kidney regions. In this method,  segmentation have been implemented using 

adaptive region growing algorithm by setting the starting point and a threshold value [22].  An 

automatic region growth method using the properties of the segmented area is proposed. The method 

was tested for segmentation on test images and of structures in CT and MR images [23].  

Apart from these studies, a level set method with shape model has been proposed for image 

segmentation. In this method, the dimension feature to find the kidneys has been used. The Chan-Vese 

level set model has been applied to get segmentation. So, the position and the size of the segmented 



  

region have been calculated [24]. An average image account based statistical models have been used 

extensively in the segmentation of renal cell cancer tissue from abdominal images [25].  A new 

segmentation method has been proposed which the watershed algorithm based on 2D data to 

determine renal and lesional densities [26]. In another study, tumor detection was performed using the 

region growing algorithm considering the homogeneity criterion [27]. 

In the present study, the anatomical feature of the abdominal region was used to segment the kidneys 

using the abdominal images. One of the innovations of this study is the separation of the abdominal 

region into two parts utilizing the spine. Using this method, segmentation has been performed 

separetely for the right and left kidneys automatically.  

The method developed in this study consists of two steps. These are segmentation and tumor 

detection. Since the success of the first step will directly affect the success of the second stage, the first 

stage should be examined in detail to segment the kidneys from abdominal images.  As a result of 

segmentation based on K-means, the kidneys are separated from other organs. Thus, the main images 

for tumor detection are obtained. One of the most interesting points of the present study is the use of 

both segmented and non-segmented images in the second phase. In total, 100 images were used in the 

second stage; half of these images have renal cell cancer tissue. Feature extraction was performed on 

the kidneys segmented in the second stage. In the detection of renal abnormality, the criteria for 

inferring the feature have been taken into consideration, that have not been previously reported in the 

literature. In this paper, the use of a minimum number of parameter was aimed at detecting renal 

abnormalities. These parameters are the right and left kidney areas, and ratios and mean densities for 

each image. The feature vectors generated for each image were provided as inputs to the classifier, 

Support Vector Machines. The classification performance for the different parameter values of the 

support vector machine has been evaluated. 

 

2. MATERIALS  

For detecting the renal abnormality, 130 different images obtained from the image archiving system of 

the Radiodiagnostic Department of Fırat University Medical Faculty were used. Thirty of these images 

were used for training the classifier, and the others were used for the test procedure. Half of the images 

used in the test phase were from healthy patients, and the other half were from cancer patients. These 

images were obtained over the past 10 years. Those images from patients with a disease other than 

renal cell cancer were excluded from the study. Because kidney cancer is mostly seen above 55 years 

of age, patients were generally selected to be compatible with this age group. Images are CT images 

taken at the axial phase after disease opaque material is administered.  The images have a cross-

sectional thickness of 5 mm and are in DICOM (Digital Imaging and Communications in Medicine) 

format. The kidney images in the obtained images were manually segmented by a specialist 

radiologist, and reference images were generated. Figure 1 shows images of abdominal CT images of 



  

healty cells and of renal cell cancer. Figures 1.a, 1.d, and 1.e were obtained  from healthy subjects, 

whereas figure 1.b and 1.c were obtained  from from renal cell cancer patients. 

     

(a) (b) (c) (d) (e) 

Figure.1 Sample images of healthy and renal cell cancer patients 

3. METHODS 

In this paper, the following procedure was followed to segment and classify the kidneys from 

abdominal images. First, segmentation of the kidney images from other tissues and organs in the 

abdominal images was performed by K-Means algorithm. This stage also includes pre-processing and 

post-processing steps that are different from previous approaches. In the second stage, SVM-based 

classification was used to detect renal cell cancer. Feature extraction was performed on the segmented 

areas for classification. After the feature extraction process, training data were given as input to the 

Support Vector Machine. Using that classification, presence or absence of renal cell cancer in the 

images could be detect. Finally, performance of the K-Means and SVM algorithms were analyzed 

according to Dice, Accuracy, Sensitivity and Specificity parameters. 

Figure 2 shows the flow chart of the procedure. To detail the procedure, the method section is divided 

into sub-sections of the segmentation and diagnosis support system. 

Classifier
Training

Classification

 

Figure.2 Block diagram of the procedure. 

3.1 Segmentation 

The first stage is kidney segmentation from the abdominal images. In this stage was used K-means 

algoritması for segmentation.  A clustering analysis method, which is a multivariate statistical 

technique used to segment data according to similarity and to separate tit into homogeneous 

subgroups, was applied after the pre-processing phase. K-Means method, which has a non-hierarchical 



  

structure was employed in our clustering analysis [28,29]. The main idea is to define K centroids, one 

for each cluster. A cluster centroid is typically the mean of the points in the cluster. The K‐means 

algorithm works as follows. 

a. Select initial centers of the K clusters. Repeat steps b through c until the cluster membership 

stabilizes.  

b. Generate a new partition by assigning each data to its closest cluster centers. 

c. Compute new cluster centers as the centroids of the clusters [30].  

The steps in Figure 3 were performed step by step during the segmentation phase of this study. These 

steps are pre-processing, clustering analysis and post-processing. After simple morphological 

procedures in the pre-processing phase, we attempted to reach the kidneys using the spinal cord 

reference not taken up in previous studies. Figure. 3 (a) shows the original image. Figure. 3 (b) shows 

the result of segmentation of the spinal cord and its midpoint. All these processes belong to the pre-

processing stage. By obtaining the middle point of the spinal cord, the image is divided into two 

distinct areas where the right and left kidneys are obtained separately. Thus, by clustering analysis, the 

kidney images can be segmented from the images. 

(a) (b) (c) (d) (e) (f) 

Figure. 3. Stages of segmentation a) Original image b) Segmented spine and spinal cord c) Scalar 

multiplication of (a) image with the inverse of (b) image (a.*b)  d) Fragmented image e) Segmented 

right and left kidney f) Merged image 

 

Figure 3(c) is obtained with scalar multiplication of (a) image with the inverse of (b) image (a.*b). It 

shows the kidney images separately with reference to the midpoint. At this stage, the spinal cord and 

kidneys in the abdominal image were separated into three different clusters using clustering analysis. 

Thus, the kidneys have been segmented from other organs. Figure 3 (d) shows the right and left kidney 

images obtained by segmenting the spinal cord image from these images. In Figure 3.d, other organ 

fragments are seen with the kidney after clustering analysis.  These organs are completely eliminated 

in the post-processing step. Figure 3.e shows segmented kidneys. Finally, the kidneys were combined 

and the segmented image was obtained as shown Figure 3 (f). 

The Dice coefficient was used to measure the accuracy of segmentation of the kidney. The manually 

defined and algorithm-generated areas are employed to calculate the Dice coefficient values. This is 

expressed in equation 1.  



  

                            
       

       
  (1) 

 

In this equation, A shows a binary mask of automatically segmented area, and M shows a binary mask 

of the manually segmented area by the doctor. 89.3% average Dice segmentation success was 

achieved with the above-mentioned process. The segmented kidney images will be used as the input to 

the diagnostic support system. These steps are of great importance for the success of the classification 

process. 

3.2. The Proposed Decision Support System   

The kidneys were segmented and extracted from all images and a new data set was created for the 

diagnostic support system, where feature extraction is first performed. In fact, feature extraction is a 

type of size reduction process. Thus, the size of a complex data set is reduced to a simpler form. A 

properly constructed feature extraction is a factor that affects the success and performance of the 

diagnostic support system. Another novelty of the present study from other published studies is that a 

different feature vector is obtained, which is used as an input to the classifier. The process up to now 

can be expressed as in Figure 4. 

+
Support Vector Machine

Classified Data

Learning Set

Right kidney
feature extraction

Left kidney 
feature extraction

Image database Segmented image database

Healthy and Renal cell

cancer-containing data

 

Figure.4 Renal cell cancer detection system 

Support Vector Machines were used as the classifier for diagnostic support system. For the Support 

Vector Machine performance evaluation was performed using different kernel and parameter values.  

 

 



  

3.2.1. Feature Extraction 

At this stage of the system, previously segmented right and left kidney images are used. As mentioned 

earlier, a different feature vector have been created in this paper. For this, a total of 4 parameters have 

been considered. These parameters are total pixel values of the right and left kidneys, mean density 

values of the right and left kidneys, the areas and density ratios of both kidneys. The reason for 

choosing these parameters is that they are also used by doctors in the diagnosis of kidney cancer [31]. 

Abnormal changes in these parameters can be a sign of cancer. These features have not been used in 

previous diagnostic support system studies. These four properties are given as an input to the 

classifier.  Although there is no sharp measure of the size of the segmented kidneys, the average length 

is approximately 12 cm and width is 6 cm. In addition, there is no definite ratio of non-healthy kidney 

sizes because renal cell cancer grows in an uncontrolled manner and changes the size of the kidney. 

However, uncontrolled growth of both kidney cells at the same time is not a very common occurrence.   

Equation 2 shows the total number of pixels for a kidney segmented from other images. 

                                            
                 
     (2) 

 

where the PC determines whether a pixel in the image is in segmented area or not. Pc is 1 for the pixel 

on segmented area otherwise it is zero. Gray level intensity averages are among the symptoms of 

cancer because, in the CT image, there is a density difference beetween the renal cell area and the 

healthy area. The average gray level intensity value is calculated as in Equation 3.  
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where a(x,y) is the pixel density at the x and y coordinates and N is the total number of pixel in the 

segmented area. In the case of uncontrolled proliferation of kidney cells, there are usually differences 

between the right and left kidney areas.  For this reason, the magnitude ratios of the right and left 

kidneys can also be used as an input to the classifier. Equation 4 shows the proportion of kidney areas.  

                                     
   

   
  (4) 

 

where Pi and Ki represent the number of pixels of the segmented right and left kidneys, respectively. 

The fourth parameter is the right and left kidney density ratio as in Equation 5.  

                                       
   

   
  (5) 

where, mi and ni show the right and left renal density. 

3.2.2 Renal Cell Cancer Classification using the Support Vector Machine 

Classification is the process of dividing objects with similar properties into predetermined subgroups. 

The support vector machine is one of the simplest and most effective methods of classification. The 

goal is to obtain an optimal separation hyperplane to separate classes [32].  The success of SVM is to 



  

correctly define the hyperplane that can make the most appropriate difference between the two classes. 

That is, the distance between the support vectors must be maximum. 

In this paper, the software MATLAB 'in the BioinformaticsToolbox ™ [12] was used to classify 

SVM.   Figure. 5 shows that inputs of SVMs are the total pixel values of the right and left kidneys, 

mean density values of the right and left kidneys, area and density ratios of both kidneys. The output is 

the classification of renal cell cancer and normal images.  

total pixel values of the right

total pixel values of the left

mean density values of the right and left kidneys

area and density ratios of both kidneys

Normal or Renal Cell Cancer

SVM

Figure.5 Inputs and outputs of SVM 

A total of 30 images were used for SVM training, one-half of which contain renal cell cancer. The 

selection of the core function plays a critical role in classification with SVM. Radial base, polynomial, 

linear and sigmoid kernel functions have been tested for the highest classification performance. The 

highest classification success was achieved with the radial core. 

4.  Performance Evaluation  

Confusion matrix based parameters were used to determine the performance of the diagnostic support 

system. A confusion matrix is a table frequently used to describe the performance of a classification 

model (or "classifier") on a set of test data for which the true values are known [33].  

Table.1 Confusion matrix 
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 True Positive (TP) is the number of correct predictions that an instance is positive. 

 True Negative (TN) is the number of correct predictions that an instance is negative, 

 False Positive (FP) is the number of incorrect predictions that an instance is positive, and 

 False Negative (FN) is the number of incorrect of predictions that an instance negative. 

The ratios calculated from a confusion matrix for a binary classifier are as follows. 

Sensitivity is the correct calculation rate of healthy people and it’s value is calculated as in Equation 6. 



  

            
  

     
  (6) 

Specificity is the correct rate of calculations of renal cell cancers and it’s value is calculated as in 

Equation 7.  

          
  

     
  (7) 

Accuracy is the correct detection rate of those with healthy and renal cell cancer and it’s value is 

calculated as in Equation 8. 

         
     

           
  (8) 

Positive and negative predictive values are directly related to the prevalence of the disease in the total 

images. Positive Predictive Value (PPV) is the percentage of patients with a positive test who actually 

have the disease. The PPV and NPV are calculated as in Equation 8 and 9. Negative Predictive Value 

(NPV) is the percentage of patients with a negative test who do not have the disease.  

    
  

     
  (9) 
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A total of 100 images were used for the testing stage of the analysis. Half of them were of healthy and 

the other half were of renal cell cancer patients. Table 2 shows the TP, TN, FP, FN, sensitivity, 

specificity, accuracy, PPV and NPV values obtained as results of classification. 

Table.2 Classification results 

TN FN TP FP 

46 8             42 4 

Accuracy   Sensitivity     Specificity PPV NPV 

88% 84%  92% 91.3% 85.19% 

 

 

Figure 6. Classification results for each image  

Figure 6 shows the performance evaluation of the diagnostic support system. The blue label images 

shown in Figure. 6 are the sum of TN and TP. The doctor's decision with the diagnostic support system 

for a total of 88 images is the same. Red labels (number of FN) are images of renal cell cancer. 



  

However, they are images that were determined to be healthy by the decision support system. Black 

labels were identified as renal cell cancer by the decision support system; however, in reality these 

images belong to the healthy subjects. 

5. CONCLUSION  

The first goal of the paper is to automatically perform kidney segmentation on abdominal CT images. 

The second goal is to detect renal cell cancer tissue from those images. A decision support system has 

been proposed in this article to achieve the stated objectives. One of the most important features of the 

decision support system is the specified attribute vectors. To construct the feature vectors, we obtained 

the attributes after the segmentation of kidneys as the total pixel values of the right and left kidneys, 

mean density values of the right and left kidneys, and the area and density ratios of both kidneys. 

Firstly, right and left kidneys were segmented from the images. In the segmentation process, the spinal 

cord was taken as a reference, unlike in previous studies. For the performance assesment of the 

proposed segmentation methodology, the Dice criterion was used and average 89.3% segmentation 

success was achieved. At the end of this process, a second data set (feature vectors) was created from 

the segmented kidneys for the diagnostic support system. A Support Vector Machine was used for 

classification of renal cell cancer in the diagnostic support system. The SVM was tested on 100 CT 

images. Sensitivity, Specificity, Accuracy, PPV and NPV criteria were used for the performance of the 

decision support system. These values were obtained as 84%, 88%, 92%, 91.3% and 85.19% 

respectively. The results were checked by the doctor and determined to be reasonable. There are many 

criteria that influence the performance of the proposed decision support system. The most important 

and decisive factor of these criteria is to make the correct segmentation. This results are obtained from 

the presence of many organs on the abdominal images, which makes it difficult to isolate the kidneys. 

We anticipate that this work will shed light on the future work so that the performance values are 

higher. 
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Highlights 

The proposed decision support system detects renal cell cancer using abdominal images of healthy 

and renal cell cancer tissues.   

Segmentation of kidneys were done using the spinal cord reference not taken up in previous studies. 

Renal cell cancer detection involves two stages: segmentation and cancer detection.  

Results have shown that using the proposed system for renal cell cancer tissue detection is 

promising. 

 


