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Open source and the 
Internet of Things

Steve Mansfield-
Devine

What is IoT?
Perhaps the most immediate problem 
with the IoT, however, is deciding what 
that term covers. If you take the word of 
pundits and vendors it seems to encom-
pass everything from baby monitors to 

Steve Mansfield-Devine, editor, Network Security

The Internet of Things (IoT) is gaining a reputation for insecurity. Researchers 
have revealed dangerous flaws in everything from baby monitors to power sta-
tions. And much of the problem stems from an attitude of ‘innovate now, secure 
later’. In this interview with Tim Mackey, technical evangelist at Black Duck 
Software by Synopsys, we look at what the IoT encompasses, why so much of it 
appears to be flaky or downright dangerous and how the unquestioning and  
promiscuous use of readymade solutions, including open source code libraries, 
can have serious consequences.
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the supervisory control and data acquisi-
tion (Scada) systems running electricity 
grids and factories. Indeed, Mackey’s 
take on how that label can be applied is 
quite liberal.

“I tend to go for simple,” he says. “It 
is a computing device that is connected 
to a network that is publicly accessible. 
And ‘publicly accessible’ could be within 
a business entity – so that would encom-
pass Scada – if there is a mechanism by 
which someone on a public Internet 
could gain access to a terminal that is 
then connected to the Scada network, 
and then go and do whatever they want 
to do. That would be an Internet of 
Things scenario for me. I tend to avoid 
the consumer label on it, as it tends 
to have fearmongering associated with 
it – attacks of doorbells and microwave 
ovens and fridges, and so forth.”

However, that raises another question. 
Systems have been publicly accessible via 
Internet-facing interfaces for some time. 
So why are we witnessing so much dis-
cussion right now?

“Popularity,” says Mackey. “It becomes 
more front of mind for people because 
they are now dealing with connected 
devices. For Christmas I got an Alexa Dot 
and have to figure out how to make that 
actually be useful without spying on what 

my children say during the day, as inter-
esting and intriguing as that might be. 
But the reality is that these devices have 
been around for 20 years.”

He harks back to a time, early in 
his career, when he was connecting 
human-managed systems in a factory to 
a centralised management system using 
ladder logic.1 The aim was to enable 
just-in-time inventory management and 
other efficiencies. But as with many 
IoT projects, this often involved add-
ing interfaces to systems that were never 
originally designed to have them.

“That was the model 20 years ago,” 
Mackey says. “We’ve just extended it 
dramatically, connected it to the public 
Internet and then, with the rise of cyber-
crime, we’ve looked at it through a risk-
profile lens.” The image this lens shows 
us, he says, is that, “there’s a lot of scary 
out there – what do we need to do next?”

And that’s as far as we’ve got, says 
Mackey. “On the industrial side of 
things, there’s tacit recognition that how 
we’ve been securing these devices and 
trying to run facilities with a minimum 
staffing – largely a non-technical staffing 
at that – presents a real challenge. And 
then you factor in all of the consumer-
grade devices that are flowing through 
Amazon’s shelves, all the way to things 
that are truly odd, like an Internet-
enabled Barbie dream house.”

What’s the problem?
There is also an issue of scale here, too. 
Internet interfaces are nothing new, 
but the sheer number of devices with 
IP addresses seems to be ramping up 
exponentially. Vendors, it seems, are 
attempting to differentiate their products 
by throwing in a web interface or an 
Internet-based back-end service.

“One of the things that I’ve tried to 
impress upon the engineering teams 
I’ve worked with over the years is that 
just because you can, doesn’t mean you 
should,” says Mackey. “Do I really need 
a Bluetooth-enabled toothbrush?”

The cost of adding Bluetooth, wifi 
or other network interfaces to devices 
is now trivial. And there are readymade 
solutions that are very simple to imple-
ment, at least from an engineering 

standpoint. But as Mackey points out, 
the process doesn’t stop there. Vendors 
need to ask themselves if they really 
know how to secure those interfaces.

“Is the security of the connection a 
core competency of the vendor who’s 
supplying it?” he asks. “That starts to 
focus the problem around prioritisation 
of effort. We know, in tech, that secur-
ing things is an ever-increasing problem 
and, by extension, requires a level of 
competency that isn’t there – especially 
if you want to effectively do a land grab 
around the piece of technology or a par-
ticular capability.” 

By ‘land grab’, Mackey means being 
first to market – grabbing as large a slice 
of the market as you can before your 
competitors weigh in. It’s that sense of 
urgency that causes security to be forgot-
ten. And while that might be an imme-
diate issue, at some point it can come 
back to bite you.

“History has shown us, pretty much 
since the beginning of computing time, 
that there is always some software defect 
that someone will be able to exploit 
eventually,” he says. “It may take years 
to surface, but it’s in there.”

What you do about that is a tricky 
question. Patching operating systems 
and applications on desktop and lap-
top machines is well understood and 
the mechanisms for doing it are highly 
advanced – but even so it works imper-
fectly with many machines running 
unpatched and vulnerable software. But 
what about when that code is held in 
firmware with no over-the-air (OTA) 
updating mechanisms to support it? 
And there’s also uncertainty, as Mackey 
points out, about what we should regard 
as the lifecycle of these devices.

“I was truly shocked to hear, a few 
years ago, that some of the original 
devices that I’d put out when working 
for a company 15 years ago were still very 
much in service,” he says. “Those were 
industrial systems and they had an expec-
tation of serviceability that measured in 
a decade plus. I don’t believe the Barbie 
dream house will have such a longev-
ity to it, but nonetheless, the vendors 
aren’t necessarily applying the same level 
of ownership to the software. There’s a 
certain expectation that consumers might 

Tim Mackey is technical evangelist for Black 
Duck Software by Synopsys. He engages with 
technical communities to learn what bleed-
ing edge security concerns are top of mind in 
order to feed them back into the development 
team. He is well versed in open source appli-
cation security, datacentre security, containers, 
virtualisation and cloud technologies. Mackey 
has spoken at many events, including OSCON, 
CloudOpen, Interop, CA World, Cloud Connect 
and the CloudStack Collaboration Conference. 
He is also a published O’Reilly Media author.
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have to deal with this, and the way that 
they deal with it is by just upgrading to 
the next device. We saw that with the 
Mirai bot, having an OpenSSH port and 
being able to accept commands, and so 
becoming part of a botnet. That kind of 
nonsense should not exist.”

The Mirai botnet was built mainly 
through compromising digital video 
recorders (DVRs) used in CCTV sys-
tems.2 This is precisely the kind of prod-
uct where little thought is given to pro-
viding a means of updating it if a vulner-
ability is discovered and it’s thought that 
many of the devices exploited by Mirai 
to mount attacks such as those on secu-
rity journalist Brian Krebs and the Dyn 
DNS service are still just as vulnerable 
and still connect to the Internet.

“Their owners are, in all likelihood, 
blissfully unaware that their DVR is in 
fact compromised and is part of a greater 
malicious act,” says Mackey. But he 
also uses this as an example of how dif-
ficult these devices are to secure. Let’s 
say, for example, that the manufacturers 
of the devices that were compromised 
had done their due diligence and had 
taken all the necessary steps to ensure 
their products were secure. They might 
have performed a security review that 
presented a perfectly good rationale for 
having an OpenSSH implementation 
running in the devices. The presence of 
such a service would normally ring alarm 
bells (especially when coupled with 
default passwords). And an examination 
of known vulnerabilities in the Common 
Vulnerabilities and Exposures (CVE) 
database, managed by Mitre, would have 
shown an issue.3 But this CVE dates 
from 2004.

“If you read the description, it 
describes a world that doesn’t exist any-
more,” says Mackey. “It quite literally 
refers to services that have been turned 
off for years. So it’s completely rational 
to conclude, well, this doesn’t apply to 
us any longer. It requires going one level 
deeper to find out that there was, in fact, 
a default configuration that could prove 
unfortunate in the event of default pass-
words being present. And that’s really 
what the story turned out to be – that 
a set of well-known passwords were in 
play on an Internet-connected device.”

Ownership and  
responsibility
With no OTA updates available for 
devices such as DVRs, what are our 
options? Do we have to just put up with 
vulnerable devices until they break or 
are updated with a better (and hopefully 
secure) model?

“It’s an ownership and responsibility 
problem,” says Mackey. “The vendors 
need to have some mechanism by which 
they can recognise that these devices are 
connected to accounts, and notify the 
users through their accounts. Forget fill-
ing out registration cards and putting 
them in the post and hoping for someone 
to actually give you a recall notice. There 
needs to be a level of interactivity.”

“There’s a certain expectation 
that consumers might have to 
deal with this, and the way 
that they deal with it is by just 
upgrading to the next device”

In the case of a DVR, for example, 
it might come with a mobile app used 
to view the video on the device. This 
would also offer a mechanism for inter-
acting with the vendor, which can then 
push out notifications about security 
issues and any potential fixes. In many 
cases, this could even be automated to 
an extent. “It might prompt you for a 
new password, so that you’re not using a 
default password,” says Mackey, “or turn 
off some network services that probably 
ought not to have been on in the first 
place. Maybe it gives an opportunity to 
download new firmware.”

Another way of saying this is to recognise 
that there’s a human in the loop at some 
point. Most IoT devices have that Internet 
connection in the first place to offer com-
munication between device and user. Often 
there’s a web-based service involved too. 
This offers the architecture needed to at 
least communicate problems to users.

Buying in
The fact that such mechanisms aren’t 
being used to secure devices hints at 
a deeper problem. Many vendors of 

IoT-capable devices don’t know how to 
address these security issues – in fact, 
it seems likely that many of them have 
no idea such problems exist. And the 
root cause of this is that they are sim-
ply sourcing the Internet capabilities of 
their products from third parties. This 
could be anything from using a library 
to provide communication facilities, to 
complete hardware and software stacks 
that offer off-the-shelf capability that a 
vendor can simply bolt onto a product. 
And again, the race to market has a lot 
to answer for.

“Vendors are looking for minimum 
viable product – a term that I absolutely 
do not like one bit,” says Mackey. “And 
as a result of that, they’re looking for the 
first, least expensive library or solution 
service that will satisfy the requirements. 
More often than not, that involves a 
search on the Internet that comes up with 
a list of hub projects which will probably 
satisfy the requirements. They pick one, 
they incorporate it into their solution, it 
works and they ship it – without neces-
sarily going through the same security 
reviews that a larger entity with a history 
in the software space – like say an Oracle 
or a Microsoft – might put their software 
solutions through.”

There is no real relationship between 
the vendor and the supplier of the com-
ponent, nor is there any real incentive to 
audit the component and ensure it isn’t 
full of exploitable holes or back doors. It’s 
purely an effort to reduce work and cost.

There’s often little attempt to reduce 
the attack surface. Mackey gives the 
example of real-time, firmware-based 
solutions in Scada systems – that were 
honed for the task and didn’t carry 
unnecessary baggage – being replaced 
with more general Linux systems – per-
haps on development platforms such as 
the Raspberry Pi – that offer the cost 
benefits of a commodity product but 
may be running unnecessary services 
that could be vulnerable to attack. 
When the time comes to deploy, rather 
than stripping the solution down to 
its essentials, it’s easier to just roll out 
the full software from the development 
system and not worry about what vul-
nerable elements might be going along 
for the ride.
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Too feeble to secure
When it comes to powering the IoT, 
most people think in terms of small, 
embedded platforms. These include com-
puters running a full operating system 
– typically Linux or something similar – 
with all the capabilities that implies. But 
just as often it will be something stripped 
down, perhaps just a microcontroller 
with a TCP/IP stack added. So doesn’t 
this lack of power pose problems when it 
comes to layering on security features?

“It really does,” says Mackey. “If you 
take a larger environment, say something 
based on Intel’s Edison or some of the 
larger ARM processors, they have suf-
ficient memory and compute horsepower 
to implement, for example, a proper 
TLS stack. As you move down into the 
microcontroller realm, they simply don’t 
have the horsepower or RAM available to 
them to provide proper security, so you 
need to look at other ways of securing the 
communication. At that point, you start 
to see shortcuts being taken where, for 
example, rather than have a generic TLS 
stack that’s going to include certification 
revocation and things of that nature, they 
embed the signatures of the certificates 
directly into the firmware.”

“We’ve now reached the level 
where the Microchip PICs of the 
world can communicate with, say, 
a sensor or some other interface 
element, but have a wifi-enabled 
or network-enabled stack and 
firmware that can be remotely 
updated quite successfully”

This isn’t to say that microcontrollers 
can’t be secured. Mackey says there are 
many interesting developments in this 
area, such as the use of elliptic curve 
encryption that enables fast encryption 
on low-power devices. This is particu-
larly suitable in applications where an 
IoT device might be talking to a service 
hosted in the cloud, where the decryp-
tion side of the process can be enabled 
with the full power of, say, Google- or 
Amazon-hosted servers.

Nevertheless, hard-coding resources 
such as certificates and even, alas, pass-

words continues to be an all-too-common 
approach used by vendors looking to at 
least pay lip service to security. And there 
are many problems with this approach. 
For one thing, certificates expire but how 
do you deal with that if the certificate is 
hard-coded into the firmware?

“There’s a certain threshold at which 
something like an over-the-air update 
becomes a viable solution,” says Mackey. 
“The interesting thing is that we’ve now 
got to the point where the system on 
chip (SoC) is sufficiently inexpensive, 
in terms of its feature/function set, that 
you have SoCs that are fully function-
ing, wifi-enabled, compute-enabled 
devices from a variety of vendors that 
are sub-$2-3 per chip. They have a 
fully functioning network stack, they 
may have a fully functioning Bluetooth 
stack, and they have enough compute 
power and memory that you are really 
looking at a computing environment 
that rivals that of a desktop of 12 or 15 
years ago. We’ve now reached the level 
where the Microchip PICs of the world 
can communicate with a sensor or some 
other interface element, but have a wifi-
enabled or network-enabled stack and 
firmware that can be remotely updated 
quite successfully.”

Biggest problems
The Mirai botnet was one of the clearest 
demonstrations of how weaknesses in 
IoT devices can be exploited. But many 
of the threats are less public. Rather than 
bringing down popular websites and 
major parts of the Internet’s infrastruc-

ture they instead compromise privacy 
– a case in point being the furore that 
surrounded the My Friend Cayla doll 
that was classed by Germany’s Federal 
Network Agency as “illegal espionage 
apparatus”.4 So where does Mackey 
believe the most serious problems lie?

“My primary concern, from a technol-
ogy perspective, is a lack of transparency 
with the end consumer of these devices 
as to what types of data controls and 
ownership responsibilities need to be in 
place for them to be truly successful in 
a secured environment, such that they 
don’t accidentally leak information out 
there,” he says. He gives the example 
of a ‘nannycam’, commonly used by 
parents to keep an eye on childcare 
professionals. The parents should be the 
only people able to see the output of the 
device, he says, and you certainly don’t 
want the video making its way on to 
the public Internet. The raises the ques-
tions of what reasonable (and hopefully 
effective) steps the vendor has taken to 
ensure that that’s the case.

“That is part of a security review that 
should happen prior to the devices ever 
shipping,” says Mackey. “It should 
be part of what a vendor is putting in 
place in terms of a confidence level 
that they want to establish with the 
consumer. It’s not just simply shipping 
a device and collecting some revenue 
from it and then moving on to the next 
individual. That’s where I see a lot of 
the real problems.”

If vendors regard consumers as people 
with whom they want to have a valued 
relationship, or pay more attention to 

Places where open source software is most likely to be employed in Internet of Things solutions.
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their corporate reputation, that would 
go some way to addressing the issues, he 
feels. “That provides a level of incentive 
to do the right things with respect to 
security reviews,” he says, “understand-
ing dependencies and prioritising things 
like scanning of code for vulnerabilities 
– things of that nature.”

This seems unlikely in the age of 
cheap, commodity products, many of 
which have short shelf lives. And while 
some form of certification might appear 
one way to go, Mackey is unconvinced, 
pointing out that Microsoft tried this 
with WHQL-signed drivers, yet there 
are still compliant drivers that are inse-
cure.5 Nevertheless, we could do with 
some properly defined standards.

“As far as there being some account-
ability standards, I think that’s a worthy 
endeavour,” Mackey says. “Recently 
there was a discussion in the US around 
whether we need to have federal regula-
tions around IoT devices. One of the 
things they stumbled over was the defi-
nition of an IoT device and what type 
of regulation they might put in place. 
If we looked at it through a lens similar 
to what you have with the  EU General 
Data Protection Regulation where 
there’s a set of responsibilities, a set of 
ownership requirements, where we want 
to ensure that data leakage and data 
privacy don’t just apply at the corporate 
level but apply to all network-connected 
devices, that might be an interesting dis-
cussion to have.”

Inappropriate language
Inevitably, many of the security issues 
around IoT come back to what the 
developers are doing and whether they 
are going about their tasks in the most 
appropriate manner. To start with, are 
they even using the right language?

“Some languages and some platforms 
are a little more secure than others,” 
says Mackey. “People use languages 
that really weren’t designed for an IoT 
platform.”

He gives the example of NodeJS, which 
is very popular with hobbyists, being 
deployed on IoT solutions just because  
it supports JavaScript. “There’s a reason 
that compiled languages like C are the 

bread-and-butter of anyone making firm-
ware,” he adds, “so there has to be some 
inherent advantage to that.”

Ignoring those inherent benefits and 
employing JavaScript purely because it’s 
easy and available definitely falls into the 
category of ‘just because you can, doesn’t 
mean you should’, says Mackey. And 
that probably extends to the use – or at 
least, the indiscriminate use – of open 
source software.

“The realities of open source devel-
opment are very, very different from 
the realities of commercial software 
development,” says Mackey. “One of 
the biggest challenges that open source 
creates for IoT devices is the belief that 
it’s just free software. Somebody imple-
mented this feature or function, I can 
bring it into my device and it’s magi-
cally delicious. The reality is, there’s a 
level of responsibility.”

“In commercial software, there 
would be a push mechanism 
from the vendor to say, ‘here’s 
a new update to my library, you 
genuinely need to take that’. 
With open source, it’s a pull 
mechanism”

Let’s say that a defect is found in an 
open source library and that the devel-
oper or team behind that library address-
es that problem in the right way – work-
ing responsibly with whoever found the 
flaw, fixing the problem and pushing 
out patches. Does that mean the prob-
lem goes away? In most cases, Mackey 
believes, the answer is no.

“How would the vendor, who had just 
blindly consumed that componentry, 
know that the patch exists?” he says. “In 
commercial software, there would be a 
push mechanism from the vendor to say, 
‘here’s a new update to my library, you 
genuinely need to take that’. We see that 
with Microsoft, we see that with Apple 
and so forth. With open source, it’s a pull 
mechanism. If you’re not engaged with 
that community, there’s no way to know 
that there are any updates, let alone some-
thing as serious as a security update.”

The open source community itself 
needs security policies that define how 
to interact with the researchers who are 

uncovering vulnerabilities, says Mackey. 
“And we need to have the vendors rec-
ognise that they are, in fact, security 
researchers as well.”

He believes there is an issue with the 
CVE process as it stands. There’s only 
a relative handful of CVE Naming 
Authorities (CNAs) that are authorised 
to create CVE entries. That can lead to 
delays or even to vulnerabilities being 
overlooked. This led to the creation, a 
couple of years ago, of iwantacve.org, 
which provides a means of filing infor-
mation about security issues in open 
source code.6 

“That mechanism is something that 
vendors need to recognise – that they’re 
part of the solution,” says Mackey. “They 
can’t have a CVE disclosed against their 
firmware, or have a security researcher 
find an issue with the firmware, and have 
no mechanism to communicate to the 
broader world that there’s a CVE and 
people should be updating.”

A genuine problem
While we’re on the subject of research-
ers, it’s also worth asking how many of 
the vulnerabilities that are found repre-
sent genuine threats. Researchers love to 
find flaws – apart from anything else it 
boosts their reputations. And the nature 
of open source means that it’s easier to 
find weaknesses by trawling through the 
source code than it is with proprietary 
software. But in the real world, how 
many of these vulnerabilities are being 
turned into exploits that should really 
concern us?

“That’s hard to quantify,” says 
Mackey. “You see things like the 
BlackHat presentation from the fellows 
who managed to get into car washes.7 
You see the attack on the Jeep utility 
vehicle a couple of years ago.8 But one 
of the things that we have to separate 
out is, when is there a quasi-closed 
network. If you take General Motors’ 
OnStar services, that was an Internet-
connected vehicle management system, 
but it was largely on a closed network. 
You take the Jeep issue – yes, it was on 
the Sprint telecommunications network, 
but it was still fundamentally a closed 
network. But when we start to get into 
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broader Internet-connected devices, as 
far as that closed network is concerned, 
well, we really can’t lean on it.”

Honeymoon period
In a sense, the novelty of IoT is one of the 
things that has prevented more attacks tak-
ing place than we’ve witnessed so far.

“I see organisations that are 
truly invested in security doing 
the right things with respect to 
their devices. My worry is about 
the smaller vendors, where 
software security is not a core 
competency”

“The devices themselves – Mirai and 
Mirai-like scenarios aside – are enjoying 
a level of obscurity that every comput-
ing paradigm has had,” says Mackey. 
“I remember the days when Linux was 
great for no other reason than no-one 
was writing viruses for it, and eventually 
that changed. I once hosted web proper-
ties with an entity that boasted, ‘we use 
Macs as our servers because no-one’s 
written viruses for a Mac’. Eventually 
that changed. Today, people haven’t yet 
gotten to the point – again, Mirai aside 
– of really looking at what the potential 
for an IoT device attack is. We’re seeing 
the beginnings, where the attitude is: 
‘Well if I can’t really do anything useful 
with this, let’s turn it into a botnet and 
bring down the likes of Dyn’. Those 
are simple things, but they should be 
early warnings that it’s not safe to just 
rely on this being the best they can do. 
This is where they have started. They’re 
clever and they are probably a lot more 
resourceful than we think they are, and 
eventually they’ll do more harm.”

If we’re in a kind of honeymoon peri-
od, how does Mackey see this playing 
out over the next couple of years?

“I see organisations that are truly 
invested in security – Google, for 
example – doing the right things with 
respect to their devices,” he says. “I 
fully expect that Amazon and other 
large vendors are doing exactly the 
same. My worry is about the smaller 
vendors, where software security is 
not a core competency – for example, 
organisations that are in the business 
of making mechanical locks deciding 
they want to have wifi-enabled locks, or 
Bluetooth-enabled locks, so they spin 
up a small group of engineers to pro-
duce that lock. Then it ships and they 
don’t necessarily have the competencies 
to do the security reviews. They fall 
victim to some vulnerability; they have 
to resolve that but don’t really have 
a mechanism for doing so. And then 
couple that with the longevity of the 
devices. The house that I bought two 
years ago had the original locks from 25 
years prior. We’re not accustomed to 
thinking of computing devices having 
that type of lifespan.”

So is the situation going to get a lot 
worse before it gets better?

“I think that’s a very strong prob-
ability,” says Mackey. “What we may 
see is something equivalent to how the 
spam problem evolved. There was a 
period where people had their email 
clients just effectively naked on the 
Internet. Then ISPs recognised that 
home users had no rational reason 
to be running SMTP servers, so they 
started blocking port 25, and there 
started to be layers of reality. I suspect 
that we’ll have to go through that 
phase to deal with the legacy devices 
out there before things ultimately get 
better. We’ll end up in a similar pro-
tocol/port-type arms race for the next 
two, three years while we deal with 
these legacy devices while also doing 
the right thing with respect to security 
and general Internet hygiene.”
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