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Diabetes and Cataract are the key causes of retinal blindness for millions of people. Current detection of di-
abetes and Cataract from retinal images using Fundus camera is expensive and inconvenient since such de-
tection is not portable and requires specialists to perform an operation. This paper presents an innovative
development of a low cost Smartphone based intelligent system integrated with microscopic lens that al-
lows patients in remote and isolated areas for regular eye examinations and disease diagnosis. This mobile
diagnosis system uses an artificial Neural Network algorithm to analyze the retinal images captured by the
microscopic lens to identify retinal disease conditions. The algorithm is first of all trained with infected and
normal retinal images using a personal computer and then further developed into a mobile-based diagnosis
application for Android environments. The application is optimized by using the rooted method in order to
increase battery lifetime and processing capacity. A duty cycle method is also proposed to greatly improve
the energy efficiency of this retinal scan and diagnosis system in Smartphone environments. The proposed
mobile-based system is tested and verified using two well-known medical ophthalmology databases to
demonstrate its merits and capabilities. The evaluation results indicate that the system shows competitive
retinal disease detection accuracy rates (N87%). It also offers early detection of retinal diseases and shows
great potential to be further developed to identify skin cancer.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

The increasing popularity of Smartphones with sensing capabil-
ity is giving researchers the opportunity to design and develop mo-
bile applications. Particularly, mobile technologies are creating new
values in healthcare domains. For instance, handheld devices and
Smartphones have been regarded as promising platforms to pro-
vide affordable solutions and scalable approaches to widespread
care, and ultimately better patient health outcomes due to their
mobility. With the new generation of mobile operating systems,
e.g. Windows Phone 7, iOS, and Android, there have been substan-
tial increasing developments and adoptions of mobile applications
[1]. To date, more than 10,000 medical and healthcare applications
are dedicated to Smartphones and hundreds of other handheld de-
vices [2]. Since mobile technology has enabled the practice of care
anywhere possible in medical fields, such as for patient monitoring,
it is becoming a reality that it is no longer the case that a doctor
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must be physically present to monitor patients, or obtain their bio-
logical data.

However, comparing with other mobile-based intelligent health
monitoring systems, there are limited developments focusing on retinal
disease related detection. Moreover, research showed that diabetes and
Cataract are the key retinal diseases that cause retinal blindness. Espe-
cially, the number of diabetic patients aged 64+will be over 82 million
in developing countries by 2022 and nearly 40 million people mostly
living in remote areas in developed countries will become blind due to
Cataract (http://www.who.int/blindness/en/). Fig. 1 also shows some
examples of healthy and infected retinal images respectively for diabe-
tes and Cataract conditions.

Therefore, this paper is motivated by the above medical research
and focuses on the development of an intelligent mobile-based auto-
matic diagnosis facility to identify retinal diseases. It employs a feed
forward Neural Network (NN) to analyze patients' retinal images
and perform disease diagnosis. The Neural Network is initially
trained with healthy and infected retinal images on a personal com-
puter and then embedded in an Android environment. An energy ef-
ficient algorithm based on the duty cycle technique is also proposed
to optimize the power consumption of this retinal disease diagnosis
system in Smartphone environments. After retinal images are cap-
tured by themicroscopic lens attached with the Smartphone, a series
of Android's image processing APIs are also employed to analyze the
raw images. The selection of an optimal number of hidden neurons
for the Neural Network implementation is also carried out. We also
ecision support system for retinal disease diagnosis, Decision Support
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Fig. 1. Healthy and infected retinal images that cause blindness.
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present experiments using 260 retinal images extracted from two
well-known medical retinal image databases (DIARETDB0 and
STARE databases) to evaluate the system's efficiency. The
DIARETDB0 image database is especially built to support the devel-
opment of benchmark diabetic retinopathy detection methods. The
STARE database includes healthy and infectious retinal images with
various medical causes e.g. diabetes, Cataract and Drusen. In our ap-
plication, we especially focus on the detection of retinal problems
caused solely by diabetes and Cataract. The algorithm is implement-
ed, tested and verified for both rooted and unrooted operating envi-
ronments of the Smartphone to demonstrate its merits and
capabilities for optimal solutions.

Finally, the proposed intelligent mobile-based scheme allows
Smartphone users to get access to low cost regular eye examination
and disease diagnosis without the need of any specialists at anytime
and anywhere.

The paper is organized in the following way. Section 2 discusses
related work. The mobile-based retinal disease diagnosis system is
presented in Section 3 including discussions of the methodology
and the implementation of the core functionality of the system. De-
tails of the evaluation of the system are presented in Section 4. Final-
ly, Section 5 summarizes and concludes the contribution of our
research.

2. Related work

In this section, we discuss related decision support systems for
healthcare and medical computer-aided diagnosis based on PCs and
Smartphones. Since optimization plays a crucial role for mobile-based
applications, various optimization strategies are also explored and
discussed.

2.1. Desktop-based diagnosis applications

Several computing techniques have been proposed in the literature
for the detection of eye abnormalities and retinal diseases. Wang et al.
[3] applied a Bayesian classifier based on color features to detect eye dis-
eases. They used a complex algorithm that combined a brightness ad-
justment method with both statistical classification and a local-
window-based verification strategy. Their system achieved reasonable
accuracy rates but it needed a high processing capacity. Region growing
techniques on gray level images were described in [4] for the diagnosis
of eye abnormalities. The idea was based on a supervised method for
blood vessel detection in retinal images. It used a Neural Network
scheme for pixel classification and computed a 7-D vector composed
of gray-level and moment invariants-based features for pixel represen-
tation. As compared with other existing solutions in literature, this
methodwas simple and easy to implement but it required comparative-
ly more complex tools and resources.
Please cite this article as: A. Bourouis, et al., An intelligent mobile based d
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Data mining techniques and decision support systems have been
also employed for the detection of eye abnormality. For example,
Jegelevicius and Lukosevicius [5] used a decision support algorithm for
the differential diagnosis of intraocular tumors using parameters from
eye images. Dua et al. [6] have also proposed a retinal blood vesselmon-
itoring algorithmwhichwas able to provide information on retinal ves-
sel that can be calibrated to normal expected blood vessel diameters. It
was also used to detect microvascular anomalies to aid the early detec-
tion of diabetic retinopathy. Another integrated analyzer has been pre-
sented by Cree et al. [7]. The system described, quantified and
monitored the presence ofmicroaneurysms in retinal fluorescein angio-
grams. Moreover, a multi-layer Neural Network for the detection of le-
sions in gray scale retinal images was discussed in [8]. However, this
Neural Network based system had not been properly evaluated using
a larger dimension of input vectors. Abnormality classifications using
perception learning have also been proposed in [9]. This work also de-
scribed the use of a multi-layer Neural Network to distinguish eye dis-
eases. The analysis was based on the selection of an optimal number
of hidden neurons and it explored principal component analysis for fea-
ture optimization.
2.2. Mobile-based diagnosis systems

The development of intelligent mobile-based healthcare systems
(i.e. mHealth) has become a rising research topic recently, since
mHealth applications with the advancements in mobile technologies
are able to provide efficient solutions for health monitoring. Especially,
some systems also included pervasive wearable monitoring devices
[10]. For example, a mobile health monitoring system including a ring
sensor for blood oxygen saturation level monitoring was described in
[11,12]. A Smartphone based health data acquisition system was also
discussed in [13]. Their work generally proposed a low cost mobile-
based solution and used amobile device's Bluetooth to transfer patients'
physiological data collected using medical devices to a temporary stor-
age. Remote heart monitoring for elderly people using cellular wireless
networks is discussed in [14]. Their system monitored elderly people's
health condition through a network ofwireless sensors and used this in-
formation to recommend personalized treatment plans to doctors. An-
other approach for ECG data compression for a mobile tele-cardiology
model is described in [15]. This system employed a significant compres-
sion ratio and showed reduction in transmission time over GSM
network.

Moreover, there has been substantial development of mobile
technologies on a number of medical fronts. For example, the devel-
opment of modern Smartphone hardware technologies has provided
impetus on mobile adaptation to many health services. For instance,
Zhu et al. [16] proposed a prototype system that used a mobile de-
vice with a built-in camera, wireless network connectivity and intel-
ligent image analysis algorithms to estimate the calorie intake.
ecision support system for retinal disease diagnosis, Decision Support
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Fig. 2. The system architecture.
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Buttussi and Chittaro [17] discussed a mobile-based personal trainer
wearable system that generated physical fitness exercise plans.
Mobile-based cloud computing for mHealth services was also
presented in [18,19]. Maass and Varshney [20] designed a ubiquitous
information system for healthcare applications. They employed
an Android mobile phone as the alarm gateway in their proposed
implementation model. Overall, the discussions of the above
related work indicate that the use of mobile technologies for
teledermatology, telepathology and remote monitoring of vital bio-
signals of patients has been widely employed and attracted further
attention [21,22].
2.3. System optimization

There were also extensive intelligent decision-making applica-
tions employing classification algorithms at the server or cloud
side. However, the majority of such contributions have not consid-
ered optimized strategies for the application of AI algorithms on
the client side (e.g. Smartphones). Since the main goals of optimiza-
tions are to achieve high recognition accuracy rates with low pro-
cessing complexity (e.g. execution time and energy consumption),
there are three essential factors influential to optimization methods
including the choices of hardware, development platforms and
Fig. 3. The duty cycle and energy efficient principle.
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software architectures. For example, Könönen et al. [23] used a Sup-
port Vector Machine (SVM) in an activity recognition system. The
training of this SVM classifier was carried out using a personal com-
puter. The trained model was then uploaded to Nokia N95. The oper-
ating system of this mobile device was Symbian OS written in C++.
However, the predefined LIBSVM library integrated in Symbian was
originally written in C with high complexity. It also contained algo-
rithms designed for a wide range of applications, the majority of
which were not needed for their application. Also, the computational
and memory requirements of their SVM classifier were quite high.
The hardware choices and the employed development strategy in
their system showed limitations to optimization. Miluzzo et al. [24]
applied Gaussian Mixture Models (GMMs) and SVMs to Nokia N95
and Apple iPhone to automatically detect sensing contexts. Their
sensing and classification algorithms running on Smartphones con-
sumed a considerable amount of battery power since the system
used a JME based Symbian which did not provide APIs for power
cycle and resource management routines. Fábián et al. [25] de-
scribed a mobile-based Neural Network system that recognized
and recorded users' motions. Their system employed a complex ar-
chitecture incorporating six multiplayer Neural Networks, one for
each activity. Many optimization issues related to power consump-
tion and computational time of the system have not been considered
yet.

In this research, we employ amodified Neural Network for the root-
ed method application of a Smartphone for retinal disease diagnosis.
The training of the Neural Network is performed in the developed Java
framework on a personal computer. The parameters of the networks
(theweightmatrices and the bias vectors representing the classification
knowledge) with the same network topology are then applied to a
mobile-based diagnosis system as a mobile development library. In
this way, we effectively maintain the reliability and efficiency of this
mobile-based Neural Network diagnosis system. This research has the
following distinctive aspects: (1) capturing high resolution retinal
color images using a microscope attached to the Smartphone; (2)
using artificial Neural Networks for local abnormal/normal retinal RGB
image classification, i.e. distinguishing between normal and disease re-
lated retinal images; (3) optimizing and exporting this Neural Network-
based retinal disease detection component to an Android-basedmobile
platform and performing real-time early detection of retinal diseases;
and (4) employing images from two medical retinal image databases
to evaluate the efficiency of this mobile-based intelligent solution.
3. The mobile-based intelligent retinal disease diagnosis system

In this research, our mobile-based intelligent retinal disease diagno-
sis system was designed to provide a fully functional feature rich soft-
ware application with a user friendly graphical user interface to
ecision support system for retinal disease diagnosis, Decision Support
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Fig. 4. The Android phone with an external microscope lens.

Fig. 5. A captured image of the retina on a Galaxy S device.

Fig. 7. The schematic diagram for the training of the Neural Network.
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analyze retinal images and perform diagnosis. The employed Neural
Network based approach is able to run on both desktop computers
and Android-based mobile devices for image classification of abnor-
mal/normal retina. In order to achieve a real-time efficient solution,
first of all, the feed forward Neural Network algorithm is trained and
tested on a desktop computer using retinal datasets with healthy and
infectious states. Then the trained Neural Network is installed in a mo-
bile device with an Android operation system (OS). In the test stage, a
Fig. 6. The chain of the retinal im
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microscopic lens is also employed and attached with this Android
Smartphone, which is used to collect users' retinal images and perform
diagnosis. The advantage of using such a microscopic lens is that it al-
lows the system to capture high resolution retinal images and thus pro-
vide better performance for disease diagnosis. Various optimization
techniques have also been taken into account in this research in order
to provide an efficient mobile-based intelligent solution to perform
real-time diagnosis. Fig. 2 shows the system architecture.

Overall, in order to make the system execute efficiently on a mobile
device with limited processing capability, we use two separate plat-
forms for the training and testing of the system. i.e.we use a normal per-
sonal computer to conduct the training of the Neural Network. The
trained Neural Network is then exported to mobile devices. The
Smartphone-based Neural Network diagnosis system is subsequently
used to perform diagnosis at the test stage. In this way, the computa-
tional intensive training of the system does not need to be conducted
on mobile devices. Especially, the training is also not required to per-
form each time for each diagnosis. Thus the trained Neural Network
has the capability to analyze test images in a few seconds in the testing
stage to perform efficient diagnosis. Therefore, it is capable of
performing rapid assessment of a large number of test cases.
age processing technique.

ecision support system for retinal disease diagnosis, Decision Support
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Fig. 8. The feed forward Neural Network topology.
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Moreover, Google's Android operation system is chosen for this ap-
plication since it is widely used and there are both Linux and Windows
versions available to allow flexible portability. Also, the Android SDK
provides all the core plumbing features such as device drivers, memory
and process management, network stack, and security to allow flexible,
reliable and portable data storage and processing [26]. In recent years,
computing resources in the actual Smartphones are also dramatically
improved in comparison to the earlier mobile device generations. De-
vices with the Android OS have computing features typically about
Fig. 9. The core functionality of the mobile-based retinal disease diagnosis system.
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1.2 GHz CPU and 512 MB operative memory. Such configurations are
able to allow for the execution of more complicated computing tasks
than just data storage and transmission. Hence, such Android
Smartphones provide additional benefits to developers.

Recent technology and miniaturization have also accelerated the
convergence between Smartphones and powerful computers facilitat-
ing the development of the phone technology. Smartphone computa-
tion capabilities are growing while integrating a suite of sensors.
Android also provides a more complete set of APIs to allow access to
the low level components of the Smartphone operating system while
taking advantage of more powerful hardware (CPU and RAM). For ex-
ample, we can turn the sensors off, tier inactive activities, and make
our application possess the highest priorities using the duty cycle and
rooted method in order to increase the battery lifetime and the compu-
tational capacity of the phone when running our Android application.
We also use Android resource management APIs to apply scheduled
sleep functions to both sensors and activities while they are not active
to save energy.

Especially, since Smartphones have limitations in maximum CPU
performance, with the rooted method, we can easily exceed these limi-
tations and use the power of the phone processor to conduct intensive
disease diagnosis. To compensate the battery use of the processor, we
propose an automatic duty cycle algorithm to extend battery life. This
duty cycle algorithm has been initially employed in the wireless sensor
networks field in order to achieve optimal network performance in all
traffic conditions. Themain idea of the algorithm is that it intends to bal-
ance successful data delivery and delay constraints of diverse applica-
tions to minimize power consumption without human intervention.
Mapping this duty cycle optimization technique for processing in mo-
biles is relatively challenging as it has never been used in mobile-
based application environments. We use the duty cycle technique in
the following way in our application.

First of all, we force some sensors to switch to the IDLE mode and
make them in use just when needed. We also integrate some camera
control options with the application framework and only activate
those activities related to retinal image capturingwith all other unrelat-
ed functions disabled automatically. Since screen brightness is consid-
ered as the main energy consumer, once the application is launched,
the duty cycle algorithm is enabled in order to reduce the screen
frame rate and lower its brightness. It also changes the background
color brightness level of both of the diagnosis system and the applica-
tion browser so that the application consumes less battery and in turn
serves as a green solution [34]. The duty cycle algorithmused by our ret-
inal image analysis application is performed as the key technique to
lower battery usage and in turn increase the resource performance of
the CPU and RAM. Our adaptive duty cycling scheme is also different
from the one used in sensor networks and driven by the following
three principles: (i) disabling unused internal sensors and activities
ecision support system for retinal disease diagnosis, Decision Support
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Table 1
Example test data extracted from the DIARETDB0 database.

Example test images Normal/infected If infected, any
description about the
condition (e.g. caused
by diabetes or any other
diseases if applicable)

Infected Diabetic retinopathy

Normal N/A

Normal N/A

Normal N/A

Infected Diabetic retinopathy

6 A. Bourouis et al. / Decision Support Systems xxx (2014) xxx–xxx
(ii) on-demand services enabled based on users' needs and (iii) opti-
mizing the current consumption sources such as the screen brightness
adjustification and employing vibration options (see Fig. 3). Some
Table 2
Rooted, unrooted and relative speed of the application.

Context Unrooted Rooted Ratio unrooted/rooted
applications

Run time (RT) in sec 32 11 2.91
Response time (RPT) in sec 2.4 0.66 3.64
Relative speed (RT/RPT) 13.33 16.67 N/A

Please cite this article as: A. Bourouis, et al., An intelligent mobile based d
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example pseudo code for the duty cycle technique is provided in the
following.

Algorithm1. Pseudo-code of part of the duty cycle technique for iTEST.
The mobile device used in this work is a Galaxy S GT-I9000, which is
providedwith an unmodified version of Android OS 2.3.4. The application
was also testedwith the rooted version 2.3.4. Generally, a rooted Android
device has full control of the device's software and hardware which
makes all features and functions easily accessible. The rooted method is
also employed in our algorithm implementation so that the mobile-
based diagnosis system is able to have access to allmemory andprocessor
resources. For example, the rootedmethod employed in the coding of the
system allows us to manage Android Activity and control memory of the
mobile device. For instance, if there is a newly arrived activity (e.g. an in-
coming call)whenour application is active and performing diagnosis (the
current running activity with the highest priority), our system is able to
change the state of the activity and turn our application into pause with
the reservation of its current processing status. Therefore, with the rooted
method, we are able to allow the user to deal with a newly arrived phone
activity (e.g. allowing the incoming call to overtake the current activity)
and make the diagnosis system active again when the new activity (e.g.
the phone call activity) finishes and becomes inactive.

In our system, theAndroid handset employed has also been attached
with an external separate microscope, which allows a microscopic reti-
nal image to be captured directly using our application (see Fig. 4). A
commercial phone microscopic lens ×60/100 is employed in this re-
search attached with the mobile device to help to capture high quality
retinal images. The Android Application Programming Interface (API)
also allows easy access to image processing functions and control of
the integrated camera with the external microscopic device. For exam-
ple, the android.graphicsAPI provides low level graphics classes (e.g. Bit-
map, BitmapFactory, Camera, Canvas, etc) and tools (such as canvases,
color filters and image formatting) for image drawing handling [27]. Es-
pecially, such a function enables the extraction of high quality retinal
images and provides a robust and scalable approach to computer-
aided automatic diagnosis. Fig. 5 shows an example retinal image cap-
tured by this microscopic lens.

As mentioned above, we employ a multi-layer Neural Network in
this research to perform diagnosis. Neural Networks are generally
ecision support system for retinal disease diagnosis, Decision Support
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well-known for classification tasks and pattern recognition. Multilayer
perceptron (MLP) based on feed forward with Backpropagation is also
one of the most classic supervised Neural Network algorithms [28]. It
is chosen due to its promising performances and robustness of the
modeling of the problem domain.

As discussed earlier, in order to optimize the consumption of the pro-
cessor and battery resources, the complexity of the system has to be re-
duced as much as possible. This motivated us to employ an optimized
Neural Network trained using a personal computer and subsequently
exported to mobile devices. We first of all develop a Java framework
using a powerful high performance computer to perform the training of
the Neural Network. We employ 40 abnormal and 20 healthy retinal im-
ages for the training of the Neural Network. These training images are
borrowed from a medical ophthalmology database, DIARETDB0 [29].
Then the trained weights of the network are saved in an individual file.
We also develop a library called nncig.jarwhich will be called and loaded
in our Android-based application. Overall, the framework employed in
the training stage has three functions: normalization, training and storage
(see Fig. 2). First of all, the normalization function normalizes a retinal
image into the size of 32×32 pixels and transforms it to a one-
dimensional vector to store all pixel information. Then the training algo-
rithm of the Neural Networks uses these normalized images for training.
Subsequently, the trained Neural Network is stored as a Java file adapted
to our nncig library. Once the system is trained, it has the capability to an-
alyze a test image and perform real-time disease diagnosis.

Furthermore, in comparison with the work of Gardner et al. [8],
which used gray retinal images for a desktop-based diagnosis system,
this research uses color images as inputs for amobile-based application.
Also in this research, the colorful images are presented as one-
dimensional vectors containing red, green and blue pixel values. The
input of the Neural Network is thus represented by n dimensions of a
colorful retinal image (n = imageHeight ∗ imageWidth ∗ 3). For in-
stance, as mentioned above, each colorful retinal image is represented
by 32 by 32 pixels. For each pixel, the application uses red, green and
blue coordinates to represent the color of that pixel. Therefore, the
input layer of the Neural Network has 3072 (32 ∗ 32 ∗ 3) input nodes.

We also would like to address that there is no difference in the pro-
posed algorithm as compared to the algorithm demonstrated in [8].
However, it is worth mentioning that we used color retinal images
with different dimensions and in different operating system environ-
ments. Therefore, the main challenges were the adoption of the algo-
rithm for color image processing that includes classification, automatic
dimension setting, design and development within optimal mobile op-
erating environments. Based on the review of various related works in
literature and a full investigation of all image classification methods
employingNeuralNetworks [33], our proposed retinal disease diagnosis
algorithm discussed above uses an innovative concept of image seg-
mentation and transformation based on one-dimensional RGB vectors,
which contain all image information and are considered as input
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vectors of the Neural Network based diagnosis system (see Fig. 6). In
comparisonwith relatedwork [8,24,25], such a segmentation technique
is highly compatible with all APIs and development tools in both desk-
top and mobile environments. In contrast, authors of [8] applied a seg-
mentation method of many grids to the retinal images, and then they
used a binarization technique for all gray images.

Moreover, in order to find the best Neural Network topology, we
have also employed different settings of the hidden layer with neurons
ranging from 4 to 20. There are many recommendations for the design
of the Neural Network topologies in the artificial intelligence and ma-
chine learning fields [9,28,30]. The trial and error method is one of the
most conventional approaches for the Neural Network construction
and development suggested in the field [9,28,30] and has been applied
to this research and other healthcare and AI applications aswell, e.g. the
work Gardner et al. [8]. After several trial and error experiments, 12
neurons in the hidden layer are selected for this feed forward Neural
Network since it leads to the most optimal results compared with
other neuron settings in the hidden layer.

Finally, the following specific network topology suitable to our pro-
posed application has been identified: the input layer with 3072 nodes,
one hidden layer with 12 neurons and the output layer with two nodes
respectively representing normal and abnormal classes for retinal con-
ditions. The sigmoid function is also used to calculate the final output of
the Neural Network. Fig. 7 shows the data flow of the Neural Network
training procedure. Fig. 8 shows the network topology. This intelligent
mobile-based retinal disease diagnosis system is developed using the
Android SDK and the Netbeans IDE. The core functions of the system
are also illustrated in Fig. 9.

As indicated above, the training step is computationally intensive as
the learning is linked with the training of a large number of images.
Therefore it was performed in a powerful computing environment in
order to achieve competitive learning performances. However, this is
just one-off and the trained algorithm does not need to be retrained as
it possesses the learning capability to capture all unexpected changes
in retinal images caused by Cataract or diabetes. This offers a great op-
portunity to enable the recognition process to perform faster with min-
imum power consumptions. It also does not affect the operational
deployment of the system in a real setting in any way.

4. Experiments and results

This research is designed and developed to detect abnormal retina
from normal cases. Since eye abnormality could be caused bymany fac-
tors, e.g. Cataract or diabetes, we considered both Cataract and diabetic
related eye abnormality detection in this application. We employ two
medical image databases, DIARETDB0 [29] and STARE [31,32], for the
evaluation of this intelligent mobile-based diagnosis system. The
DIARETDB0 image database is especially built to support the develop-
ment of benchmark diabetic retinopathy detection methods. The
15 18

25 (No root)

50 (No root)

25 (Root)

50 (Root)

icating the number of tests conducted and X axis showing the battery life in hours.
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STARE database includes healthy and diseased retinal images with var-
ious medical causes e.g. diabetes, Cataract and Drusen. In this applica-
tion, we especially focus on the detection of eye abnormal conditions
solely caused by Cataract and diabetes.

For the training of theNeural Network conducted earlier, we used 20
normal retinal images and 40 abnormal cases with 32 × 32 resolutions
extracted from an ophthalmology database, DIARETDB0 [29]. After the
total error rate at the training stage of the Neural Network was reduced
to 0.0099, the implemented Android-based Neural Network application
is stored in an APK file. Then the trained Neural Network algorithm is
exported to the mobile device and performs initial testing, i.e. the clas-
sification of 60 test images of healthy (20) and abnormal retina (40)
cases. These test images are also extracted from the same ophthalmolo-
gy database [29]. Some example test data are shown in Table 1.
Table 3
Example test data extracted from the STARE database.

Example test
images

Normal/
Infected

If infected, any description about
the condition (e.g. caused by diabetes
or any other diseases if applicable)

Normal Drusen early stage

Infected Cataract early stage

Normal N/A

Infected Diabetes retinopathy

Normal N/A
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As discussed earlier, this mobile-based diagnosis system is trained
using images with 32 × 32 resolutions. Any test images captured
using the microscopic lens attached with the Smartphone have been
converted to both 32 × 32 and 480 × 360 during the testing. Since the
system is trained using images with 32 × 32 resolutions, with the first
image normalization method (i.e. conversion to 32 × 32 resolutions),
the systemhas achieved an accuracy rate of 98%. The second application
with the converted images in 480 × 360 resolutions achieved a slightly
lower accuracy rate, i.e. 92.80%. The decrease in the performance has
been caused by the fact that such images have just taken a slidewindow
from the raw images for analysis and disease diagnosis rather than
employing a full view of a test retinal. Our experiments also reflect the
work of Gardner et al. [8] and indicate that the images with 32 × 32 res-
olutions are able to capturemore global views of retinal conditions than
the cropping (taking a slidewindow) from the original imageswith 480
× 360 resolutions. It also advises us to employ images with 32 × 32 res-
olutions for further evaluation.

Moreover, the application's loading and responding speed in both
rooted and unrooted Android Smartphones is also evaluated. It is ob-
served that with the rooted method, the application's run time is 2.91
times faster than the unrooted method. In contrast, for the response
time, the rooted method is about 3.64 times faster than the unrooted
method (see Table 2). It is also noted that for the unrooted application,
the response time (RPT) is about 13.33 times faster as compared to the
run time (RT). In contrast, it is about 16.67 times faster than the run
time in the case of the rooted application.

Moreover, when we compare our developments with the system de-
scribed in [18],whichused cloudNeuralNetworks basedonHTTP transfer
protocols, we found that local Neural Networks are much faster than re-
mote cloud-based processing. It is noticed that the execution time of
our system is about 120 times faster as compared to the cloud-basedNeu-
ral Network presented in [18]. It is worth mentioning that both applica-
tions have been evaluated in the same environmental settings, e.g. the
same network communication conditions with averaged uploading and
downloading speed respectively 205 kbps (26 kB/s) and 442 kbps
(55 kB/s).

We also explored the energy consumption aspect for the rooted and
unrooted applications, since it is a very important issue for mobile
healthcare applications. As indicated earlier, the application presented
here is optimized by the rooted method in order to increase battery
life and processor capacity. Fig. 10 shows the battery life differences be-
tween the rooted and unrooted settings. The evaluation indicates that
the system is able toworkmore than 14 h,which can be used to test ap-
proximately 50 patients, with WiFi network enabled.

Another experiment has also been conducted with a newly released
handset, Galaxy SII, with Android OS v2.3.4. The above trained Neural
Networks are used to classify 200 new test images with 130 examples
taken from the above ophthalmology database and another 70 sample
images extracted from STARE database [31,32]. Overall, the STARE data-
base has 400 raw retinal images collected by medical centers in the US.
It is used as a valuable reference for medical eye research. The STARE da-
tabase includes healthy and infectious retinal images with various medi-
cal causes e.g. diabetes, Cataract and Drusen. In our application, we
especially focus on the detection of retinal problems caused by diabetes
and Cataract. Some example test images from this database are also illus-
trated in Table 3. For this second experiment, all the test images are con-
verted only to 32 × 32 resolutions in comparison with the first
experiment using DIARETDB0 database. Among the 200 test images,
there are 160 images representing infectious retina and 40 for healthy
Table 4
Testing results for the second experiment with 200 retinal images.

Retinal images (32 × 32) Detection accuracy rates

Abnormal images 91.87%
Normal images 87.5%
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cases. The evaluation results of this second experiment are also presented
in Table 4.

The above evaluation results shown in Table 4 indicate the efficiency
of this mobile-based retinal disease diagnosis system. The rootedmeth-
od employed also shows promising optimal system performance in
terms of battery life and processor capacity.

Moreover, the most popular energy profiler tools in Android OS are
PowerTutor [35] and PowerProfile. The PowerTutor energy profiler tool
is an Android app working on Android Smartphones to calculate the
power consumptions of CPU, display, GPS, WiFi, and all applications run-
ning in the system. In order to monitor energy consumption in real-time,
we integrated the PowerTutor energy profiler function with our
application.

After installing the PowerTutor application in both unrooted and root-
ed (with duty cycle enabled) Android Galaxy S2 devices, we tested each
phone using retina scan applications and obtained the following perfor-
mance details shown in Fig. 11. The y-axis of Fig. 11 indicates the power
consumption of each application in the test environments for both root
and unroot settings.We tested the retinal image scan application through
continuous execution. On average, the application consumes about 13
mW (milliWatt) before applying the root duty cycle algorithm and 8
mW after using the proposed duty cycle algorithm. The differences of
the result are mainly caused by the different times required for the run-
ning of an application, i.e. more time needed to run an application may
subsequently increase the power consumption. Fig. 11 indicates that the
rooted method with the proposed duty cycle algorithm optimizes the
power consumption and improves the battery life greatly when using
our retinal application. We observe that from the screen consumption
perspective the rooted method with the duty cycle algorithm consumes
approximately only one third of the power in comparison to that required
by the normal usage without root and the proposed algorithm. The CPU
consumption is also decreased using our proposed algorithm since
many sensors and inactive applications are disabledduring the retinal dis-
ease diagnosis process. Overall, our approach using the root and duty
cyclemethod improves the energy efficiency of the retinal scan and diag-
nosis system in Smartphone environments. The testing results shown in
Fig. 11 thus indicate that ourmobile-baseddiagnosis systemwith the pro-
posed energy efficient algorithm based on the duty cycle technique could
be considered as a green solution.
5. Conclusion

This paper has presented an intelligent mobile-based retinal disease
detection scheme using commercially available Smartphones with the
integration of an external microscope. The proposed scheme was
Please cite this article as: A. Bourouis, et al., An intelligent mobile based d
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especially developed for the Android operating platform using a feed
forward Neural Network. It was then evaluated and verified through
two sets of experiments (using benchmark datasets) to demonstrate
the merits and capabilities of the chosen approach. It is noted that the
implemented Smartphone based system offers fast retinal disease de-
tection (the shortest response time: 0.66 s for a single test) with very
high accuracy rates and also requires very little energy consumption
through the rooted method. The proposed energy efficient algorithm
based on the duty cycle technique also significantly optimizes the
power consumption of Smartphones. The application is also very easy
to be operated by any mobile user and could be used remotely as an ef-
ficient low costmobile solution for healthmonitoring at anytime. These
features are very notable as compared to the existing Fundus camera
based complex and very expensive solutions. In future work, we also
aim to further distinguish various causes of retinal abnormalities. An-
other line of our research has also extended the current system for
skin cancer detection. Finally, the system shows great potential in evolv-
ing healthcare applications to benefit wider communities.
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