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Firms often struggle to be proficient in predicting uncertain market conditions and forecasting the outcomes of
their business initiatives. This research introduces crowdsourcing as an innovative tool that can enhance market
information processing, and in turn, improve prediction of market-oriented outcomes (e.g., sales).We field test a
forecasting tournament with employees at a Fortune 100 consumer packaged goods firm, and examine the
extent towhich predictions based on the “wisdomof the crowd” outperform those generated by traditional fore-
casting approaches. We find that crowdsourcing produces results superior to the firm's incumbent approaches
almost three-fourths of the time across a broad range of business decisions. Additionally, we conduct a survey
with participants to open up the “black box” of crowdsourcing. We find that differences in information
acquisition and interpretation are the underlyingmechanisms that can explain the improved prediction accuracy
found through crowdsourcing.

© 2016 Elsevier Inc. All rights reserved.
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1. Introduction

Managers must continually respond to a rapidly changing market-
place in order to protect their competitive advantage. This obligation
is recognized across diverse disciplines such as marketing (Day, 2011),
innovation (Bharadwaj & Noble, 2015), strategic management
(D'Aveni, Dagnino, & Smith, 2010), and forecasting (Armstrong, 2006).
Dynamic capabilities, a firm's ability to adapt competences and
resources to better respond to the marketplace (Eisenhardt & Martin,
2000; Teece, Pisano, & Shuen, 1997), play an important role in this
regard. As business leaders manage this evolution, one of the most im-
portant and difficult tasks they undertake is to predict uncertainmarket
conditions and future business outcomes (Day, 2011; Yan & Ghose,
2010). The ability to make effective predictions about markets is
especially important as managers develop strategies and implement
plans, and forecast the resulting impact on sales, profit, and firm value
(Morgan, 2012; Rao & Bharadwaj, 2008). This article introduces
crowdsourcing as an innovative decision support tool that can enhance
market information processing and directly improve market-oriented
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predictions (e.g., consumer preferences or competitor response) and
business forecasts (e.g., sales or profits) (Narver & Slater, 1990).

These market-oriented predictions occur at the intersection of
important dynamic capabilities: market learning is translated into
forecasts that support planning and implementation, new product de-
velopment, pricing, and strategic decision-making (Morgan, 2012;
Vorhies & Morgan, 2005). Market learning not only plays a critical role
at this intersection (Cepeda & Vera, 2007) but it is also identified as
one of the most significant areas of dynamic and marketing capabilities
improvement (Morgan, 2012; Vorhies & Morgan, 2005; Vorhies, Orr, &
Bush, 2011).

Unfortunately, forecasting often struggles to be proficient in
forecasting (Kahn, 2002; Srivastava, Shervani, & Fahey, 1999; Yan &
Ghose, 2010). For example, in response to a major product launch fail-
ure, attributed largely to forecasting errors, Procter & Gamble's CEO
pledged to make better use of online tools to support demand forecast-
ing and innovation initiatives (Neff, 2012). As an example of the impor-
tance of forecasting in designing and executing business strategies, the
Marketing Science Institute designates providing guidance to firms on
forecasting as one of its foremost 2014–2016 research priorities (MSI,
2014). These examples raise the question of how firms can improve
market-oriented predictions and forecasts.

The foundational research establishes that improvements in the
development and use of market learning can be achieved through im-
provements to the market information processing that produces it:
the acquisition, distribution/transmission, interpretation/processing,
utilization, and storage ofmarket information in organizationalmemory
(Day, 1994; Moorman, 1995; Sinkula, 1994).
rediction of market-oriented outcomes, Journal of Business Research
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Better use of decision support tools is identified as one way to
achieve improvements in forecasting (Diamantopoulos & Winklhofer,
2003; Krishnan & Ulrich, 2001; Wierenga, Van Bruggen, & Staelin,
1999). Vorhies and Morgan (2005), for example, refer to the potential
of market-based learning tools to improve capabilities such as market
information management. In this regard, the forecasting literature
advocates exploring innovative techniques to improve market-
oriented predictions (Armstrong, 2006). One of the emerging
techniques in business and in other disciplines is crowdsourcing. Most
commonly, crowdsourcing applications use a central technology plat-
form to collect and integrate information and the opinions of a diverse
set of individuals to predict uncertain future outcomes, solve problems,
or design solutions (Servan-Schreiber, 2013; Surowiecki, 2005). Recent
writings suggest that these applications can serve as effective decision
support tools directly satisfying the information processing improve-
ment needs described in earlier writings (Armstrong, 2006; Bonabeau,
2009; Malone, Laubacher, & Dellarocas, 2010). We propose that
crowdsourcing applications can serve to improve market information
processing and market-oriented predictions and forecasts.

Forecasting and decisionmaking are often classified as quantitative-
data driven or management knowledge-judgment driven (Wierenga
et al., 1999). Crowdsourcing applications, by pooling a wide number of
opinions in a structured way, combine qualities of both of these types
of forecasting methods described above.

Despite the emerging use of crowdsourcing to forecast political sci-
ence, financial, economic, and legal outcomes (Arrow et al., 2008), the
wisdom of the crowd has yet to bewidely adopted in business andmar-
keting. There has been limited empirical testing and, more importantly,
virtually no explanation as to how crowdsourcing platforms produce
superior results. This fact is surprising given the well-defined need for
innovative tools to improve predictions of important market-oriented
outcomes (Day, 2011). Before they can be considered as a newmethod-
ology, however, their efficacy must be demonstrated and their
mechanism explained (Armstrong, 2006).

Given that the earlier studies have not empirically investigated how
crowdsourcingworks, both researchers and practitioners have declared
the need to open up the “black box” (Green, Armstrong, &Graefe, 2007).
Armstrong (2006), for example, performs a detailed review of tradition-
al and emerging forecasting techniques and calls for further use and
testing of crowdsourcing applications such as prediction markets. He
suggests testing these new techniques against other traditional
methods in the realm of business, and observes that there has been little
research into their efficacy. Matzler, Grabher, Huber, and Füller (2013)
is an example of work in this direction.

This issue leads to the primary research questions addressed in this
paper: can crowdsourcing applications improve the processing and
use of market information to produce more accurate predictions, and
if so, how? Accordingly, the objectives of this study are to: (i) empiri-
cally test the extent to which crowdsourcing can improve predic-
tions relative to the methods traditionally employed by firms and,
more importantly, (ii) examine how they produce superior results.
To address these questions, we present a non-trading-based,
crowdsourcing tournament as performing market information pro-
cessing in a uniquely adapted way, applied to specific market-
oriented business questions.

We design and implement a field test at three separate divisions of a
Fortune 100 consumer packaged goods firm, with emphasis on
predicting a wide range of market-oriented outcomes such as new
product sales, supply chain shipments, and expected dollar sales
(Srivastava et al., 1999). Our results reveal that the crowdsourcing
application is more accurate than the firm's incumbent forecasting
methodologies 73% of the time, reduces average error by almost 34
percentage points, and reduces the error range by over 40%. In examin-
ing the crowdsourcing mechanism associated with their performance,
we find differences in information acquisition (i.e., the extent to which
participants search for additional information to use in their individual
Please cite this article as: Lang, M., et al., How crowdsourcing improves
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predictions) and in interpretation (i.e., the extent to which participants
bring different perspectives and thinking to their prediction) to be
directly and positively related to improvements in prediction accuracy.
This research thereby extends the literature by demonstrating the
efficacy of crowdsourcing, and providing insight into why the “wisdom
of the crowd” can yield more accurate forecasts.

2. Literature review

2.1. Crowdsourcing applications

Crowdsourcing applications aggregate the judgment ofmany people
across the firm to predict uncertain market outcomes, the resulting
aggregated prediction may be more accurate than traditional methods
used within firms because with crowdsourcing, individual participants
process market information differently. We propose that the way
acquisition, distribution, and interpretation are performed within a
crowdsourcing application produces superiormarket prediction results.
As a result, these applications may perform market information
aprocessing better than traditional methods commonly used within
firms.

Crowdsourcing applications can be categorized into trading and
non-trading-based platforms. The former include, for example, decision
markets, political stock markets, event futures, and prediction markets
(Horn, Ohneberg, Ivens, & Brem, 2014; Servan-Schreiber, 2013). These
have beenused to predict political,finance,movie, and sports outcomes.
In business, this type of application has been deployed at firms such as
Hewlett-Packard (Ho & Chen, 2007), Intel (Hopman, 2007), and Google
(Cowgill, Wolfers, & Zitzewitz, 2009) where they have been found to
perform as well as, and in many cases, better than existing traditional
methods in terms of estimates, error rates, and variability. For example,
Hopman (2007) and Ho and Chen (2007) report more accurate predic-
tions in 75% of the cases examined.

For reasons related to trading complexity with trading-based
platforms, non-trading-based crowdsourcing platforms—which are
easier for peoplewith no stock trading experience to use and do not suf-
fer from legal challenges associated with betting—are emerging
(Servan-Schreiber, 2013). These include, for example, forecasting com-
petitions or tournaments (Afuah & Tucci, 2012; Good Judgment Project,
2014) and ideamarkets (Soukhoroukova, Spann, & Skiera, 2012),which
are more suitable for use in corporate settings.

The superior accuracy of crowdsourcing has been attributed to its
ability to collect and combine widely dispersed information and opin-
ions froma diverse groupof participants, focus themon specificmarket-
ing questions, and have them predict a single common outcome. They
efficiently and accurately aggregate, weight, and average information
from numerous participants (Ho & Chen, 2007; Hopman, 2007). These
tasks are accomplished continuously, in real-time through a central,
interactive technology platform.

2.2. Crowdsourcing and market information processing

As noted earlier, improvements in market learning can be achieved
through improvements to the market information processing that pro-
duces it. The literature describesmarket information processing as com-
prising the acquisition, distribution, interpretation, utilization, and
storage of market information in organizational memory (Day, 1994;
Moorman, 1995; Sinkula, 1994). Interestingly, acquisition, distribution,
and interpretation are also found across the disparate crowdsourcing
and collective intelligence literatures as design elements that are sug-
gested as producing superior prediction accuracy (Bonabeau, 2009;
Malone et al., 2010). These factors have not yet been tested empirically
in these fields. Based on these findings, we propose that in a
crowdsourcing application, key components of market information
processing (acquisition, distribution, and interpretation) can be
prediction of market-oriented outcomes, Journal of Business Research
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performed in a uniquely adapted way that can be applied directly to
specific marketing questions and decisions.

To this end, we examine the impact on accuracy of differences in
acquisition, distribution, and interpretation between a crowdsourcing
application and existing forecasting methods being used within a
subject company. In the ensuing discussion, information acquisition,
distribution, and interpretation are defined and explained specifically
as individual differences in acquisition, use of shared information, and
differences in interpretation. These are presented in Section 2.2.1 as an
overlapping set of market information processing and crowdsourcing
factors that work to improve prediction accuracy for specific tasks.
Measurement scales for these factors are presented in Appendix A.

2.2.1. Acquisition
Information acquisition will refer to the actions that participants in

the crowdsourcing tournament take to obtain additional information
to use in their individual predictions. This information can be
specialized data and observations, new or existing, and external or in-
ternal information (Moorman, 1995; Sinkula, 1994; Sinkula, Baker, &
Noordewier, 1997). The acquisition of new information by participants
facilitates the development of richer mental models regarding a given
phenomenon, which in turn, promotes a more nuanced understanding
of a decision situation (Day & Nedungadi, 1994). The richer set of
associations possessed by the firm's employees can affect the breadth
of organizational learning (Huber, 1991; March, 1991), which has
been noted to improve forecasting specifically (Kahn, 2002; March,
1991; Slater & Narver, 2000). We advance the following hypothesis:

H1. The more market information participants acquire to make their
predictions, the higher will be their prediction accuracy.
2.2.2. Distribution
Distribution of information is also described as an important dimen-

sion of information processing (Maltz & Kohli, 1996; Moorman, 1995;
Sinkula et al., 1997). The crowdsourcing technology platformdistributes
two forms of information: the first is background information that
establishes a minimum baseline of common information for all
participants. The second is the ability for participants to view aggregated
predictions made by other participants in real time. Distribution, in this
context, is represented as participants accessing this information shared
in the prediction competition to make and update their own predictions.
Accessing shared information can lead to new and refined insights and
understanding and lead to improved decisions and actions (Huber,
1991; Sinkula, 1994; Slater & Narver, 1995). In the crowdsourcing litera-
ture, publicly viewable information and results: transfer private informa-
tion from knowledgeable informants to less knowledgeable informants,
allow participants to learn from others, update their own information,
and update their predictions (Ho & Chen, 2007; Hopman, 2007). We
hypothesize the following:

H2. The more participants use shared information to make their
predictions, the higher will be their prediction accuracy.
2.2.3. Interpretation
Before an organization can act on new information, it must be

interpreted or given meaning (Sinkula, 1994). We advance here that
differences in interpretation equates to participants using any
combination of different mental models, cognitive approaches,
processes, analyses, opinions, and assumptions tomake their prediction
(Day, 1994; Moorman, 1995). These differences result from the
crowdsourcing application's ability to assemble a group of participants
(from across the organization) that possess different experiences, ten-
ure, training, expertise, perspectives, skills, or abilities (Milliken &
Martins, 1996; Rodan & Galunic, 2004). These may come, for example,
from people in different hierarchical levels, functional areas,
Please cite this article as: Lang, M., et al., How crowdsourcing improves p
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organizational cultures, geographical areas, or network roles (Day &
Nedungadi, 1994; Servan-Schreiber, 2012).

Exposing new information to multiple interpretations and challeng-
ing assumptions improves results by expanding learning (Sinkula,
1994; Slater & Narver, 1995), introducing non-redundant perspectives
(March, 1991), and reducing the negative effects of group interactions
such as groupthink or dominant ideology (Day, 2011; Surowiecki,
2005). Specific to forecasting, Armstrong (2001) finds that “the more
that data and methods differ, the greater the expected improvement
in accuracy over the average of the individual forecasts” (p. 2). We
hypothesize the following:

H3. The greater the difference in interpretations that participants use to
make their predictions, the higher will be their prediction accuracy.
3. Methodology and study design

A field study was implemented to examine if and how
crowdsourcing applications may improve the processing and use of
market information in support of better marketing predictions. As part
of an academic–practitioner research collaboration, a custom-designed
crowdsourcing tournament was implemented within a Fortune 100
company. The outcomes of a series of crowdsourcing tournaments
were compared against corresponding forecasts produced from tradi-
tional methods within the subject company. After the crowdsourcing
tournament, a survey was sent to participants to examine specifically
how crowdsourcing may have improved market information process-
ing. Lumenogic, a recognized leader in crowdsourcing, assisted with
the design and hosted the crowdsourcing technology platform for this
study. The crowdsourcing tournament ran within three autonomous
divisions of the U.S. operations of a consumer packaged goods food
company operating in three different product categories. It is a publicly
traded, mature company, operating in well-developed industry.

3.1. Crowdsourcing tournament

Although many crowdsourcing implementations engage partici-
pants from both inside and outside an organization, the host firm's
requirements for confidentiality drove the decision to implement an in-
ternal crowdsourcing application. Some 529 employees from various
levels, tenures, and locations across marketing, sales, finance, supply
chain, market research, human resources, and research and develop-
mentwere invited to a website hosting the crowdsourcing tournament.
To support an effective experiment test and control, current forecasting
team members were not invited as participants. In order to maximize
participation, we follow the well-known three wave data collection
approach outlined by Dillman, Smyth, and Christian (2009). Of the
sampling frame, 207 elected to register in the system with 154 making
at least one prediction.We assess the self-selection bias present here to
be no greater than any group of individuals that agree to complete a
survey within an organization. There were no meaningful differences
in respondents across the three waves.

The technology platform provides participants with a way to inter-
face with the crowdsourcing application and other participants
(Hopman, 2007).With a crowdsourcing prediction tournament (simply
tournament hereafter), multiple participants indicate their predictions
about future outcomes (e.g., projected sales increase, new product de-
mand) on interactive continuous scales within the technology platform.
The aggregated competitive predictions are presented as a distribution
of predictions with a central value. Participants also use unique
usernames in the technology interface to provide anonymity. This ano-
nymity makes individuals more willing to join the tournament and
share their own information and opinions as they are more likely to
feel free from organizational influence and consequences (Hopman,
2007).
rediction of market-oriented outcomes, Journal of Business Research
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Common background information was made available when partic-
ipants logged into the technology platform: historic sales trends,
planned distribution, and promotional activities. Participants were en-
couraged to seek out and incorporate internal and external information
beyond what was available to everyone. The aggregated collective
prediction of all participants was posted publicly, in real-time, for each
prediction question (see notes provided at the bottom of Fig. 1). After
making their predictions, participants were able to view the aggregated
predictions of all participants and update their own prediction.

The crowdsourcing tournament ran for six weeks in order to maxi-
mize opportunity for participation and to give the participants sufficient
time to perform their own research and analysis.

The incentives built into the tournament provide motivation for
participating, revealing good information, and performing well (Ho &
Chen, 2007; Hopman, 2007). In each of the three divisions, the top
two performers earned $250 and $150, respectively. Five additional
$50 prizes were awarded in each division through a lottery drawing
based on total points earned. Points could be earned by predicting cor-
rect ranges, by indicating narrow confidence ranges, and by predicting
early. Points were determined and prizes were awarded after actual
outcome results became available (and could be compared to individual
predictions).

For crowdsourcing applications to be successful, the outcomes to be
predictedmust be clearly defined and easily understood by participants
(Bonabeau, 2009). For realism, predicted outcomes for this study were
selected to represent a wide range of typical marketing decisions and
forecasting methodologies used in practice: new product sales
(Hardie, Fader, & Wisniewski, 1998), supply chain (Srivastava et al.,
1999), and expected dollar sales (Rao & Bharadwaj, 2008). The
questions in the field study consisted of questions the subject company
currently forecasts and uses in their annual plan. Based on this design, a
total of 11 questions are tested. For example, What will be the U.S. unit
sales for new product B for Q2 this year? Each question has a carefully
specified scale based on what is to be predicted (e.g., dollars, units),
when (e.g., quarter, annual), and where (e.g., geography, channel).
Participants used this same scale to indicate the range they thought
the future actual outcome value would fall within. In order to avoid
any anchoring bias that may occur, the current corresponding internal
forecasts were not indicated on the scale or shared with the
participants.

Participants were able to make forecasts for as many of the eleven
questions they desired. They were able to return any number of times
to update their forecasts or add forecasts up to the close of the
tournament.
Fig. 1. Aggregated collective prediction display. Note:When entering into the prediction compe
platform. 2. Review system orientation and instructions. 3. Select a prediction question, and re
sales for new Product B for Q2 FY12?) This forecast is typically made by the brand marketing t
diction by setting the prediction range on the scale (similar to image) around the outcome
above), and update their individual prediction as often as desired.

Please cite this article as: Lang, M., et al., How crowdsourcing improves
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3.2. Comparable incumbent forecasts methodologies

The 11 crowdsourcing tournament predictions are compared direct-
ly against a corresponding set of incumbent company forecasting
methods that varies widely by team, data, and methodology. For exam-
ple, the market research function using judgmental consumer intention
to buy survey as input into quantitative econometric causal model.
Methods range from judgmental to quantitative as well as from basic
extrapolation to complex modeling. All of the methods produced real
forecasts, intended for regular business decisions and planning, for out-
comes whose results would be tracked and compared against forecast.

3.3. Participant survey

After the tournament closed, an email invitation was sent to the 154
employees who had made at least one prediction. The email contained
an embedded link to an online (Qualtrics) questionnaire, and noted
that employees couldwin either a grand prize (an iPad) or one of sever-
al $10 gift certificates for completing the survey. We received a total of
103 completed questionnaires, an overall response rate of 67%. Because
we are studying the processes followed by the participants when they
were making their individual predictions, it is necessary to sample
from the original group of crowdsourcing participants. We assess the
self-selection bias present here to be no greater than any group of
individuals that agree to complete a survey within an organization.
The demographic characteristics of the 103 survey respondents reveal
no significant differences from the larger group of tournament
participants.

3.4. Survey measures

The hypotheses state that the accuracy of predictions is driven by
differences in acquisition, distribution, and interpretation factors, respec-
tively. Accordingly, we developed reflective, multi-item scales for these
three independent variables in three stages. First, we generate the initial
measures by consulting the salient literature (e.g., market information
processing, organizational theory, crowdsourcing, and collective intelli-
gence). Second, a check of face and content validity was conducted
through a panel of six seniormarketing academics and two expert prac-
titioners. Third, the survey instrument and scale items were pretested
with 30 undergraduate students. Based on these exercises, we added
some new scale items, and either modified or removed certain
questions that were not clear.
tition, participants go through the following steps: 1. Log into the competition technology
view background information provided for that question. (e.g., What will be the U.S. unit
eam using historical trend data on shipments and the marketing calendar. 4. Enter a pre-
which they expect. 5. Review aggregated collective prediction from the crowd (image

prediction of market-oriented outcomes, Journal of Business Research
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The scale development process yields 17 items (see Appendix A) de-
ployed tomeasure the three crowdsourcing factors as latent constructs.
Information acquisition is measured with a six-item scale that assesses
the degree to which crowdsourcing participants seek additional
information to use in their individual predictions; distribution is
captured via a five-item scale assessing participant use of informa-
tion shared in the tournament to make and update their own predic-
tions; and interpretation is assessed via a six-item scale assessing
differences in participant thinking and analysis while making their
predictions.

In order to optimize themeasurementmodel, individual scales were
subjected to factor analysis and reliability analysis. Based on assessment
guidance presented in Hair, Black, Babin, and Anderson (2010) and
Kline (2011), seven poorly fitting scale items were removed. The fol-
lowing observations can be made regarding the remaining scale items:
the cases-to-items ratio is 6:1, all scales have achieved unidimensional-
ity, all KMO values are acceptable with the lowest value at .77, variance
explained values range from 71.8% to 74.4%, all factor loadings exceed
.80, all communality values exceed .60, all coefficient alphas exceed
.90, and all item-total correlations exceed .70 (lowest item-total correla-
tion exceeds .50).

To model the relationship between crowdsourcing factors and pre-
diction accuracy, each participant was asked to select one prediction
question they estimated in the tournament. They were then provided
with a description of the team, data, and method for the corresponding
internal forecast. For each crowdsourcing factor, respondents were
asked to assess the difference between their prediction process (treat-
ment condition) versus the internal forecast team and process (control)
on seven point Likert-type scales (ranging from “1=not at all” to “7=a
great deal”).

In the analysis the individual self-assessed, self-reported differences
between prediction tournament participants and the internal forecast
team (independent variables) are compared directly against individual
prediction accuracy (APE) (dependent variable). Use of self-
assessment scales, reference group comparisons, and difference mea-
sures are based on similar use in marketing (Li & Calantone, 1998;
Maltz & Kohli, 1996) and organizational learning (March, 1991).

4. Analysis and results

4.1. Assessment of crowdsourcing prediction accuracy

The first research question askswhether crowdsourcing applications
can improve market-oriented predictions within firms. This question
needs to be answered before addressing the second research question
regarding the mechanism underlying success. To answer the first
research question, for each prediction task, we compare the prediction
accuracy of (i) the aggregated collective predictions from the tourna-
ment, (ii) existing internal company forecasts, and (iii) actual post-
tournament company results. The aggregated collective prediction is
the simple average of themidpoints of all participants' final ranges sub-
mitted for each prediction question.

The assessment compares both tournament predictions and internal
company forecasts against actual results for each of the 11 predictions.
The tournament's predictions were available from the technology plat-
form as soon as the tournament closed. The existing internal company
forecasts were produced during regular company planning processes
before the tournament was established. Actual results were reported
through normal company reporting a fewmonths after the tournament
ended. Across 11 questions, 154 internal employees made 1460 predic-
tions. Almost 70% of predictions were from participants from the R&D
(31.2%), marketing (22.1%), and supply chain (16.9%) functions.

The most common measures of prediction or forecast accuracy are
relative measures of accuracy provided by absolute percentage error
(APE) and mean absolute percentage error (MAPE) (Armstrong, 2001;
Armstrong & Collopy, 1992). APE in this analysis is calculated as the
Please cite this article as: Lang, M., et al., How crowdsourcing improves p
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difference between actualmarket results versus each of the tournament
predictions and internal company forecasts:

APEi ¼ jActuali−Predictionijj=Actuali: ð1Þ

The subscript i represents prediction questions 1–11, and j repre-
sents the prediction methods: aggregated collective prediction (AC
Pred) and internal forecast (Internal FCST). In this analysis, the MAPE
is simply a mean of the set of APE values for particular predictions.
The MAPE values for the aggregated tournament predictions and the
internal company forecasts are 79.4% and 113.0%, respectively. A com-
parison of the MAPE scores indicates the mean values are significantly
different from each other (p = .0338) with the prediction tournament
displaying an average error 33.6% lower (95% CI [−.63, −.04]) than
that of traditional forecasting methods employed by the subject firm.

As crowdsourcing applications often achieve performance statisti-
cally equal with existing internal forecast methods, the significant re-
duction in MAPE found here is one indication of improved results.
Two additional comparisonmeasures deemed to be reliable are relative
reduction in error (RRE) and percent better (PB) (Armstrong, 2001;
Armstrong & Collopy, 1992). A measure of relative reduction in error
compares the reduction in error offered by an alternative prediction
method compared to the traditional forecast method:

AC Pred RREi ¼ Internal FCST APEi−AC Pred APEi: ð2Þ

The subscript i represents prediction questions 1–11 and AC Pred
RRE represents the relative reduction in error offered by the aggregated
collective predictions compared to the internal company forecasts. The
results are best interpreted through the percent better assessment
which is the ratio of predictions that have a positive error reduction
(RRE) to all predictions:

AC Pred PB ¼ #of positive AC Pred RREsð Þ= Total#of Predictionsð Þ
� 100 ð3Þ

Based on this calculation, the percent better ratio for the aggregated
collective predictions is 72.7% (8 out of 11questions). This result corrob-
orates comparable analyses for Hewlett-Packard (Ho& Chen, 2007) and
Intel (Hopman, 2007), which find a 75 percent better ratio. In addition
to the prediction tournament reducing average error (MAPE) by almost
34 percentage points, it also reduces the error range by approximately
40% compared to the internal forecasts. It is interesting to note that
areas where the aggregated collective predictions perform better
are ones forwhich therewas less company information available to sup-
port the prediction or internal forecast (e.g., newproducts, supply chain,
and a new channel). These results answer research question one
positively thus warranting the investigation into how crowdsourcing
applications frequently produce more accurate predictions than
traditional methods.

4.2. Examination of crowdsourcing factors

The 103 cases from the post survey and Smart-PLS 2.0 partial least
squares modeling (PLS-SEM) are used to examine the second research
question: how do crowdsourcing applications improve prediction
accuracy? (Ringle, Wende, & Will, 2005). The sample size meets the
minimum PLS-SEM threshold of 10 times the largest number of struc-
tural paths directed at a particular latent construct in the structural
model (Hair, Ringle, & Sarstedt, 2011). The measurement model has
also undergone rigorous scale analysis and purification to meet the re-
quirement of a quality measurement model in order for PLS-SEM to
yield acceptable parameter estimates with a smaller sample size (Hair,
Sarstedt, Ringle, & Mena, 2012).
rediction of market-oriented outcomes, Journal of Business Research
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4.2.1. Measurement model assessment
From a confirmatory factor analysis with adjustments, the following

observations can bemade: composite reliability statistics range from .86
to .95 and AVE values range from .57 to .74. In addition, item loadings
range from .51 to .97, no items cross-loaded onto other scales, and all
items are significant through a bootstrapping procedure specified with
no missing values, 5000 samples, and 103 cases (Hair et al., 2011; Hair
et al., 2012).

Based on these results, it can be concluded that the measurement
model meets or exceeds the requirements for reliability and validity in
the PLS-SEM methodology.
4.2.2. Structural model assessment
Smart-PLS 2.0was also run to analyze the effects that the acquisition,

distribution, and interpretation factors (as latent exogenous constructs)
have on prediction accuracy (as the measured dependent variable). All
values for Stone–Geisser's Q2 are greater than zero indicating that ex-
planatory constructs display adequate predictive relevance and validity
to predict their indicators (Hair et al., 2011; Hair et al., 2012). The coef-
ficient of determination (R-square), the primary criterion for structural
model assessment in PLS-SEM, is .103 for this model (Hair et al., 2011;
Hair et al., 2012).

The standardized path coefficients and t-statistics are produced
through a standard bootstrapping procedure specified with no missing
values, 5000 samples, and 103 cases (Hair et al., 2011; Hair et al.,
2012). Based on these scales and tests, the null hypothesis should be
rejected for H1 Acquisition (path coefficient. −.238, single tailed t =
2.149) and H3 Interpretation (path coefficient −.164, t = 1.514) indi-
cating that higher levels of information acquisition anddifferences in in-
terpretation both lead to improved prediction accuracy (as decreased
APE) in a crowdsourcing application. Conversely, the null hypothesis
should fail to be rejected for H2 Distribution (t= .456) based on a con-
fidence level of 90%, which is appropriate for the purposes of an explor-
atory examination of drivers in forecasting, especially with a smaller
sample (Gartner & Thomas, 1993).

The lower R-square value (.103) can be partially explained by
strains on internal validity due to heavy influence of extraneous
variables related to a field study (Churchill & Iacobucci, 2005) and
to a significant number of factors that influence the accuracy of
market demand forecasts (Gartner & Thomas, 1993; Kahn, 2002).
For example, Gartner and Thomas (1993) identify 30 factors that
influence forecasting accuracy. Considering the massive amounts
of wasted human effort and money that can result from errors,
being able to explain even 10% of the variation in forecasting out-
comes could have a significant impact on decisions and financial
outcomes (Kahn, 2002).

This research establishes that accuracy of a crowdsourcing applica-
tion is driven most by (i) information acquisition (i.e., participants
obtaining additional information to use in their individual predictions)
and (ii) differences in interpretation (i.e., the extent to which partici-
pants bring different perspectives and mental models to their predic-
tion). The findings for these two hypotheses (H1 and H3) correspond
with theory presented in the supporting literatures. For example,
March (1991) finds that new information brought into the organization
and learning heterogeneity are two of themost important determinants
of organizational learning.

We believe that the lack of support for distribution (H2)may be due
to most participants in the field study accessing and using the available
information, and thereby limiting variance in this scale. The design of
the technology interface and initial instructions likely increased aware-
ness of the shared information available in the tournament, and may
have led participants to believe its use was a necessary part of the pro-
cess. Future studies might create designs with varied levels of orienta-
tion of shared information beyond basic awareness (e.g., not
instructing and encouraging use in one condition).
Please cite this article as: Lang, M., et al., How crowdsourcing improves
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5. Discussion

There has been limited empirical testing and, more importantly,
virtually no explanation as to how crowdsourcing platforms produce su-
perior results. This article thereby seeks to evaluate: can crowdsourcing
applications improve market information processing and resulting pre-
dictions within firms and, if so, how?
5.1. Theoretical contributions

Regarding thefirst researchquestions, this article advances theory in
three ways. First, it responds directly to a specific knowledge gap iden-
tified in the forecasting literature to compare the efficacy of
crowdsourcing applications to traditional forecasting approaches in re-
alistic marketing settings (Armstrong, 2006; Spann & Skiera, 2003).

Second, this study addresses several questions regarding how firms
can improve their capabilities through improving their development
and use of market knowledge. Specifically, this research demonstrates
a method to better integrate new and existing market knowledge
(Vorhies et al., 2011), satisfies the need to develop new tools for internal
analysis (Morgan, 2012), and introduces a new market-based learning
tool that can enhance market information management (Vorhies &
Morgan, 2005).

Third, to the best of our knowledge, this study is the first empirical
test of crowdsourcing's efficacy to support real decisions within a mar-
keting context. It is also the first application of non-trading-based
crowdsourcing to business forecasting. From our test and analysis, we
find crowdsourcing provides more accurate predictions than traditional
forecasting methods in almost three-fourths of the cases. In addition,
the application reduces average error rates by over 33% and error ranges
by 40%. This result answers the first research question and corroborates
comparable analyses for Hewlett-Packard (Ho & Chen, 2007) and Intel
(Hopman, 2007) which find the same ratio.

To evaluate the second research question (i.e., how does
crowdsourcing actually produce better results?), we go beyond the
mere replication crowdsourcing performance from other disciplines
and make three additional contributions. First, our most important
finding is that differences in how a crowdsourcing application performs
acquisition and interpretation of market information leads to superior
forecasts ofmarket-oriented outcomes. The acquisition of more and dif-
ferent market information (H1) and differences in interpretation of the
participants (H3) are the mechanisms that drive greater accuracy of
crowdsourcing applications. These results corroborate the earlier sug-
gestions that information heterogeneity and new information brought
into the firm are two of the most important contributors to organiza-
tional learning (March, 1991; Sinkula, 1994; Slater & Narver, 1995).
Similarly, they provide support for the conjecture advanced in the
writings on crowdsourcing and collective intelligence that diversity of
participants is an important driver of prediction accuracy (Surowiecki,
2005). These findings respond directly to criticism in the literature
that while published studies have shown that collective intelligence
tools tend to win the horse race against competing methodologies, the
underlying mechanisms that produce superior results have not been
evaluated (Green et al., 2007).

Second, this study makes a contribution to understanding the ideal
use and boundaries of crowdsourcing (Green et al., 2007). It finds that
crowdsourcing performs better for outcomes where there is limited in-
formation or historic data to support predictions, and where there may
be greater levels of uncertainty. In the current study, these are
innovations in products, supply chains, and entering new channels.
Conversely, in areas where there is more experience and abundant his-
torical data (overall sales predictions), crowdsourcing may offer less or
no improvement in accuracy compared to the incumbent methodolo-
gies. A plausible reason for this finding is that typical forecasting statis-
ticalmodels such as ARIMA (autoregressive integratedmoving average)
prediction of market-oriented outcomes, Journal of Business Research
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or exponential smoothing are able to use large series of historical data to
calibrate tools and interpret results effectively.

Third, these findings contribute to howmarket information process-
ing can be improved by adopting new and innovative decision support
tools from other disciplines. The introduction of crowdsourcing into
marketing, which requires drawing upon several literatures outside of
marketing, responds directly to the MSI's research priorities calling to
expand marketing's academic boundaries to leverage alternative
forms of information and unstructured data to develop better, real-
time intelligent systems. This study also responds to the call to better
understand the benefits and use of decision support tools that
(in spite of their benefits) are under-utilized in marketing (Day, 2011;
Krishnan & Ulrich, 2001). The uniquely adapted way that
crowdsourcing applications perform market information processing
applied to specific marketing questions responds to calls in the
literature to find new and innovative tools and techniques to support
the development and use of market learning (Day, 2011).

There are two additional areas where crowdsourcing may further
the understanding of market information processing and its outcomes.
Huber (1991); Moorman (1995), and Sinkula (1994) all discuss how
market learning occurs at both the individual and organizational levels,
but raise questions regarding how individual level processing becomes
organizational, and whether there are other intermediate levels that
may be useful. For example, an issue that mitigates knowledge integra-
tion in organizations is that the majority of the collective intelligence is
tacit as it resides in employees' minds; therefore, it cannot be readily
codified and passed along to others (Moorman, 1995). As a result,
scholars have been guided to investigate newways to tap into dispersed
tacit knowledge so that valuable experiences, insights, and expertise
can be widely shared and utilized (Day, 2011; Day & Nedungadi,
1994). Our results demonstrate that crowdsourcing platforms are pow-
erful tools to solicit input from employees regarding a certain task, ag-
gregate the diverse pieces of information scattered throughout the
firm, and harness it to yield superior predictions. These results respond
to the problems raised by Huber (1991) and Sinkula (1994) about
where information resides or is stored, how it is retrieved for use, and
the role of technology in facilitating this connection and application.

This research also contributes to the noted need in the marketing–
finance interface literature to move beyond point estimates in forecast-
ing sales (Rao & Bharadwaj, 2008). Crowdsourcing can combine a
diverse set of individual revenue predictions into one estimate with a
probability distribution, thereby presenting a useful mechanism for es-
timating both the revenues and uncertainty needed to link marketing
recommendations and actions to expected cash flows.

5.2. Managerial contributions

The current study makes several valuable managerial contributions.
First, the improvement in accuracy demonstrated here introduces
crowdsourcing as a valuable new decision support tool for consider-
ation by business managers. The high external validity of the current
study's findings (actual employees using real data to solve live
problems) provides strong evidence that crowdsourcing can yield
market-oriented predictions equal to or better than those produced by
the incumbent methods used by the firm. Crowdsourcing applications
are also less expensive, and faster and easier to implement than many
existing methods (e.g., consumer surveys) (Ho & Chen, 2007; Spann &
Skiera, 2003).

Second, from the field implementation, we learned that executives
at our host companywere not convinced by studies that crowdsourcing
can generate improved predictions. Rather, they demand insight into
why they work. This fact is evidenced in a comment made by an execu-
tive during our initial meetings: “Unless I can explain how these things
work, I cannot introduce them tomymanagement. I cannot ask them to
accept numbers from a magic black box.” In direct response to this
challenge, the current study demonstrates and explains how
Please cite this article as: Lang, M., et al., How crowdsourcing improves p
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crowdsourcing actually produces superior results. This research shows
managers that they can achieve improved predictions by encouraging
participants to collect additional information for their predictions
(H1). Executive teams can encourage participants to “do their
homework,” which this study shows can improve the accuracy of the
aggregated predictions. The results also show that designing a
crowdsourcing application that fosters heterogeneity improves individ-
ual predictions. Thus, executives should seek to gain as many varied
perspectives as possible when implementing crowdsourcing so that
unique pieces of information possessed by disparate people can make
their way into the collective organizational consciousness (H3).

Third, managers can use crowdsourcing to support multiple deci-
sions such as evaluating new markets and channels to enter, selecting
the best new concepts or ventures to pursue, developing newmerchan-
dising and promotional programs, and investigating the impact of
changes to pricing structures (Gartner & Thomas, 1993; Hardie et al.,
1998; Kindström, Kowalkowski, & Sandberg, 2013).

Fourth, it is important to note that crowdsourcing can be used to
support many business decisions outside of the marketing discipline.
For example, as examined in this study, analysis and planning for supply
chain, finance, and annual operating planning (Rao & Bharadwaj, 2008;
Srivastava et al., 1999). Crowdsourcing can also be used to assess trends
and changes in marketplace and environmental factors that have a
significant impact on their operations and profitability: predictions on
future crop and fuel prices, general category spending behaviors, and
other macro industry and economic variables.

5.3. Limitations and future research directions

The participants for our field test were employees internal to the
subjectfirm. Thus, parties outside of the organization (channel partners,
suppliers, advertising agencies, etc.) were not represented. The impor-
tance of information acquisition and differences in interpretation in
improving prediction accuracy demonstrated in this study suggests
that it would be impactful to include individuals external to the firm
in crowdsourcing.

The prediction competition that consisted of 11 questions did out-
perform the traditional forecasting methodologies the majority of the
time; however, there were instances in which the incumbent
approaches were better at estimating future outcomes. It would be re-
vealing in future research to delve further into the conditions under
which crowdsourcing yields superior versus sub-par estimates.

The small sample size of thepost survey (n=103) likely affected the
statistical tests. Although sufficient for PLS-SEM analysis, it is possible
that the third factor (shared information)might have been found signif-
icant with a slightly larger sample. Future researchers can benefit from
our prediction test for guidance. We found that 29% of the 529 em-
ployees invited made at least one prediction in Study 1 (i.e., n = 154).
If the goal of future research is to simply compare predictions generated
by a crowdsourcing to those stemming from other methodologies, then
recruiting approximately 100 employees should suffice. Earlier writings
have noted that securing as few as 30 individuals (Ho & Chen, 2007;
Servan-Schreiber, 2012, 2013) from different functional areas and
hierarchical levels (Surowiecki, 2005) will permit comparisons. If, how-
ever, a researcher wishes to further explore the factors that can lead to
improved accuracy, our conversion ratio would suggest that recruiting
1000 employees can yield a sample size closer to 200. We did not ana-
lyze variances in forecast accuracy across organizational demographic
information (marketing, R&D, etc.). Future studies with larger sample
sizes could investigate how individual differences could influence
forecast accuracy.

We made a methodological decision to use a non-trading
crowdsourcingmethod over a trading-basedmethod in order to simpli-
fy the experience for participants and improve participation and
engagement. We based this decision on literature finding that trading-
based platforms encumbered with trading complexity that can make
rediction of market-oriented outcomes, Journal of Business Research
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them less attractive for large lay audiences. Non-trading-based
platforms have been found easier for people with no stock trading
experience to use and are to be more suitable for use in corporate set-
tings (Servan-Schreiber, 2013). Testing the actual differences between
trading versus non-trading platforms was not one of our objectives
and would be an interesting area of investigation.

In closing, we reiterate that there has been limited empirical testing
and, more importantly, virtually no explanation as to how
crowdsourcing platforms produce superior results. This article takes a
forward step towards evaluating crowdsourcing, with the hope that
future research can attend to the open questions that remain.

Appendix A. Constructs and scale items

Acquisition In making your prediction, to what degree did you…
(1 = Not at all…7 = A great extent)
1. Try to search for more information similar to the description (see note below)?
2. Try to search for different information than in the description?
3. Eventually obtain more information similar to the description?
4. Eventually obtain different information than in the description?
5. Collect information from sources outside your business unit?
6. Look for information about customers or competitors?

Distribution
In making your prediction, to what degree did you…

(1 = Not at all…7 = A great extent)
Look at the consensus prediction available in the system? (the displayed…)
1. Look at the combined prediction available in the system?
2. Find the shared supporting information adjusted your thinking?
3. Find the consensus prediction in the system adjusted your thinking?
4. Find the shared supporting information useful?
5. Find the consensus prediction in the system useful?

Interpretation
Compared to the above description, to what degree did you…

(1 = Very similar…7 = Very different)
1. Have a different perspective than the people in the description?
(e.g., viewpoint)

2. Have different knowledge than the people in the description? (e.g., local,
specialized)

3. Have different experience than the people in the description?
4. Have different skills and abilities than the people in the description?
5. Have different tools and techniques than the people in the description?
6. Think your work area has different resources than the people in the description?

Note: The references above to “the description” pertain to internal forecast method de-
scriptions participants are directed to within the survey. Corresponding references for
scale items are available upon request.
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