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a b s t r a c t

The penetration of photovoltaics (PV’s) in electric power generation is continually increasing. Tracking
maximum power point in PV systems is an important task and represents a challenging problem. In
maximum power point tracking (MPPT), the duty cycle of DC-DC converter is adjusted in a way that
maximum achievable power is extracted from PV system. In this paper, the existing MPPT strategies are
classified into two main categories and the strategies of each category are reviewed. Based on the
conducted review, some directions for future research are recommended. The author strongly believes
that this paper will be helpful for researchers and engineers in the field of PV systems.
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Fig. 2. Double diode model for PV cell [1].
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1. Introduction

Photovoltaic (PV) systems convert sunlight into electric energy.
PV cells are the basic components of PV systems and are typically
modeled either as single diode or double diode circuits [1]. The
circuit of single diode model has been depicted as Fig. 1. It has five
parameters; photovoltaic current (IPV ), diode’s ideality factor (a),
diode’s saturation current (IS), series resistance (RS) and shunt
resistance (RP). Its I-V characteristic is given by Eq. (1) [2–5].

I¼ IPV � IS exp
q VþRSIð Þ

aKT

� �
�1

� �
�VþRSI

RP
ð1Þ

where T denotes temperature in Kelvin, q denotes charge of an
electron, K represents Boltzmann constant, I and V respectively
denote current and voltage of PV cell.

It should be noted that the generated photovoltaic current (IPV )
depends on environmental conditions and can be represented by
the following equation [6].

IPV T ;Gð Þ ¼ IPV ;STCþKI T�TSTCð Þ� � G
GSTC

ð2Þ

where IPV ;STC , TSTC and GSTC denote the values of photovoltaic
current, temperature and irradiation at standard test condition
(STC). At STC, the temperature is 25 °C, the irradiation is 1000 W/
m2 and air mass is 1.5. The symbols T and G respectively represent
temperature and irradiation at which the photocurrent is com-
puted. Symbol KI represents temperature coefficient of photo-
current [4]. Double diode model is also used for modeling PV cells
[7]. It has seven parameters; IPV , RS , RP , a and IS of the first diode,
a and IS of the second diode. The circuit of double diode model has
been illustrated in Fig. 2 and its I-V characteristic is given by Eq. (3)
[8–10]. Based on double diode model, the I-V and P-V curves of PV
cells have been depicted as Figs. 3 and 4.

The operating point of PV cell is the intersection of its I-V curve
and I-V curve of load. Eqs. (2) and (3) indicate that by increase in
irradiation, a negligible increase in open circuit voltage is resulted,
however, short circuit current increases and therefore maximum
achievable power of PV cell increases significantly. The simulations
also indicate that by increase in temperature, a negligible increase
in short circuit current is resulted, while open circuit voltage
decreases and therefore maximum achievable power of PV cell
decreases significantly.

I¼ IPV � IS1 exp
q VþRSIð Þ
a1KT

� �
�1

� �
� IS2 exp

q VþRSIð Þ
a2KT

� �
�1

� �
�VþRSI

RP

ð3Þ

1.1. Partial shading condition (PSC)

The situation in which different parts of a PV module receive
different amount of irradiation, is referred to as “partial shading
condition (PSC).” Shading may be caused by clouds, adjacent
structures, trees, etc. In a PV array, when a cell is shaded and
receives low insolation or no insolation, as per Eq. (2), the
Fig. 1. Single diode RP model [1].
photocurrent of that cell (IPV ) decreases. Since, based on kirchoff
current law (KCL), the current of all series-connected PV cells must
be the same, the internal diode of shaded cell goes into breakdown
region to compensate the reduction of photocurrent. As a result,
the shaded PV cell behaves as a load instead of a generator. Due to
the absorbed power, the shaded cell heats up and damages the
shaded cell . furthermore, PV array will no longer serve as a gen-
erator [11–13].

To solve the described problem, bypass diodes, as Fig. 5, are
connected in parallel with PV cells. In PSC, bypass diode carries
current, internal diode of shaded PV cell will not go into break-
down region and hotspot is prevented. In practice, for economical
reasons, one bypass diode is used for several PV cells. Addition of
bypass diodes creates stairs in I-V curve and also creates multiple
optima in P-V curve of PV array. If bypass diode is not used, the
stairs in I-V curve or multiple optima in P-V curve will not appear,
however, the maximum achievable power is less than the case that
bypass diodes are used. A blocking diode is added at the end of
each string to protect it against reverse current, produced by
voltage mismatch between parallel connected strings [6]. Figs. 6–
11 illustrate I-V and P-V curves of a PV array for three different
shading patterns [7]. In each shading pattern, the modules are put
in four different groups. In shading pattern #1, the first three
groups of modules receive the irradiation of 1000 W/m2 while the
fourth group of modules receive 800 W/m2 . In shading pattern #2,
the first two group of modules receive the irradiation of 1000 W/
m2 while the third and fourth group of modules receive 700 W/m2

and 800 W/m2 respectively. In shading pattern #3, the first group
of modules receive the irradiation of 1000 W/m2 while the other
three groups receive 900 W/m2 , 700 W/m2 and 800 W/m2

respectively. The Figs. 6–11 indicate that as the number of PV
modules having different insolations increases, the number of
stairs in I-V curve and the number of local optima in P-V curve
increases.
1.2. Maximum power point tracking in PV systems

Maximum power point tracking (MPPT) aims to ensure that at
any environmental condition, i.e. any irradiation or temperature,
maximum achievable power is extracted from PV system [14–16].
This is done by adjusting the duty cycle of DC-DC converter, i.e. the
converter’s duty cycle is adjusted in a way that the operating point
matches maximum point of P-V curve. MPPT is a very important
problem in PV systems, since extraction of maximum achievable
power from PV systems is of very high value and importance [17–
19]. A MPPT system directs the operating point of PV system
toward maximum power point. An efficient MPPT strategy must
feature the following properties.

� It should provide high accuracy and be able to find true global
maximum power point (MPP). An accurate MPPT system results
in a PV system with higher efficiency.



Fig. 3. Typical I-V curve of a PV array at standard test condiction with uniform solar insolation.

Fig. 4. Typical P-V curve of a PV array at standard test condiction with uniform solar insolation.
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� It should have high tracking speed. Slow tracking speed results
in reduction of extracted power and low efficiency of PV
systems.

� It should be able to perform effectively both in uniform inso-
lation conditions and partial shading conditions. In partial
shading conditions, there are several local optima in P-V curve,
therefore finding the true global maximum power point is a
challenging task.

� It should be system-independent, i.e. it should perform effec-
tively for different PV systems.

� It should not be too complex. Simplicity is a merit.
� It should not oscillate around maximum power point.
� It should be able to effectively track maximum power point

after sudden drastic changes in environmental conditions.

The techniques for MPPT can be classified into two main cate-
gories; The first category includes classic techniques such as perturb
and observe, hill climbing, fractional open circuit voltage and frac-
tional short circuit current, while the second category includes mod-
ern MPPT techniques. Modern MPPT techniques encompass fuzzy
logic-based techniques, artificial neural network (ANN)-based tech-
niques and metaheuristic-based techniques. This paper aims to pro-
vide a comprehensive and up-to-date review of MPPT strategies and
propose some directions for future research in this field. The rest of
the paper is organised as follows; in Section 2, classic MPPT methods
and in Section 3, modern MPPT methods are reviewed. In Section 4,
an overall review of MPPT methods has been provided and few
directions for future research are presented. The conclusions are
drawn in Section 5.
2. Classic MPPT methods

In this section, classic MPPT strategies including perturb &
observe, hill climbing, fractional open circuit voltage, fractional
short circuit current are explained. It must be noted here
that for a MPPT strategy, tracking efficiency is defined as below
[20].

η¼ Pout

Pmax
ð4Þ

where Pout denotes average output power and Pmax represents
maximum available power.

2.1. Perturb δ observe

In this technique, a perturbation is applied to the voltage of PV
array and the change in its output power is observed. If the per-
turbation leads to increase in output power, the voltage is further
increased, otherwise the voltage is decreased [6]. The dis-
advantage of this method is that at vicinity of MPP, it oscillates
around MPP and there exists an steady state error [21]. Low values
of perturbation size reduces steady state error at the cost of
reduction in tracking speed. For mitigating this drawback of P&O



Fig. 5. PV array under uniform irradiation (a) and partial shading condition (b) [6].

Fig. 6. I-V curve of the PV array at shading pattern #1.
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technique, in [22], perturbation size is diminished during tracking
process. The perturbation size is initialised with 10% of open cir-
cuit voltage and it is halved at each perturbation. In this way, the
steady state oscillations around MPP are diminished. Besides [22],
in attempts to mitigate the drawbacks of original P&O, in some
other research works, modified versions of P&O have been
developed [23–29].
2.2. Incremental conductance (IC)

At maximum power point, the derivative of power with respect
to voltage is zero [30].

dP
dV

¼ d VIð Þ
dV

¼ V
dI
dV

þ I ¼ 0 ð5Þ



Fig. 7. P-V curve of the PV array at shading pattern #1.

Fig. 8. I-V curve of the PV array at shading pattern #2.

Fig. 9. P-V curve of the PV array at shading pattern #2.
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Eq. (5) implies that at MPP, (6) is met.

dI
dV

¼ � I
V

ð6Þ
At the left of MPP, dP
dV is positive, therefore, the following

inequality is met.

dI
dV

4� I
V

ð7Þ



Fig. 10. I-V curve of the PV array at shading pattern #3.

Fig. 11. P-V curve of the PV array at shading pattern #3.
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At the right of MPP, dP
dV is negative, therefore, the following

inequality is met.

dI
dV

o� I
V

ð8Þ

In incremental conductance (IC) method, a perturbation ΔV in
voltage is applied and the change in current ΔI is sensed. Since ΔV
and ΔI are small, dI

dV and ΔI
ΔV are assumed the same. Then, if ΔI

ΔV4� I
V

, the voltage is increased and if ΔI
ΔVo� I

V , the voltage is decreased
[30]. Similar to P&O, IC oscillates around maximum power point.

In [31], as an attempt for mitigating the oscillations around
MPP, based on a tradeoff between accuracy and allowable oscil-
lations around MPP, a value ε is selected. If ΔI

ΔVþ I
V4ε , the voltage

is increased and if ΔI
ΔVþ I

Voε , the voltage is decreased [31]. In this
way, the oscillations around MPP will significantly decrease. In
[32], IC with adaptive perturbation step size as (9) is used.

s¼M
P Kð Þ�P K�1ð Þ
V Kð Þ�V K�1ð Þ

����
ð9Þ

Where s is perturbation step size, M is a constant which is found
by trial and error, P Kð Þ and P K�1ð Þ respectively denote power
values at Kth and K�1ð Þth perturbation, V Kð Þ and V K�1ð Þ
respectively represent voltage values at Kth and K�1ð Þth
perturbation.
2.3. Hill climbing (HC)

HC is analogous to P&O, but instead of perturbation in voltage/
current, duty cycle of DC-DC converter is perturbed. If the increase
in duty cycle leads to increase in output power, duty cycle will be
further increased, otherwise duty cycle will be decreased [33]. The
same as P&O and IC methods, HC suffers from oscillations around
MPP which significantly decreases efficiency of PV systems. In
[34], HC with adaptive perturbation size has been introduced in
order to diminish the oscillations around MPP. During the course
of tracking, perturbation size is adapted as per following equation
[34].

s¼ΔP=Δd
P=d

ð10Þ

where s denotes perturbation step size, ΔP and Δd respectively
denote the difference between power values and duty cycle values
of two previous perturbations.

In some other research works, adaptive versions of HC have
been developed [35,36].

2.4. Fractional open circuit voltage/short circuit current

In fractional open circuit voltage method (FOV), operating point
is simply pushed toward a fraction of open circuit voltage as
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suggested by Eq. (11) [37,38].

Vmp ¼ K1VOC ð11Þ
where K1 is a constant in the interval [0.71, 0.78], Vmp denotes the
voltage of MPP and VOC represents open circuit voltage.

The main advantage of this method is its simplicity. It only
requires a voltage sensor, however, its accuracy is not high.

In fractional short circuit current method (FSC), operating point
is simply pushed toward a fraction of short circuit current as
characterised by Eq. (12) [39].

Imp ¼ K2ISC ð12Þ
where K2 is a constant in the interval [0.78, 0.92], Imp denotes the
current of MPP and ISC represents short circuit current.

The same as fractional open circuit voltage method, the salient
advantage of this method is its simplicity. It only needs a current
sensor, however it does not provide high accuracy.

A drawback of FOV and FSC methods is that open circuit vol-
tage/short circuit current must be periodically measured and this
interrupts supply to the loads and decreases MPPT efficiency.

2.5. Other MPPT methods

Besides the above-mentioned MPPT strategies, some other
strategies have been proposed in the literature. Ripple Correlation
Control [40,41], current sweep strategy [42] and linear current
control strategy [43] are some examples of those methods.

2.6. Modification of classic MPPT methods for partial shading
conditions

The most important disadvantage of basic variants of P&O, IC
and HC is that they are not able to achieve global MPP in partial
shading conditions. In PSC, there exist multiple local optima in P-V
curve and these MPPT strategies converge into local optima
instead of the global one. In attempts to solve this problem, some
researchers have developed modified variants of these strategies.
In [44], the following steps are proposed.

1. The voltage is initialised from 0:85VOC;all , where VOC;all repre-
sents open circuit voltage of the whole PV array.

2. Conventional P&O or IC is applied and the local MPP is found
and memorised.

3. Voltage perturbation is applied with perturbation step size of
0:6�0:7VOC;one , where VOC;one denotes open circuit voltage of a
single module. Then, conventional P&O or IC is applied to find
the next local MPP.

4. Among the found local MPP’s, the one giving the highest output
power, will be the global MPP.

In [45], first a global search is done to find the interval con-
taining global MPP, then conventional P&O or IC is applied to find
the global MPP in that interval. The perturbation step size of global
search and local search are quite different. In this method, in
selecting the perturbation step size of global search, the tradeoff
between accuracy and tracking speed must be considered. If it is
set too high, the global MPP may be missed and if it set too low,
tracking speed is diminished.
3. Modern MPPT methods

Modern MPPT techniques encompass artificial neural network
(ANN)-based techniques, fuzzy logic-based techniques and
metaheuristic-based techniques. In this section, modern MPPT
techniques are reviewed.
3.1. Artificial neural network (ANN)-based MPPT methods

Artificial neural networks may be used for MPPT [46–53]. The
typical inputs of ANN include parameters of PV array (open circuit
voltage, short circuit current, etc.) and environmental parameters
(irradiation and temperature) and shading pattern of PV array. The
output may be the voltage or duty cycle which leads to MPP. In
ANN, higher number of hidden layers increases tracking efficiency,
but decreases tracking speed. A challenge in application of ANN to
MPPT is that finding reliable data as training set is formidable [6].
Another challenge is that the developed MPPT strategy is system-
dependent. In some cases, ANN is hybridised with classic MPPT
techniques in order to achieve a more efficient MPPT strategy. In
[54], it has been hybridised with IC and in [55], it has been
hybridised with P&O.

3.2. Fuzzy logic controller (FLC)-based MPPT methods

Fuzzy logic controllers (FLC’s) have been frequently used for
MPPT [56–63]. Every FLC encompasses three parts; fuzzification,
inference rules and defuzzification. For MPPT, the inputs of FLC are
error e and the change in error Δe that are defined as below [56–
63].

e Kð Þ ¼ P Kð Þ�P K�1ð Þ
V Kð Þ�V K�1ð Þ ð13Þ

Δe¼ e Kð Þ�e K�1ð Þ ð14Þ
The output of FLC is the change in voltage ΔV or the change in

duty cycle Δd .
Since FLC-based MPPT functions based on dP

dV information, in
partial shading conditions (PSC’s) it can not distinguish between
local MPP’s and global MPP, therefore, it must be modified to
effectively track global MPP in PSC’s [64]. In some cases, FLC’s are
incorporated into classic MPPT techniques. For instance, in [65],
FLC has been incorporated into HC. In [66], the performance of
ANN and FLC in MPPT systems have been compared and it is
concluded that FLC provides higher tracking efficiency than ANN.
A salient disadvantage of FLC-based MPPT strategies is their
dependency to system. Moreover, their design requires prior
knowledge of the behavior and characteristics of PV array.

3.3. Metaheuristic-based MPPT methods

Finding maximum power point in PV systems represents an
optimisation problem. For uniform insolation, it represents a
unimodal optimisation problem with single optimum, whereas for
partial shading conditions, it represents a multimodal optimisa-
tion problem with multiple local optima. In the last three decades,
metaheuristics have proved to be efficient techniques for solving
difficult optimisation problems. They are even efficient in cases
where a clear mathematical formulation of objective function
versus decision variables does not exist. They are equipped with
exploration capability, so unlike P&O, IC and HC, they may find
global MPP in partial shading conditions. Unlike classic MPPT
techniques, metaheuristic-based MPPT strategies do not oscillate
around MPP. In this section, applications of different metaheuristic
optimisation techniques in maximum power point tracking of PV
system are reviewed.

3.3.1. PSO applications in MPPT
Particle swarm optimisation (PSO) is the most popular meta-

heuristic optimisation algorithm for MPPT in PV systems. It takes
inspiration from flocking behavior of birds [67–69]. It searches
within search space with NP particles. The particles are randomly
initialised. The position of ith particle is denoted by Xi
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i¼ 1;2;…;NPð Þ and its velocity is denoted by Vi. The best position
found by each particle is called its personal best. For ith particle,
the position vector of personal best is denoted by Pi and its cor-
responding objective value is denoted by Pbest . The best position
achieved by the whole swarm is called global best. It is denoted by
Pg and its corresponding objective value is denoted by gbest . PSO
memorises the personal bests of all particles as well as global best
[69,70].

At each iteration t, the velocities and positions of all particles
are updated via Eqs. (15) and (16) which are called update equa-
tions or flight equations [71].

Vi tþ1ð Þ ¼ωVi tð ÞþC1 r1 Pi�Xið ÞþC2r2 Pg�Xi
� �

i¼ 1;2;…; NPð Þ
ð15Þ

Xi tþ1ð Þ ¼ Xi tð ÞþVi tþ1ð Þ i¼ 1;2;…;NPð Þ ð16Þ

The flight equations show that the new position of each particle
is affected by three terms; The first term weighted by inertia
weight ωð Þ, is the current velocity of the particle. The second term
weighted by cognitive acceleration coefficient C1ð Þ, prompts the
attraction of the particle towards its own personal best and the
third term weighted by social acceleration coefficient C2ð Þ,
prompts the attraction of the particle towards global best. Symbols
r1 and r2 represent two random numbers in [0,1].

After applying update equations, the objective values for all
particles are computed and their personal bests and global best are
updated. The described processes are repeated until the termina-
tion criterion is satisfied. After termination, the position and
objective value of global best are given out respectively as optimal
decision vector and optimal objective value of the optimisation
problem in hand [69]. It must be noted that any metaheuristic
optimisation algorithm must explore search space at initial itera-
tions to find the region containing global optimum (exploration
phase) and after finding that region, must try to fine tune global
optimum (exploitation phase). An appropriate tradeoff between
exploration and exploitation capabilities is critical.

Despite the advantages such as simplicity, strong exploitation
capability and low number of control parameters, PSO lacks strong
exploration capability to find global optimum in highly multi-
modal optimisation problems with many local optima [72]. In such
problems, PSO due to its weak exploration capability, gets trapped
in false local optima, therefore for MPPT in partial shading con-
ditions, conventional PSO can not give out global optimum and it
has rarely been used for solving this problem. As a result, a lat of
research effort is being put in order to enhance PSO’s exploration
capability and enable it to successfully deal with MPPT in partial
shading conditions.

In [20], in an attempt to enhance exploration capability of PSO,
a modified PSO variant was developed wherein during the course
of run, cognitive acceleration coefficient is linearly decreased and
social acceleration coefficient is linearly increased. The proposed
PSO variant has been used for MPPT in PV systems. In [20], PSO
terminates If the velocity of particles falls below a threshold or the
maximum number of iteration is met. The proposed MPPT strategy
can be implemented using a low-cost digital controller. In [20], it
has been implemented by a 500 W prototype. The tracking effi-
ciency in all test cases were higher than 99.5%. and the average
tracking efficiency was higher than 99.9%. Three different shading
patterns were used for simulation. At the first shading pattern, the
global MPP was located at right hand side of P-V curve, while at
the second shading pattern, the global MPP was located at middle
of P-V curve and at the third shading pattern, the global MPP was
located at left hand side of P-V curve. Among the compared MPPT
strategies, only the proposed modified PSO variant was capable of
successfully tracking global MPP in all 1000 test cases.
In [73], a modified PSO variant is proposed for MPPT, wherein
random numbers and acceleration coefficients in cognitive and
social terms of PSO’s update equation are removed and following
equations are used for updating velocities of particles [73].

Vi tþ1ð Þ ¼ωVi tð Þþ Pi�Xið Þþ Pg�Xi
� � ð17Þ

or

Vi tþ1ð Þ ¼ωVi tð ÞþPiþPg�2Xi ð18Þ
As Eqs. (17)–(18) indicate, the probabilistic characteristic of PSO

has been removed and the effects of personal best and global best
on new position of particles are the same. In the proposed deter-
ministic PSO, inertia weight is the sole parameter to be tuned. In
experiments, it has been set as 0.4. Number of particles has been
set as three. The simulation and implementation results show that
for both uniform insolation and partial shading conditions, the
proposed deterministic PSO outperforms conventional PSO and IC
in both terms of tracking speed and tracking efficiency. It offers
average tracking efficiency of 99.5%.

In [74], in order to enhance the exploration capability of PSO, it
has been hybridised with DE. In this hybrid PSO-DE algorithm, PSO
works in half of iterations and DE works in the other half of
iterations, i.e. one iteration is done by PSO and the next iteration is
done by DE and this continues till termination criterion is met.
Simulations have been done for different shading patterns. The
findings show that the hybrid PSO-DE outperforms IC, FLC and PSO
in terms of efficiency, tracking speed, simplicity and low oscilla-
tions around MPP.

In [75], a hybrid of dormant PSO and IC has been proposed for
MPPT. In dormant PSO, the random numbers of update equation
are replaced by unity and during search process, the particles are
categorised into active particles and dormant particles. First, dor-
mant PSO is used to find the best hill (exploration phase), then IC
is used to find MPP via a local search. (exploration phase). The
simulation results testify that the proposed hybrid of dormant PSO
and IC outperforms hybrid of conventional PSO and IC.

In [76] , PSO with the following new update equation has been
proposed for MPPT in PV systems.

Vi tþ1ð Þ ¼ 2
π
sin �1 ωVi tð ÞþC1r1 Pi�Xið ÞþC2r2 Pg�Xi

� �� � ð19Þ

The simulation results show that the proposed modified PSO,
characterised by (19), is superior to conventional PSO, both in
terms of tracking efficiency and tracking speed.

In [77], a modified PSO variant was developed wherein a new
update equation for particles has been proposed. The proposed
algorithm enhances exploration capability of PSO in a way that it is
able to track global MPP for partial shading conditions, even in
extreme environmental conditions and large fluctuations of inso-
lation. The implementation may be done using a low-cost micro-
controller. The results in uniform insolation and partial shading
conditions show that the proposed methodology outperforms HC
both in terms of tracking speed and tracking efficiency.

In [78], a new PSO variant is put forward wherein random
initialisation is replaced by deterministic initialisation. For uniform
insolation and for ten different partial shading patterns, the pro-
posed PSO variant outperforms conventional PSO, IC and HC in
terms of tracking efficiency and tracking speed. In [79], PSO with
multiple clusters was applied to MPPT. The simulation results
indicate that for partial shading conditions, cluster-based PSO
outperforms P&O. It leads to 13.3% increase in output energy with
respect to P&O. In [80], hybrid of PSO and P&O is proposed for
MPPT. In the proposed methodology, PSO works at initial stages of
tracking process in order to find the promising regions of search
space, then P&O is applied to fine tune the global MPP. Simulations
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for two different PV configurations under varying shading patterns
indicate that the proposed MPPT technique results in higher
tracking efficiency and lower oscillations around MPP than PSO
and P&O.

3.3.2. ABC applications in MPPT
Artificial bee colony (ABC) is inspired from food foraging

behavior of bees and is known as a powerful optimisation algo-
rithm with only one control parameter. In [81], ABC has been
applied for MPPT. Simulations, done for two different PV config-
urations and for four different shading patterns, testify that ABC
outperforms PSO and an enhanced version of P&O, both in terms
of tracking efficiency and tracking speed. In [82], ABC has been
used for MPPT. The simulations done for different patterns of
partial shading conditions indicate the superiority of ABC
over PSO.

3.3.3. GA applications in MPPT
Genetic algorithm (GA) is a well known metaheuristic optimi-

sation algorithm which is inspired from natural evolution, muta-
tion, crossover and selection [83]. In GA, a population of search
agents (chromosomes) try to find global optimum. At each gen-
eration, new chromosomes are generated by reproductive opera-
tors such as crossover and mutation, then, based on objective
values, selection operator selects the chromosomes of next gen-
eration. These stages continue until termination criterion is met.
The best chromosome of the last generation is given out as global
optimum of the problem in hand. In [84], GA has been used for
MPPT. Simulations for PSC and for changes in different irradia-
tions/temperatures/loads confirm that GA outperforms P&O and
IC. In [85], P&O is integrated into GA in order to add to the
exploitation capability of MPPT strategy. The findings for partial
shading conditions indicate that the proposed hybrid GA-P&O
outperforms GA.

3.3.4. Applications of other metaheuristics in MPPT
Other than PSO, ABC and GA, some other metaheuristic opti-

misation algorithms have also been used for MPPT. In [86], Cuckoo
search optimisation (CSO) has been used for MPPT. CSO takes
inspiration from obligate brood parasitism of some cuckoo species
that lay their eggs in nests of other birds [87]. The findings for both
uniform insolation and partial shading conditions confirm the
outperformance of cuckoo search optimisation algorithm over P&O
and PSO. Simulations have been done for gradual and sudden
changes in irradiation and temperature. In [88], Firefly optimisa-
tion algorithm has been used for MPPT in partial shading condi-
tions. Firefly algorithm is a metaheuristic inspired from flashing
behavior of fireflies. The findings indicate that for two different
used shading patterns, firefly optimisation algorithm outperforms
P&O and PSO in terms of tracking efficiency and tracking speed.

In [89], a modified variant of differential evolution (DE) with
deterministic mutation operator has been proposed for MPPT. DE
is known as a well-established and popular algorithm for solving
Engineering optimisation problems. The findings testify that the
proposed modified DE outperforms PSO and leads to 99.5%
tracking efficiency. It performs successfully in tracking global MPP
of a PV system for a typical day in Malaysia, from 9 am to 5 pm. In
[90], ant colony optimisation (ACO) has been used for MPPT. ACO is
a metaheuristic inspired from the behavior of ants seeking a path
between their colony and a source of food. Four ants have been
used as population. The simulation done for four different shading
patterns confirm the outperformance of ACO over P&O, PSO and
fractional open circuit voltage (FOV). In [91], Chaos optimisation
algorithm with logistic map function has been used for MPPT. The
simulation results indicate that chaos optimisation algorithm
outperforms conventional HC and variable step size HC. In [92],
artificial immune system (AIS) optimisation algorithm has been
used for MPPT. AIS is inspired from immune systems of the body of
human beings. However, the performance of the proposed AIS has
not been validated by comparison with state of the art MPPT
methodologies. Table 1 has tabulated the characteristics of differ-
ent metaheuristic-based MPPT techniques. In overall, due to the
following reasons, metaheuristics are appropriate candidates for
MPPT and are superior to classic MPPT strategies, FLC-based MPPT
strategies and ANN-based MPPT strategies.

� Unlike classic methods such as P&O, IC and HC, metaheuristics
are able to conduct global search and find global optimum in
multimodal landscapes. Therefore, in partial shading conditions,
where multiple local optima exist, metaheuristics are able to
find global maximum power point, while classic methods may
easily be trapped in false local optima.

� Unlike FLC-based MPPT strategies and ANN-based MPPT strate-
gies which are designed based on a specific PV system,
metaheuristic-based MPPT strategies are not system-
dependent and perform effectively for different PV systems.

� Unlike classic MPPT methods such as P&O, IC and HC,
metaheuristic-based MPPT strategies do not oscillate around
maximum power point.
4. Overall review on MPPT methods and some directions for
future research

After reviewing the existing research works on MPPT strategies
in PV systems, the following directions are proposed for future
research.

� Although, a couple of metaheuristic optimisation algorithms
have already been used for MPPT, application of other meta-
heuristics such as teaching-learning based optimisation (TLBO),
imperialistic competitive algorithm (ICA), brainstorm optimisa-
tion algorithm (BSOA), bat swarm optimisation (BSO) algorithm,
evolutionary programming (EP), invasive weed optimisation
(IWO), grey wolf optimisation (GWO) algorithm, gravitational
search algorithm (GSA), seeker optimisation algorithm (SOA),
water cycle algorithm (WCA), evolution strategy (ES), harmony
search (HS) and krill herd optimisation (KHO) to MPPT, may
lead to better results and is recommended for future research.

� Control parameters of metaheuristic optimisation algorithms
significantly affect their computational behavior. The suitable
values of control parameters are different from problem to
problem. For each optimisation problem, the suitable values of
control parameters must be found. However, in none of the
existing research works on MPPT, the control parameters of
metaheuristics have been tuned.

� A detailed comparison between classic, FLC-based, ANN-based
and metaheuristic-based MPPT strategies from different points
of view is recommended.

� Comparing the performance of a diverse set of metaheuristics
on MPPT from the viewpoint of tracking efficiency and tracking
speed and identifying the most suitable metaheuristic(s) for
MPPT is recommended.

� Finding ways for easier and cheaper implementation of MPPT
strategies is recommended.

� Finding the most appropriate MPPT strategy for each specific
application of PV systems is recommended.

5. Conclusions

Tracking maximum power point in photovoltaic systems is an
important task and represents a formidable problem. In maximum



Table 1
Different metaheuristic-based MPPT methods.

Ref optimisation algorithm Simulation/
implementation

Remarks

[20] PSO with linearly decreasing cognitive acceleration coeffi-
cient and linearly increasing social acceleration coefficient.

Both It is implemented using a low cost digital controller. The tracking effi-
ciency in all test cases is above 99.5% and the average tracking efficiency
is above 99.9%. Only the proposed modified PSO was capable of suc-
cessfully tracking global MPP in all 1000 test cases.

[73] A deterministic PSO wherein the random numbers and
acceleration coefficients in cognitive and social terms of
update equation are eliminated.

Both For both uniform insolation and partial shading conditions, determi-
nistic PSO outperforms conventional PSO and IC in both terms of
tracking speed and tracking efficiency.

[74] Hybrid PSO-DE Both The findings show that hybrid PSO-DE outperforms IC, FLC and PSO in
terms of efficiency, tracking speed, simplicity and low oscillations
around MPP.

[75] Hybrid of dormant PSO and IC. Both The hybrid of dormant PSO and IC outperforms hybrid of conventional
PSO and IC.

[76] PSO with a new update equation as (19) Both The findings show that the proposed modified PSO outperforms con-
ventional PSO in terms of tracking efficiency and tracking speed.

[77] A new update equation for particles has been proposed. Both The proposed algorithm enhances exploration capability of PSO in a way
that it is able to track global MPP for partial shading conditions. The
results show that the proposed methodology outperforms HC in both
terms of tracking speed and tracking efficiency.

[78] PSO with deterministic initialisation Both For uniform insolation and for ten different partial shading patterns, the
proposed PSO variant outperforms conventional PSO, IC and HC in terms
of tracking efficiency and tracking speed.

[79] PSO with multiple clusters Both For partial shading conditions, it outperforms P&O. It leads to 13.3%
increase in output energy with respect to P&O.

[80] Hybrid of PSO and P&O Only simulation The findings indicate that the proposed MPPT technique results in
higher tracking efficiency and lower oscillations around MPP than PSO
and conventional P&O.

[81] ABC Both Simulations show the superiority of ABC over PSO and an enhanced
version of P&O in terms of tracking efficiency and tracking speed.

[82] ABC Both The simulations done for different patterns of partial shading conditions
testify that ABC outperforms PSO.

[91] Chaos optimisation algorithm Both Chaos optimisation algorithm outperforms conventional HC and vari-
able step size HC.

[86] Cuckoo search optimisation Both The findings confirm the outperformance of cuckoo search optimisation
algorithm over P&O and PSO.

[88] Firefly optimisation algorithm Simulation only Under PSC, firefly optimisation algorithm outperforms P&O and PSO in
terms of tracking efficiency and tracking speed.

[84] GA Simulation only Simulations confirm that GA outperforms P&O and IC.
[89] DE with deterministic mutation operator Both The proposed DE outperforms PSO and leads to 99.5% tracking effi-

ciency. It performs successfully in tracking global MPP of a PV system for
a typical day.

[85] Hybrid of GA and P&O Both The findings for partial shading conditions indicate that the proposed
hybrid GA-P&O outperforms GA.

[90] ACO Simulation only The simulations done for four different shading patterns confirm the
outperformance of ACO over P&O, PSO and fractional open circuit
voltage.
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power point tracking (MPPT) systems, the duty cycle of DC-DC
converter is adjusted in a way that maximum achievable power is
extracted. In this paper, the existing MPPT methods have been
categorised into two main categories and the methods of each
category have been reviewed. The findings of this review indicate
that metaheuristic optimisation algorithms, due to merits such as
system independency, effective performance in partial shading
conditions and absence of oscillations around maximum power
point, are the best candidates for MPPT. They are superior to
classic MPPT strategies, FLC-based MPPT strategies and ANN-based
MPPT strategies.
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