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1. Introduction

In standard Internet auctions where multiple positions for advertis-
ing opportunities are being auctioned at the same time, it is typical for
the size and the prominence of the ads that are displayed to be indepen-
dent of the number of ads that are shown. This is the case in standard
sponsored search auctions where a fixed amount of space is allocated
for each ad on the side of the search page regardless of the number of
ads that end up being displayed.

But while it is standard for the size and the prominence of the ads
that are displayed to befixed inmost standard Internet position auctions,
this is not the case for all such auctions. The Google Display Network
(GDN) helps independent publishers monetize their websites by finding
appropriate advertisers for theirwebsites and then running an auction to
select ads that should be displayed next to the content on a publisher's
website. Many of these auctions are for multiple advertising positions
on the website, and have the feature that displaying fewer ads will en-
able the ads that are displayed to be dynamically resized and shown
more prominently, and thus receive a larger number of clicks than if
more ads had been displayed on the site. In such a setting, if the most
valuable ads are significantly more valuable than some of the less valu-
able ads that could be displayed, onemay prefer to show a smaller num-
ber of the most valuable ads so that these ads will receive more clicks.
While position auctions with dynamic resizing are used to auction
off a wide amount of advertising inventory on GDN, to the best of my
knowledge there has been no published work that theoretically ana-
lyzes the properties of these auctions. This paper fills this gap in the lit-
erature by analyzing the properties of mechanisms that could be used
by Google to sell content ads on GDN. Much of the paper analyzes the
properties of the Vickrey–Clarke–Groves (VCG) mechanism that is cur-
rently used on GDN.

I first characterize properties of the optimal reserve prices in a
VCG mechanism. In a standard position auction without dynamic
resizing, the optimal reserve price is the same as the optimal reserve
price in a standard Vickrey auction for a single object. However, under
dynamic resizing, the optimal reserve price for the publisher is greater
than this.

Next, I address the question of whether this VCG mechanism with
reserve prices is optimal. In a standard position auctionwithout dynam-
ic resizing, I show that there is no feasible mechanism that will lead to
greater revenue for the publisher than running a VCG mechanism
with the optimally chosen reserve price. But with dynamic resizing of
ads, the optimal mechanism will instead be a direct revelation mecha-
nism that maximizes efficiency with respect to the virtual valuations
rather than the actual valuations. This optimal mechanismwill typically
display fewer ads than the VCG mechanism with reserve prices.

Finally, I give some comparative statics results for a special case of
the model in which no more than two ads may be displayed. In this
setting, I illustrate that the optimal reserve price in the VCGmechanism
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will be increasing in the number of bidders and vary non-monotonically
with the amount of dynamic resizing that takes place.

Position auctions with dynamic resizing are a type of auction with
variable supply. Auctions with variable supply have been analyzed in
the literature (e.g. Back and Zender, 2001; Damianov and Becker, 2010;
Damianov et al., 2010; Lengwiler, 1999; LiCalzi and Pavan, 2005), but
none of these papers can be applied to the Internet position auction set-
ting since these papers focus on models with perfectly divisible goods,
and they also explicitly restrict attention to discriminatory-price and
uniform-price auctions, neither of which are used in Internet position
auctions. Perhaps the most closely related paper of these is Ausubel
and Cramton (2004), which considers the possibility of Vickrey auctions
with reserve prices in an auction setting with variable supply. However,
since this paper again focuses on perfectly divisible goods, it cannot be
applied to the Internet position auction setting.

The fact that adswill be less likely to receive clicks if displayed along-
side other ads is also a form of an allocative externality. Auctions with
allocative externalities have been studied by Katz and Shapiro (1985,
1986) in the context of auctioning licenses to operate a technology or
use a patent. Jehiel and Moldovanu (1996) and Jehiel et al. (1996,
1999) have also studied models with externalities in which the losing
bidders' payoffs may be affected by the identity of the winning bidder.
And Chen and Potipiti (2010) studies a setting with externalities in
which a losing bidder's payoff may be decreasing in that bidder's type.
These papers all differ from my paper in that they focus on auctions
for a single object.

More closely related to the present paper, Jehiel and Moldovanu
(2001) and Figueroa and Skreta (2011) have both considered auctions
with externalities in which the auctioneer may sell multiple different
objects in the same auction. Jehiel andMoldovanu (2001) derive neces-
sary conditions for an efficient and incentive compatible mechanism to
exist, and Figueroa and Skreta (2011) illustrate a number of insights
about optimalmechanisms, including that revenue-maximizing reserve
prices may depend on the bids of other buyers, and revenue-
maximizing mechanisms may sell too often. However, these papers do
not attempt to derive results that are specific to a position auction
with dynamic resizing of ads.

Finally, there has been a variety of work analyzing mechanisms for
selling multiple advertising opportunities for various positions at the
same time. Some of these papers, such as Aggarwal et al. (2008);
Athey and Ellison (2011); Chen and He (2011); Giotis and Karlin
(2008); Gomes et al. (2009); Kempe and Mahdian (2008), and
Kuminov and Tennenholtz (2009) explicitly model consumer search
which may result in externalities arising from ad click-through rates
being influenced by which other ads are shown on the page. Fotakis
et al. (2011); Ghosh and Mahdian (2008), and Hummel and McAfee
(2014) present alternative models of position auctions with externali-
ties in which the click-through rates of an ad may be influenced by
which other ads are on the page.1 However, this literature has not con-
sidered scenarios in which displaying less than the maximal number of
ads may result in dynamic resizing of ads which causes the ads that are
displayed to receive a greater number of clicks. Furthermore, most pa-
pers on position auctions (e.g. Aggarwal et al., 2006; Börgers et al.,
2013; Chen et al., 2009; Edelman et al., 2007; Edelman and Schwarz,
2010; Fukuda et al., 2013; Gomes and Sweeney, 2014; Lahaie, 2006;
Varian, 2007, and Yenmez, 2014) do not allow for the possibility that
the click-through rates of ads may be influenced by how many other
ads appear on the page.

The paper proceeds as follows. Section 2 presents themodel. Section 3
characterizes the properties of the optimal reserve prices for the VCG
mechanism and the optimal mechanism and compares the properties
of VCGwith reserve prices to the optimal mechanism. Section 4 presents
some comparative statics results for the case where a maximum of two
1 Also see Burguet et al. (2015) andWhite (2013) for work on the interaction between
organic search results and advertisements.
ads may be displayed. Finally, Section 5 presents some simulation results
comparing different mechanisms and Section 6 concludes.
2. The model

There are n advertisers in the set N={1,… ,n}, and each advertiser i
has a value vi for a click on one of the advertiser's advertisements that is
an independent draw from the cumulative distribution function Fi(⋅)
with corresponding continuous density fi(⋅). Each advertiser i simulta-
neously submits a bid bi≥0 for the right to place an ad on a publisher.
After receiving these bids, a system decides the order in which the ads
should be displayed on the publisher's site and possibly also decides
how many ads should be displayed. Throughout I assume that no
more than s ≤ n ads can be displayed on the publisher's site.

The number of clicks that an advertiser receiveswill be affected both
by the total number of ads displayed and the order in which these ads
are displayed. In particular, if a total of k ads are displayed on the
publisher's site, then the ad in the jth-highest position receives a total
of xj,k clicks, where xj,k is nonincreasing in j for all k and xj ,k=0 for all
jNk. The total payoff to an advertiser i who receives x clicks is then
x(vi−ci), where ci represents the cost an advertiser must pay per click.

Throughout the paper I consider situations in which the publisher
only shows an advertiser's ad on a page if the advertiser pays a certain
minimum reserve price r for each click. In order to achieve this, I focus
on a mechanism that I refer to as VCG with reserve prices. This mecha-
nism will ensure that all advertisers have an incentive to bid truthfully
and that any advertiser who has an ad displayed is required to pay a
price of at least r per click.

Informally, this mechanism proceeds by considering all K bidders
who submit a bid greater than the reserve price and restricting attention
to allocations with no more than K ads. Prices are then set using VCG
pricing under the assumption that there is an additional bidder who
places a bid equal to the reserve price. In this situation, any advertiser
who has an ad shown necessarily pays a price per click that is greater
than or equal to the reserve. Similarly, since the VCG mechanism is a
truthful mechanism, it follows that the advertisers have an incentive
to bid truthfully in this framework.2

Formally, let a denote the number of advertisers who submitted a
bid per click that is greater than or equal to the reserve price r, and let
K≡min{a, s} be the smaller of the number of slots or the number of
advertisers with a bid greater than or equal to the reserve. For j≤K, de-
fine b( j) to be the jth-highest bid submitted by any of the advertisers.
And for j=K+1, define b( j) to be the larger of the reserve price and
the jth-highest bid.

The VCG mechanism with reserve price r proceeds as follows: The
mechanism displays a total of k ads, where k is the positive integer in
[1, K] that has the highest value of ∑k

j¼1xj;kb jð Þ , by displaying the ad
with the jth-highest bid in the jth-highest of these positions. That is,
the mechanism selects the allocation that would maximize efficiency
subject to the constraint that we can only show ads from advertisers
who bid more than the reserve.

Then if Sj;K ≡ maxk∈ 1;K½ �∑
j−1
i¼1 xi;kb ið Þ þ∑k

i¼ jxi;kb iþ1ð Þ and Rj;k ≡
∑i≠ jxi;kb ið Þ , the advertiser in the jth position is charged a total price
per click of 1

x j;k
S j;K−Rj;k
� �

. Here Sj ,K is a term representing the total
welfare that could be achieved if the bidder with the jth-highest bid
were not in the auctionwhen there is an additional bidderwho submits
a bid of r and no more than K ads can be displayed. Rj ,k represents the
total welfare of all advertisers except for the advertiser with the
jth-highest bid. These prices are thus identical to the prices that would
be selected under VCG if no more than K ads could be displayed and
Another possibleway to implement reserve prices in the VCGmechanismwould be to
increase bidder payments ex post if they are insufficient to meet the reserve. However,
such an implementation might not preserve incentive compatibility for advertisers even
if there is no dynamic resizing (Even-Dar et al., 2008).



5 However, the optimal mechanism in Theorem 2 may display more ads than the VCG
mechanism with the optimal reserve price. If r⁎ denotes the reserve price satisfying r ¼
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there was an additional bidder who placed a bid equal to the reserve
price.

I consider two possible settings. First I consider a standard position
auction in which the number of ads that are displayed has no effect on
the number of clicks that are received by the ad in the jth position
(i.e.where xj,k is independent of k for all k ≥ j). The other setting I consid-
er is the setting on GDN inwhich there is dynamic resizing of ads. In this
setting, if less than the maximal number of ads on the page are
displayed, then the particular ads that are displayed on the page
are shown more prominently and may receive more clicks as a result
(i.e. xj,k is decreasing in k for all k ≥ j).

Throughout the analysis I also sometimes make use of the following
common assumptions on the distribution of advertiser values:

(IID) Each advertiser's value is an independent and identically dis-
tributed draw from the cumulative distribution function F(v) with
corresponding continuous density f(v).
(MHR)MonotoneHazard Rate: Condition (IID) holds and the hazard
rate f vð Þ

1−F vð Þ is increasing in v.
(IVV) Increasing Virtual Valuations: The virtual valuation vi−

1−Fi við Þ
f i við Þ

is increasing in vi for all i.
(SUP) The distributions Fi(v) all have the same upper bound on their
support, v b∞.3

3. Optimal mechanisms and reserve prices

In this section I derive general results about the optimal reserve
prices under the VCG mechanism and I also characterize the optimal
mechanisms. Finally I compare theproperties of the optimalmechanism
with those of the VCG mechanism with reserve prices. First I present a
result about the optimal reserve prices:

Theorem 1. Suppose (MHR) holds. Then we have the following results:

(a). Without dynamic resizing, the reserve price r that maximizes the
publisher's revenue in the VCG mechanism is the unique r in the support

of F satisfying r ¼ 1−F rð Þ
f rð Þ .4

(b). With dynamic resizing, the reserve price that maximizes the
publisher's revenue in the VCG mechanism is greater than the reserve
price that maximizes the publisher's revenue without dynamic resizing.

Theorem 1 indicates that the optimal reserve price for the publisher
when there is no dynamic resizing is the same as the optimal reserve
price in a standard single-object auction, but that this equivalence
does not extend to settings with dynamic resizing of ads. To understand
the intuition behind this result, note that when there is no dynamic
resizing, the optimal reserve price can be found by finding the reserve
price where themarginal benefits from setting a slightly higher reserve
price equal themarginal costs. Themarginal benefits come from the fact
that if setting a slightly higher reserve price has no effect on the number
of ads that are shown, then the advertisers who have their ads shown
will have to pay a slightly higher price per click. The marginal costs
come from the fact that setting a slightly higher reserve price may ex-
clude some advertiser from having his ad shown.

When there is dynamic resizing, the optimal reserve price can again
be found by finding the reserve price where the marginal benefits from
setting a slightly higher reserve price equal themarginal costs. Themar-
ginal benefits are the same regardless of whether there is dynamic
resizing. However, the marginal costs are not. With dynamic resizing,
it is less costly to exclude some advertiser from having his ad shown be-
cause if some advertiser is excluded, the other advertisers who do have
their ads shown will obtain more clicks and pay more money to the
3 This assumption is automatically satisfied by bounded distributions under condition
(IID) but can also be satisfied by other non-identical bounded distributions.

4 Part (a) of this result also holds under the weaker assumption that (IID) and (IVV) hold.
publisher. Since themarginal costs from setting a slightly higher reserve
price are not as high with dynamic resizing, it follows that the revenue-
maximizing reserve price is larger when there is dynamic resizing.

I now characterize the optimal mechanism and illustrate how this
compares to the VCG mechanism with reserve prices:

Theorem 2. Suppose (IVV) holds. Then the optimal mechanism is a direct
revelationmechanism inwhich the jth position is assigned to the advertiser
with the jth-highest value of vi−1−Fi við Þ

f i við Þ , and the mechanism shows a
total of k∗ ads, where k∗ is the value of k∈ [1, s] that maximizes

∑k
j¼1xj;k v jð Þ−

1−F jð Þ v jð Þ
� �

f jð Þ v jð Þ
� �

� �
when (j) denotes the advertiser with the

jth-highest value of vi−1− Fi við Þ
f i við Þ .

The following is an immediate corollary of this result:

Corollary. Suppose there is no dynamic resizing and (IID) and (IVV) hold.
Then the optimal mechanism for the publisher will be to use VCG with
reserve prices.

The reason for this result is that under the conditions in the corollary,
the mechanism in Theorem 2 assigns the jth position to the advertiser
with the jth-highest value of vi−1−F við Þ

f við Þ if this value is non-negative,
and does not assign the jth position if this value is less than zero. This
is precisely the VCGmechanismwith the reserve price in Theorem 1(a).

But it is also apparent fromTheorem 2 that the VCGmechanismwith
reserve prices will cease to be the optimal mechanism when either the
advertisers' values are drawn from different distributions or when
there is dynamic resizing of ads. When the advertisers' values are
drawn from different distributions, the publisher may not wish to
show the ads from the advertisers with the highest values in the highest
positions. And when there is dynamic resizing of ads, the publisher may
wish to show a different number of ads than would be shown under
the VCG mechanism with the optimal reserve price since the
publisher wishes to show a number of ads k that maximizes

∑k
j¼1xj;k v jð Þ−

1−F jð Þ v jð Þ
� �

f jð Þ v jð Þ
� �

� �
, a term that gives efficiency with respect

to the virtual valuations vi−1−Fi við Þ
f i við Þ rather than the actual valuations.

Since this cannot be guaranteed through the use of the VCGmechanism
with reserve prices, the VCG mechanism ceases to be optimal when
there is dynamic resizing of ads.

Since the optimal mechanism may differ from the VCG mechanism
with reserve prices, it is natural to ask how the allocation of ads that
are shown under these two mechanisms would differ. This is done in
the following theorem:

Theorem 3. Suppose (MHR) holds. Then the optimal mechanism in
Theorem 2 will display no more ads and sometimes strictly fewer ads
than the VCG mechanism with reserve price r satisfying r ¼ 1−F rð Þ

f rð Þ :

The reason for this result is that the VCG mechanism maximizes ef-
ficiency with respect to the actual valuations while the optimal mecha-
nism maximizes efficiency with respect to the virtual valuations. Since
the ratio of a higher-value advertiser's virtual valuation to that of a
lower-value advertiser is greater than the ratio of their actual valua-
tions, showing fewer ads is more likely to increase efficiency with re-
spect to the virtual valuations than with respect to the actual
valuations. Thus the optimal mechanism will display no more ads and
sometimes strictly fewer ads than the VCG mechanism with the
Myerson (1981) reserve price.5
1− F rð Þ
f rð Þ , then we know from Theorem 1(b) that the optimal reserve price under dynamic

resizing will be some r⁎⁎Nr⁎. Thus if all advertisers have values vbr⁎⁎, but one advertiser
has value vNr⁎, then an ad will be displayed under the optimal mechanism but not under
the VCG mechanism with the optimal reserve price.
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The fact that the optimal mechanism will display no more ads and
sometimes strictly fewer ads than the VCG mechanism with the
Myerson (1981) reserve price suggests that a publisher could have an
incentive to restrict the number of slots available under a VCG auction.
Suppose, for instance, there are exactly two advertisers and no reserve
price. If only one ad is displayed, the publisher's revenue is x1,1b(2) re-
gardless of whether the publisher runs an auction with one or two
slots. If two ads are displayed, then the publisher's expected revenue
is (x1,1−x2,2)b(2)+(x1,1−x1,2)b(1). But two ads are displayed
if and only if x1,1b(1)b x1,2b(1)+x2,2b(2), and in this case we have
(x1,1−x2,2)b(2)+(x1,1−x1,2)b(1)b x1,1b(2), the publisher's expected
revenue under a single-slot auction. Thus in these cases the publisher's
expected revenue is higher under a single-slot auction than under a
two-slot auction. Moreover, even introducing a fixed reserve price
may not be sufficient to overturn this conclusion.

Butwhile the publishermay have an incentive to restrict thenumber
of advertising slots the publisher makes available at the auction under a
standard VCG auction, this incentive will vanish if the publisher is able
to make use of position-specific reserve prices. Below I introduce the
notion of a VCG auction with position-specific reserve prices and illus-
trate that if the publisher is able to use position-specific reserve prices,
then the publisher will no longer want to restrict the number of slots
that are available in the auction.

VCG auctions with position-specific reserve prices can be defined in
a similar manner to VCG auctions with reserve prices. Let rk denote the
position-specific reserve price for the kth slot, where rk≤rk+1 for all k.
Define K to be the largest integer k≤s for which b(k)≥ rk (i.e. the
kth-highest bid is greater than the position-specific reserve price for
position k). The VCG auction with position-specific reserve prices will
then choose allocations and prices according to the VCG auction with
K slots and a reserve price of rK. This auction is again incentive
compatible and ensures that if an advertiser is shown in position k,
that advertiser will have to pay a price per click equal to at least rk.

In this setting, we have the following result:

Proposition 1. Suppose (SUP) holds and∑s
j¼1xj;sN maxk∈ 1;s−1½ �∑

k
j¼1xj;k.

6

Then the publisher achieves greater expected revenue by running a VCG
auction with s slots and the optimal position-specific reserve prices than
by running a VCG auction with s − 1 slots and the optimal position-specific
reserve prices.

The intuition for this result is that if the publisher uses a VCG auction
with the position-specific reserve price rs ¼ v for the v in condition
(SUP), then the auction is equivalent to a VCG auction with s − 1 slots
and position-specific reserve prices. However, the publisher can achieve
greater expected revenue by setting rs ¼ v−ϵ for some small ϵN0 rather
than rs ¼ v. Thus the publisher will never want to artificially restrict the
number of advertising slots available in the auction under position-
specific reserve prices.

4. Comparative statics for two-slot case

We now consider the two-slot case in which x1,1 represents the
number of clicks an ad would receive if it were the only ad shown,
and x1,2 and x2,2 represent the number of clicks the ads would receive
in the top two positions if two ads are shown. From Theorem 1(b), we
know the optimal reserve price in position auctions with dynamic
resizing is different from that in standard single-slot auctions. Thus
standard results about the optimal reserve price will fail to hold in the
setting considered here. For instance, in standard second-price auctions,
the optimal reserve price is independent of the number of bidders
(Krishna, 2010). However, this independence will not hold when
there is dynamic resizing. Furthermore, the optimal reserve price may
6 This last assumption has the substantive interpretation that there exist advertiser
values for which it is more efficient to show s ads than a smaller number of ads.
also depend on the number of clicks an ad would receive in the various
configurations. These points are illustrated in the following proposition:

Proposition 2. Suppose there are s = 2 slots and (MHR) holds. Then if
r(x1,1, n) denotes the reserve price that maximizes the publisher's revenue
in the VCG mechanism for given values of x1,1 and n (holding fixed x1,2
and x2,2), we have the following:

(a). r(x1,1, n) is increasing in the number of bidders n when there is dy-
namic resizing.

(b). r(x1,1, n) is increasing in x1,1 for values of x1,1 close to x1,2 and de-
creasing in x1,1 for values of x1,1 close to x1,2 + x2,2.

The intuition for part (a) is as follows. When there are s= 2 slots, a
tiny increase in the reserve pricewill only affect the publisher's revenue
if there are no more than two bidders with values greater than the re-
serve, so the publisher can condition on this event in setting the reserve
price. Conditional on there being exactly one bidder with value greater
than the reserve, the publisher will want to set a reserve that is equal to
the optimal reserve price in a single-slot auction. But conditional on
there being exactly two bidders with values greater than the reserve,
the publisher will want to set a reserve price that is larger than the
optimal reserve price in a single-slot auction for the same reasoning as
in Theorem 1(b).

When there are a larger number of bidders, it is relativelymore likely
that there will be exactly two bidders with values greater than the re-
serve price than it is that there will be exactly one such bidder. Thus
when there are a larger number of bidders, the publisher should
weigh the possibility that there will be exactly two bidders with value
greater than the reserve price relatively more heavily in setting the
reserve price. Since the publisher wants to use a higher reserve price
conditional on there being exactly two bidders with values greater
than the reserve price, it then follows that the optimal reserve price is
increasing in the number of bidders.

To understand part (b), note that when x1,1=x1,2, no dynamic
resizing takes place, and the optimal reserve price will be the reserve
price in Theorem 1(a), but when x1,1Nx1,2, then we know from
Theorem 1(b) that the optimal reserve price will be larger than this,
so the optimal reserve price is increasing in x1,1 for values of x1,1 close
to x1,2. Similarly, when x1,1=x1,2+x2,2, the mechanism will always
display exactly one ad, and the optimal reserve price will be that in
Theorem 1(a), but when x1,1bx1,2+x2,2, then we know from
Theorem 1(b) that the optimal reserve price will be larger than this,
so the optimal reserve price is decreasing in x1,1 for values of x1,1
close to x1,2+x2,2.

5. Simulations

I now conduct some numerical simulations to address the question
of how different the various mechanisms considered in this paper are.
I focus on the case in which the bidders' values are all independent
and identically distributed draws from the uniform distribution on
[0,1], a case that was also considered by Ostrovsky and Schwarz
(2009) in their empirical analysis of optimal reserve prices for
sponsored search auctions at Yahoo!. First I consider the question of
how different the optimal reserve prices are in position auctions with
dynamic resizing compared to the optimal reserve prices for standard
single-slot auctions.

Fig. 1 notes how the optimal reserve prices vary with the extent to
which dynamic resizing affects the click-through rates of the ads (x1,1)
in a position auction with two slots when there are either n = 3
bidders or n = 6 bidders. This figure exhibits the properties noted in
Proposition 2 in that the optimal reserve price is always larger when
there are a larger number of bidders and that the optimal reserve
price is initially increasing in the extent to which dynamic resizing
affects the click-through rates of the ads and then decreasing in this



Fig. 1.Optimal reserve prices for various values of x1,1 in a two-slot auction when x1,2=1
and x2,2=0.7 and bidder values are drawn from theuniformdistribution on [0,1] for n=3
and n = 6 bidders.

Fig. 3. Revenue increase over the VCG mechanism for various mechanisms and values of
x1,1 in a two-slot auction when x1,2=1, x2,2=0.7, there are three bidders, and bidder
values are drawn from the uniform distribution.
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quantity. We also see from this figure that whether the optimal reserve
price differs significantly from the optimal reserve price under single-
slot auctions r ¼ 1

2

� �
depends on the other parameters of the model.

When x1,1 is close to x1,2+x2,2 and dynamic resizing takes place most
of the time, then the optimal reserve price is no more than 1–2% larger
in a position auction with dynamic resizing than it is in a standard
single-slot auction. But formoremoderate values of x1,1, the optimal re-
serve prices can be 15–20% larger in a position auction with dynamic
resizing than they are in standard single-slot auctions.

Figs. 2 and 3 note how the revenue gains that can be achieved by
using either VCG with the best reserve price for single-slot auctions,
VCG with the optimal reserve price, or the optimal mechanism vary
with the parameters of the model in a position auction with two slots
when compared to a standard VCG mechanism without reserve prices.
There are some clear patterns that come from these figures. First, the
percentage revenue increase from using a mechanism that differs
from a standard VCG mechanism is larger when there are a smaller
number of bidders, much as in standard single-slot auctions. Second,
at least when there are a smaller number of bidders, the gain from
using a different mechanism is larger when dynamic resizing plays a
smaller role in the sense that x1,1 is relatively lower.
Fig. 2. Revenue increase over the VCG mechanism for various mechanisms and values of
x1,1 in a two-slot auction when x1,2=1, x2,2=0.7, there are three bidders, and bidder
values are drawn from the uniform distribution.
These figures also contain some interesting insights about the rela-
tive performance of different mechanisms. When there are a small
number of bidders, simply using the reserve price that is optimal for
the single-slot auction typically captures most of the gains over the
standard VCG mechanism that could be achieved, although the optimal
mechanism still sometimes results in gains that are up to 35% larger
than the revenue gains that are achieved by using the VCG mechanism
with the best reserve price for single-slot auctions. But when there are
a larger number of bidders, the revenue gains that can be achieved by
using the optimal mechanism can be up to five times larger than the
revenue gains that would be achieved by using the VCG mechanism
with the best reserve price for single-slot auctions.

We can also see from thesefigures that there can be significant gains
fromusing the optimalmechanism rather than simply using the best re-
serve price for single-slot auctions beyond those that can be achieved by
using the optimal reserve price for the VCG mechanism. For all but the
smallest values of x1,1 plotted in the figures, the additional revenue
gains that are achieved by using the optimal mechanism rather than
the VCG mechanism with the optimal reserve price are at least as
large and sometimes significantly larger than the revenue gains that
are achieved by using the optimal reserve price rather than the reserve
price that would be best for a single-slot auction.

6. Conclusion

This paper has studied the properties of mechanisms for selling
content ads on the Google Display Network where multiple advertising
opportunities on a page are auctioned off at the same time and
displaying less than the maximal number of ads means the ads that
are displayed can be dynamically resized and shownmore prominently,
thereby inducing these ads to receive more clicks. These position auc-
tions with dynamic resizing have not been previously considered in
the academic literature.

In a standard position auctionwith no dynamic resizing, the optimal
mechanism is a VCG mechanism with a reserve price equal to the opti-
mal reserve price for single-slot auctions. With dynamic resizing the
publisher will instead want to select a configuration that is efficient
with respect to the virtual valuations rather than the actual valuations.
The optimal mechanism under position auctions with dynamic resizing
will typically result in fewer ads being displayed than would be
displayed under the VCGmechanism with reserve prices. Furthermore,
if the publisher uses the VCG mechanism with reserve prices, the pub-
lisher will want to set a higher reserve price under dynamic resizing
than when there is no dynamic resizing, and the optimal reserve price
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will vary with the number of bidders and the amount of dynamic
resizing that takes place.
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Appendix A. Proofs of Theorems

Lemma 1. The publisher's expected revenue in a direct revelation
mechanism in which a bidder with zero value obtains zero payoff is equal

to ∑n
i¼1∑

s
k¼1∑

k
j¼1xj;k∫

∞
0 pi; j;k vð Þ

�
v−1−Fi vð Þ

f i vð Þ

�
f i vð Þ dv; where pi; j;k vð Þ de-

notes the probability that if bidder i has value v, then exactly k ads are
displayed and bidder i obtains the jth position.

Proof. In a direct revelationmechanism, each advertiser follows a sym-
metric and strictly monotonic bidding strategy b(v) in equilibrium,
where b(v)= v for all v. Thuswe know from the Integral FormEnvelope
Theorem in Milgrom (2004) that if ui(b,v) denotes the expected utility
that a bidder i with value v obtains from making a bid of b
and Ui(v)≡supb∈ [0 , ∞)ui(b,v), then Ui vð Þ ¼ ui b vð Þ; vð Þ ¼ ui b 0ð Þ;0ð Þþ
∫v0ui;2 b yð Þ; yð Þ dy.

Now let ti(v) denote the expected payment that bidder i makes
in the mechanism if this bidder has a value v. In this case we know
that ui b vð Þ; vð Þ ¼ ∑s

k¼1∑
k
j¼1xj;kpi; j;k vð Þv−ti vð Þ. We also know that

ui;2 b yð Þ; yð Þ ¼ d
dv∑

s
k¼1∑

k
j¼1xj;kpi; j;k yð Þv−ti yð Þ evaluated at v = y or

∑s
k¼1∑

k
j¼1xj;kpi; j;k yð Þ. Combining these results with the results

in the previous paragraph shows that ∑s
k¼1∑

k
j¼1xj;kpi; j;k vð Þv−ti vð Þ ¼

ui b 0ð Þ;0ð Þ þ ∫v0∑
s
k¼1∑

k
j¼1xj;kpi; j;k yð Þdy . But this means that ti vð Þ ¼

∑s
k¼1∑

k
j¼1xj;kpi; j;k vð Þv−ui b 0ð Þ;0ð Þ−∫v0∑

s
k¼1∑

k
j¼1xj;kpi; j;k yð Þdy, which

in turn implies that advertiser i's expected payment, ∫∞0 ti vð Þ f i vð Þdv ,
is equal to ∫∞0 ∑s

k¼1

h
∑k

j¼1xj;kpi; j;k vð Þv−ui b 0ð Þ;0ð Þ−∫v0∑
s
k¼1∑

k
j¼1xj;k

pi; j;k yð Þ dy
i
f i vð Þ dv. Thus the total revenue for the publisher, ∑n

i¼1ti vð Þ,
is equal to ∑n

i¼1 ∫∞0 ∑s
k¼1

hh
∑k

j¼1xj;kpi; j;k vð Þv−ui b 0ð Þ;0ð Þ−∫v0∑
s
k¼1

∑k
j¼1xj;kpi; j;k yð Þ dy

i
f i vð Þ dv

i
. And if a bidder with zero value obtains

zero payoff, then ui(b(0),0)=0 for all i, and total revenue for the

publisher is∑n
i¼1 ∫∞0 ∑s

k¼1∑
k
j¼1xj;kpi; j;k vð Þv−∫v0∑

s
k¼1∑

k
j¼1xj;k

hh
pi; j;k yð Þ

dy
i
f i vð Þdv

i
.

Now we can rewrite the publisher's expected revenue as

Xn

i¼1

Z ∞

0

Xs

k¼1

Xk

j¼1
xj;kpi; j;k vð Þv−

Z v

0

Xs

k¼1

Xk

j¼1
xj;kpi; j;k yð Þdy

� 	
f i vð Þdv

� 	

¼
Xn

i¼1

Xs

k¼1

Xk

j¼1
x j;k

Z ∞

0
pi; j;k vð Þvf i vð Þdv−

Z ∞

0

Z v

0
pi; j;k yð Þ f i vð Þdy dv

� 	� 	

¼
Xn

i¼1

Xs

k¼1

Xk

j¼1
xj;k

Z ∞

0
pi; j;k vð Þvf i vð Þdv−

Z ∞

0

Z ∞

y
pi; j;k yð Þ f i vð Þdv dy

" #" #

¼
Xn

i¼1

Xs

k¼1

Xk

j¼1
xj;k

Z ∞

0
pi; j;k vð Þvf i vð Þdv−

Z ∞

0
pi; j;k yð Þ 1−Fi yð Þð Þdy

� 	� 	

¼
Xn

i¼1

Xs

k¼1

Xk

j¼1
xj;k

Z ∞

0
pi; j;k vð Þ vf i vð Þ− 1−Fi vð Þð Þð Þdv

¼
Xn

i¼1

Xs

k¼1

Xk

j¼1
xj;k

Z ∞

0
pi; j;k vð Þ v−

1−Fi vð Þ
f i vð Þ

� �
f i vð Þdv:

The result then follows. ☐

Corollary 1. Suppose (IID) holds. Then the publisher's expected revenue
in the VCG mechanism with a reserve price of r is n∑s

k¼1∑
k
j¼1xj;k

∫∞r p j;k v; rð Þ v−
1−F vð Þ
f vð Þ

� �
f vð Þdv

� 	
, where pj ,k(v,r) denotes the probability
that if a bidder has a value v and the reserve price is r, then exactly k ads are
displayed and the bidder with value v obtains the jth position.

Proof. In the special case where Fi(v)=F(v), fi(v)= f(v), pi , j ,k(v,r)=
pj ,k(v,r) for all i, and pj ,k(v,r)=0 for v b r, the expression for the pub-
lisher's expected revenue in Lemma 1 simplifies to n∑s

k¼1∑
k
j¼1xj;k

∫∞r p j;k v; rð Þ v−
1−F vð Þ
f vð Þ

� �
f vð Þdv

� 	
. ☐

Proof of Theorem 1. (a). When there is no dynamic resizing, xj ,k is
independent of k for all k≥ j. Thus if xj denotes the value of xj ,k for
all k≥ j, and pj(v) denotes the probability that an advertiser with value
v has the jth-highest valuation, then we know from Corollary 1
that the publisher's revenue in the dominant strategy equilibrium
of the VCG mechanism with a reserve price of r is n∑s

j¼1xj

∫∞r p j vð Þ v−
1−F vð Þ
f vð Þ

� �
f vð Þdv

� 	
. Now the virtual valuationv− 1−F vð Þ

f vð Þ is in-

creasing in v, v− 1−F vð Þ
f vð Þ b 0when v=0, and v− 1−F vð Þ

f vð Þ N 0 for sufficiently

large values of v in the support of F. Thus by the intermediate value the-
orem, we know there is some unique value of vN0 in the support of F,

say v⁎, for which v− 1−F vð Þ
f vð Þ ¼ 0. For this v⁎, it is necessarily the case

that v− 1−F vð Þ
f vð Þ N0 for all v N v⁎ and v− 1−F vð Þ

f vð Þ b0 for all vbv⁎, so the inte-

gral ∫∞r p j vð Þ v−
1−F vð Þ
f vð Þ

� �
f vð Þdv is maximizedwhen r=v⁎. Thus the re-

serve price r that maximizes the publisher's revenue when there is no

dynamic resizing is the unique r satisfying r ¼ 1−F rð Þ
f rð Þ .

(b). From part (a) we know the reserve price that maximizes the
publisher's revenue when there is no dynamic resizing is the unique r

satisfying r ¼ 1−F rð Þ
f rð Þ . Thus to prove that the revenue-maximizing reserve

price under dynamic resizing is greater than the revenue-maximizing
reserve price without dynamic resizing, it suffices to show that the de-
rivative of the publisher's revenue under dynamic resizing with respect

to r is strictly positive when evaluated at the r satisfying r ¼ 1−F rð Þ
f rð Þ .

We know from Corollary 1 that the publisher's revenue in the domi-
nant strategy equilibrium of the VCG mechanism with a reserve price of

r is n∑s
k¼1∑

k
j¼1xj;k ∫∞r p j;k v; rð Þ v−

1−F vð Þ
f vð Þ

� �
f vð Þdv

� 	
. Note that we

can rewrite this as ∫V∑
k� v!;r
� �

j¼1 xj;k� v!;r
� � v jð Þ−

1−F v jð Þ
� �

f v jð Þ
� �

 !
h v!
� �

d v! ,

where v!≡ v1; v2;…; vnð Þ denotes the advertisers' values for a click, h

v!
� �

≡ f v1ð Þ f v2ð Þ… f vnð Þ denotes the density at each possible vector of
the advertisers' valuations,k� v!; r

� �
denotes the number of ads thatwill

be shown on the publisher's page when the advertisers' values are v!
and there is a reserve price of r, v( j) denotes the jth-highest value of
the advertisers, and V denotes the set of all possible advertiser
valuations.

Note that small changes in the reserve price r can only affect the value
of this expression by changing the value ofk� v!; r

� �
for some realizations

of the advertisers' values, v!. Thus if V(r,ϵ) denotes the set of advertiser
valuations, v!, for which the value of k� v!; r

� �
is different when the re-

serve price is r than when the reserve price is r+ϵ for some small ϵN0,
then the difference between the publisher's revenue when the reserve
price is r+ϵ and the publisher's revenue when the reserve price is r is

∫V r;ϵð Þ∑
k� v!;r
� �

j¼1 xj;k� v!;rþϵ
� �−xj;k� v!;r

� �
� �

v jð Þ−
1−F v jð Þð Þ
f v jð Þð Þ

� �
h v!
� �

d v!.

Now suppose that r is the reserve price that satisfies r ¼ 1−F rð Þ
f rð Þ . Note

that the only way that the final allocation of advertising opportunities
can be different when the reserve price is r than it is when the reserve
price is r+ϵ for some small ϵN0 is if there is some advertiser with a
value per click in [r ,r+ε) who would have his ad shown if the reserve
price is r but not if the reserve price is r+ϵ. Thus if r satisfies r ¼ 1−F rð Þ

f rð Þ ,
then it is necessarily the case that for any vector of advertiser valuations,
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v!∈V r; ϵð Þ, itmust be the case thatv jð Þ−
1− F v jð Þð Þ
f v jð Þð Þ is arbitrarily close to zero

when j ¼ k� v!; r
� �

. From this it follows that when r satisfies r ¼ 1−F rð Þ
f rð Þ ,

then in the limit as ϵN0 becomes arbitrarily close to zero, the difference
between the publisher's revenue when the reserve price is r+ϵ and
the publisher's revenue when the reserve price is r is arbitrarily close

to ∫V r;ϵð Þ∑
k� v!;r
� �

−1
j¼1 xj;k� v!;rþϵ

� �−xj;k� v!;r
� �

� �
v jð Þ−

1− F v jð Þð Þ
f v jð Þð Þ

� �
h v!
� �

d v!.

Now there are two ways in which the values of xj;k� v!;rþϵ
� � may differ

from xj;k� v!;r
� � for j≤k� v!; r

� �
−1 . For some values of v!∈ V r; ϵð Þ ,

it may be the case that xj;k� v!;rþε
� � is greater than xj;k� v!;r

� � for all values of
j≤k� v!; r

� �
−1 (in particular, this will happenwhenever k� v!; r þ ϵ

� �
¼

k� v!; r
� �

−1 and there is only one less ad that is shown when the
reserve price is r+ϵ than when the reserve price is r). For such values

of v!, it is necessarily the case that xj;k� v!;rþϵ
� �−xj;k� v!;r

� �
� �

v jð Þ−
1−F v jð Þð Þ
f v jð Þð Þ

� �
N0 for all j≤k� v!; r

� �
−1 and ∑

k� v!;r
� �

−1
j¼1 xj;k� v!;rþϵ

� �−xj;k� v!;r
� �

� �
v jð Þ−

1−F v jð Þð Þ
f v jð Þð Þ

� �
N0 as well.

If xj;k� v!;rþϵ
� � is not greater than xj;k� v!;r

� � for all values of j≤k� v!; r
� �

−1,

then there is some value of j≤k� v!; r
� �

−1 for which xj;k� v!;rþϵ
� �≤xj;k� v!;r

� �.
Note that this can only take place if k� v!; r þ ϵ

� �
≤k� v!; r

� �
−2, and

there is some j≤k� v!; r
� �

−1 for which xj;k� v!;rþϵ
� � ¼ 0. But if the mecha-

nism prefers to show k� v!; r þ ϵ
� �

≤k� v!; r
� �

−2 ads than to show
k� v!; r
� �

−1 ads when the reserve price is r+ϵ, then it must be the
case that if k ≡ k� v!; r þ ϵ

� �
and K ≡ k� v!; r

� �
−1, then ∑k

j¼1xj;kv jð Þ ≥
∑K

j¼1xj;Kv jð Þ.

From this it follows that ∑k
j¼1 xj;k−xj;K
� �

v jð Þ≥∑
K
j¼kþ1xj;Kv jð Þ.

This implies that ∑k
j¼1 xj;k−xj;K
� �

v jð Þ−
1−F v jð Þð Þ
f v jð Þð Þ

� �
≥∑K

j¼kþ1xj;K

v jð Þ;−;
1− F v jð Þð Þ
f v jð Þð Þ

� �
because v jð Þ−

1−F v jð Þð Þ
f v jð Þð Þ is a larger fraction of v( j) for

larger values of v( j) due to the fact that
1−F v jð Þð Þ
f v jð Þð Þ is smaller for larger

values of v( j), and the values of v( j) for j≤k are larger than the values

of v( j) for j≥k+1.

From this it follows that ∑k
j¼1xj;k v jð Þ−

1−F v jð Þ
� �

f v jð Þ
� �

 !
≥∑K

j¼1xj;K

v jð Þ−
1−F v jð Þð Þ
f v jð Þð Þ

� �
. But we already know from an earlier part of the

proof that ∑K
j¼1 xj;K−xj;k� v!;r

� �
� �

v jð Þ−
1−F v jð Þ

� �
f v jð Þ
� �

 !
N0, which implies

that ∑K
j¼1xj;K v jð Þ−

1−F v jð Þ
� �

f v jð Þ
� �

 !
N∑

k� v!;r
� �

−1
j¼1 xj;k� v!;r

� � v jð Þ−
1−F v jð Þ

� �
f v jð Þ
� �

 !
.

Thus it is also the case that ∑k
j¼1xj;k v jð Þ−

1−F v jð Þ
� �

f v jð Þ
� �

 !
N∑

k� v!;r
� �

−1
j¼1

xj;k� v!;r
� � v jð Þ−

1−F v jð Þð Þ
f v jð Þð Þ

� �
, meaning ∑

k� v!;r
� �

−1
j¼1 xj;k� v!;rþϵ

� �−xj;k� v!;r
� �

� �
v jð Þ−

1−F v jð Þð Þ
f v jð Þð Þ

� �
N0.

Thus it is necessarily the case that ∑
k� v!;r
� �

−1
j¼1 xj;k� v!;rþϵ

� �−xj;k� v!;r
� �

� �
v jð Þ−

1−F v jð Þð Þ
f v jð Þð Þ

� �
N0 for all v!∈V r; ϵð Þ regardless of whether xj;k� v!;rþϵ

� � is
greater than xj;k� v!;r

� � for all values of j≤k� v!; r
� �

−1. From this it follows

that if r satisfies r ¼ 1−F rð Þ
f rð Þ , then the publisher obtains strictly greater

revenue by setting a reserve price of r+ϵ for some small ϵN0 than by
setting a reserve price of r. Thus the reserve price that maximizes the
publisher's revenue in the VCG mechanism with dynamic resizing is
greater than the reserve price that maximizes the publisher's revenue
when dynamic resizing is not present. ☐

Proof of Theorem2. Note that we can rewrite the publisher's expected

revenue in Lemma 1 as ∫V∑
n
i¼1∑

s
k¼1∑

k
j¼1xj;kpi; j;k v!

� �
vi−

1−Fi við Þ
f i við Þ

� �
h v!
� �

d v!, where v!≡ v1; v2;…; vnð Þ denotes the advertisers' valuations,

h v!
� �

≡ f 1 v1ð Þ f 2 v2ð Þ… f n vnð Þdenotes the density for each possible real-

ization of the advertisers' valuations, pi; j;k v!
� �

denotes the probability

that advertiser i obtains the jth position and k ads are displayed if the ad-
vertisers' valuations are given by v!, and V denotes the set of all possible
advertiser valuations.

It is apparent that this expression is maximized by assigning the jth
position to the advertiser with the jth-highest value of vi−

1−Fi við Þ
f i við Þ . It is

also apparent that this expression is maximized by always displaying
k� v!
� �

ads, where k� v!
� �

denotes the value of k∈[1,s] that maximizes

∑k
j¼1xj;k v jð Þ−

1−F j v jð Þ
� �

f j v jð Þ
� �

 !
when v( j) denotes the value of the adver-

tiser in position j. Thus the optimal mechanism is a direct revelation
mechanism in which the jth position is assigned to the advertiser with
the jth-highest value, and the mechanism shows k⁎ ads, where k⁎ is

the value of k∈[1,s] that maximizes ∑k
j¼1xj;k v jð Þ−

1−F j v jð Þ
� �

f j v jð Þ
� �

 !
. ☐

Proof of Theorem 3. Note that both the optimal mechanism in
Theorem 2 as well as the VCG mechanism with a reserve price of r
will never display any ads from advertisers with bids bb r because
these advertisers fail to meet the reserve price in the VCG mechanism
with reserve price r and they also have negative virtual valuations

b− 1−F bð Þ
f bð Þ b 0 and therefore will not be shown by the mechanism in

Theorem 2. Thus we can exclusively focus on advertisers with bids
bNr in assessing whether the mechanism in Theorem 2 or the VCG
mechanism with a reserve price of r will display more ads.

Note that if the VCG mechanism with a reserve price of r displays
kbK ads, then it must be the case that ∑k

j¼1xj;kb jð Þ ≥∑
k0

j¼1xj;k0b jð Þ for

all k′∈(k ,K], meaning we have ∑k
j¼1 xj;k−xj;k0
� �

b jð Þ ≥∑
k0

j¼kþ1xj;k0b jð Þ .

This in turn implies that ∑k
j¼1 xj;k−xj;k0
� �

b jð Þ−
1−F b jð Þ

� �
f b jð Þ
� �

 !
≥

∑k0

j¼kþ1xj;k0 b jð Þ−
1−F b jð Þ

� �
f b jð Þ
� �

 !
becauseb jð Þ−

1−F b jð Þð Þ
f b jð Þð Þ is a larger fraction

of b( j) for larger values of b( j) due to the fact that
1−F b jð Þð Þ
f b jð Þð Þ is smaller for

larger values of b( j), and the values of b( j) for j≤k are larger than the values

of b( j) for j≥k+1. But this means that ∑k
j¼1xj;k b jð Þ−

1−F b jð Þ
� �

f b jð Þ
� �

 !
≥

∑k0

j¼1xj;k0 b jð Þ−
1−F b jð Þ

� �
f b jð Þ
� �

 !
for all k′∈(k ,K], meaning the optimal

mechanism in Theorem 2 would also prefer to display k ads rather
than display k′ ads for all k′∈(k ,K]. Thus the optimal mechanism in
Theorem 2 will never display more ads than the VCG mechanism with a
reserve price of r.

To see that the optimalmechanism in Theorem 2will sometimes dis-
play strictly fewer ads than the VCGmechanismwith a reserve price of r,
note that if there is exactly one advertiser who submits a bid equal to r,
exactly one advertiser who submits a bid bNr, and x1,1bbx1,2b+x2,2r,
then the VCG mechanism with a reserve price of r will display exactly
two ads. But the optimal mechanism in Theorem 2 will display exactly

one ad because the fact that r− 1−F rð Þ
f rð Þ ¼ 0 implies that x1;1 b− 1−F bð Þ

f bð Þ
� �

N

x1;2 b− 1−F bð Þ
f bð Þ

� �
þ x2;2 r− 1− F rð Þ

f rð Þ
� �

. From this it follows that the optimal

mechanism in Theorem 2 will sometimes display strictly fewer ads
than the VCGmechanismwith a reserve price of r. ☐
Proof of Proposition 1. Let r1 ,… , rs−1 denote the optimal position-
specific reserve prices for a VCG auction with s−1 slots. Note that if
the publisher runs a VCG auction with s slots and reserve prices
r1 ,… , rs−1 , rs, where rs ≡ v, then this will always result in the same
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allocations and prices as the VCG auction with s−1 slots because no
advertiser will ever bid b≥rs.

Now consider a VCG auction with s slots and reserve prices
r1 ,… , rs−1 , rs, where rs ≡ v−ϵ for some arbitrarily small ϵN0. Setting
rs ¼ v−ϵ rather than rs ¼ v can only have an effect on allocations or
prices if at least s advertisers have a value greater thanv−ϵ. If all s adver-
tisers have values greater than v−ϵ, then setting rs ¼ v−ϵ results in rev-
enue of at least ∑s

j¼1xj;s v−ϵð Þ. However, setting rs ¼ v would result
in revenue no greater than maxk∈ 1;s−1½ �∑

k
j¼1xj;kv . Since ∑s

j¼1xj;sN

maxk∈ 1;s−1½ �∑
k
j¼1xj;k , it follows that for sufficiently small ϵN0, setting

rs ¼ v−ϵresults in greater revenue than settingrs ¼ v. Thus the publish-
er achieves greater expected revenue by running a VCG auction with s
slots and appropriately chosen position-specific reserve prices than
by running a VCG auction with s−1 slots and the optimal position-
specific reserve prices. ☐
Proof of Proposition 2. (a). We know from Corollary 1 that the
publisher's revenue from the VCG mechanism with a reserve price of r

is n∑s
k¼1∑

k
j¼1xj;k ∫∞r p j;k v; rð Þ v−

1−F vð Þ
f vð Þ

� �
f vð Þ dv

� 	
when each

bidder's value is an independent and identically distributed draw from
the cumulative distribution function F(⋅) with corresponding pdf f(⋅).
To prove the result, I first calculate the values of p1,1(v, r), p1,2(v, r),
and p2,2(v,r) for all values of v≥r.

First note that a bidder with value v will be in the second slot if and
only if this bidder has the second-highest value and the bidder with
the highest value of v(1) has a value satisfying x1,1v(1)≤x1,2v(1)+x2,2v,
which holds if and only if v 1ð Þ ≤

x2;2
x1;1−x1;2

v . Thus a bidder with value v

will be shown in the second slot if and only if the bidderwith the highest
value has value in

�
v; x2;2

x1;1−x1;2
v


and all other bidders have a value lower

than v. This happens with probability n−1ð Þ F x2;2
x1;1−x1;2

v
� �

−F vð Þ
� �

F

vð Þn−2, so p2;2 v; rð Þ ¼ n−1ð Þ F x2;2
x1;1−x1;2

v
� �

−F vð Þ
� �

F vð Þn−2.

Now if a bidder with value v has the highest value, then this bidder
will have the only ad shown if and only if the second-highest
value v(2) satisfies either v(2)≤r or x1,2v+x2,2v(2)≤x1,1v, which holds
if and only if either v(2)≤ r or v 2ð Þ≤

x1;1−x1;2
x2;2

v . This happens with

probability F max r; x1;1−x1;2
x2;2

v
n o� �n−1

. And the probability that a bidder

with value v has the highest value in the first place is just F(v)n−1.
By combining these facts, it follows that p1;2 v; rð Þ ¼ F vð Þn−1− F

max r; x1;1−x1;2
x2;2

v
n o� �n−1

and p1;1 v; rð Þ ¼ F max r; x1;1−x1;2
x2;2

v
n o� �n−1

.

Now the derivative of the seller's revenue with respect to r is

n∑s
k¼1∑

k
j¼1xj;k −pj;k

h
r; rð Þ r− 1−F rð Þ

f rð Þ
� �

f rð Þ þ ∫∞r
∂pj;k v; rð Þ

∂r
v− 1−F vð Þ

f vð Þ
� �

f vð Þ dv
i
, which for the case s=2 is equal to−n x1;1 F rð Þn−1þ

h
x2;2 n−1ð Þ

F x2;2
x1;1−x1;2

r
� �

−F rð Þ
� �

F rð Þn−2
i

r−1− F rð Þ
f rð Þ

� �
f rð Þ þn∫

x2;2
x1;1−x1;2

r

r n−1ð Þ f rð ÞF

rð Þn−2 x1;1−x1;2
� �

v−1− F vð Þ
f vð Þ

� �
f vð Þ dv

i
. Thus the derivative of the seller's

revenue with respect to r is non-negative if and only if−
h

x1;1
n−1 F rð Þþ x2;2

F x2;2
x1;1−x1;2

r
� �

− F rð Þ
� �i

r− 1−F rð Þ
f rð Þ

� �
þ ∫

x2;2
x1;1−x1;2

r

r x1;1−x1;2
� �

v−
1−F vð Þ
f vð Þ

� �

f vð Þ dv
i
≥0 . But this equation is increasing in n for all r satisfying

r− 1−F rð Þ
f rð Þ N0, so from this it follows that if the derivative of the seller's

revenue with respect to r is zero for some n, then this derivative will
still be positive for larger values of n. Thus the optimal reserve price is
increasing in n.

(b). When x1,1=x1,2, we know from Theorem 1(a) that r(x1,1,n) is

the r satisfying r ¼ 1−F rð Þ
f rð Þ , but when x1,1 is slightly greater than x1,2,

we know from Theorem 1(b) that r(x1,1,n) will be greater than this.
Thus r(x1,1,n) will be increasing in x1,1 for values of x1,1 close to x1,2.
And when x1,1=x1,2+x2,2, then the auction will always show exactly
one ad, r(x1,1,n)will be the same as the optimal reserve price for a single
slot auction, and the optimal reserve price will be the r satisfying

r ¼ 1−F rð Þ
f rð Þ . But when x1,1 is slightly less than x1,2+x2,2, then we know

from the result in Theorem 1(b) that r(x1,1,n) will be greater than this
r. Thus r(x1,1,n) will be decreasing in x1,1 for values of x1,1 close to
x1,2+x2,2. □
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