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#### Abstract

This article analyzes the behavior of students in a college classroom with regard to their evaluation of teacher performance. As some students are randomly able to see their grades prior to the evaluation, the "natural" experiment provides a unique opportunity for testing the hypothesis as to whether there exists a possibility of a hedonic (implicit) exchange between the students' grades and teaching evaluations. Students with good grades tend to highly rate the teaching quality of their instructors, in comparison with those who receive relatively poor grades. This study finds that students with better grades than their expected grades provide a psychological "gift" to their teachers by giving a higher teacher evaluation, whereas it is the opposite with those students receiving lower grades than their expectation. These empirical results demonstrate that a previous interpretation on the effect of student grades in an incumbent course with regard to the teaching quality may have to be somewhat discounted.
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## 1. Introduction

As there has been an increased emphasis on the public accountability of universities, the role of the faculty in teaching and conducting research at a university is becoming more important. Teaching plays a major role in college education, and the student evaluation of teaching (hereinafter, SET) is a reference for improving the quality of instruction (Lee \& Cho, 2014). In many universities, student evaluations are used as key materials for the academic promotion process as well as associating the number of course registrations with the students' preference for faculty. As a result, not only the course content (e.g., clarity of instruction, adequacy of course materials and instruction methods), but also other factors such

[^0]as an instruction itself (e.g., competency and enthusiasm of the faculty and grades assessed by student evaluations) are becoming significant.

In previous studies, there have been many efforts to identify the determinants of student evaluations at universities, such as characteristics of faculty, courses, students, etc. First, as for faculty characteristics, many studies tried to examine the effects of faculty age, gender, and position (Feldman, 1984; Fernández \& Mateo, 1997; Marsh, 2007; Ting, 2000). However, at most, the effect of faculty characteristics is found to be very minimal, and varies across studies.

Second, there are also many studies on the effects of course characteristics on student evaluations. A study on the electivity of a course suggests that instructors teaching an elective course usually receive higher scores of student evaluations compared to the instructors teaching a required course (Marsh, Hau, Chung, \& Siu, 1997). Among the fields of study, student evaluations are the highest for the faculty of college of arts and humanities, but the differences are not
large (Ory, 2001). Class size sometimes affects student evaluations. Feldman (1984) found that a very large or a very small class receives higher scores of student evaluations. Yet, on the contrary, a study by Bedard and Kuhn (2008) found that as class size becomes larger, student evaluations become lower.

Third, as for students' characteristics, some studies indicated that a student's grade also influences student evaluations, suggesting a statistically significant positive relationship between the students' grades in the current course and student evaluations (Arnold, 2009; Heckert, Latier, Ringwald, \& Silvey, 2006; Spooren, 2010). Those studies interpreted this relationship as a reflection of the teaching effectiveness or student learning. Because students learn more and better from faculty who teach effectively than those who do not, they can get higher grades; thus, it naturally follows that a faculty member would obtain better student evaluations.

Unlike these studies, many economics studies are concerned about bias on student evaluations because of the students' expectations about their course grades. From a "bias" point of view, the students with good grades tend to highly rate their instructors on teaching evaluations. Thus, instructors are likely to have some incentive to give more inflated grades to students since teaching evaluation can ultimately affect the promotion of instructors. According to this "grading leniency" hypothesis, the faculty tries to "relax" grading standards in order to receive higher evaluations (e.g., Brockx, Spooren, \& Mortelmans, 2011). Several studies employ an expected grade in order to empirically test the grading leniency hypothesis on student evaluations because students do not know their own course grades at the time of the evaluations (Aigner \& Thum, 1986; Ewing, 2012; Ginexi, 2003; Greenwald \& Gillmore, 1997; Isely \& Singh, 2005; Krautmann \& Sander, 1999; Matos-Diaz \& Ragan, 2010; McPherson, 2006). However, since the expected grade denoted in the student evaluation questionnaires tends to be noisy (i.e., imprecise or perhaps biased), some studies alternatively use the course grades (Brockx et al., 2011; Marsh, 1984; Spooron, 2010; Weinberg, Hashimoto, \& Fleisher, 2009). For example, Weinberg et al. (2009) use the actual grade in the current course as a measure of the expected grade because students can have some idea of what grades they will receive based on midterm results, homework scores, and other objective information on their course performance, as well as any possible "signals" from the instructor, although students generally do not receive perfect information on final grades before completing their evaluations.

Instead of utilizing the expected or actual grades directly, some studies use the composite terms. For example, Isely and Singh (2005) use the gap between the expected grade and cumulative GPA as the relative expected grade, and Davies, Hirschberg, Lye, Johnston, and Mcdonald (2007) calculated the difference between the students' course grades and average grade for other courses being taken during the same semester. The students who obtained higher grades, relative to their expectation, would hence give a psychological "gift" to their teachers by giving higher evaluations; whereas, it is the opposite with those students receiving lower grades than their expectations.

Under the assumption that student with better grades are likely to give more favorable evaluations, this study focus on the possibility of a hedonic (implicit) exchange between the
students' course grades and student evaluations. In this paper, the reservation grade is defined as the minimum grade expected by students. If the actual grade is higher than the reservation grade, then a grade surplus is realized; as a result, students provide higher evaluations based on their hedonic value of the grade surplus. On the other hand, if the actual grade is lower than the reservation grade or in the face of a negative grade surplus, the students pay back by rating teachers through lower evaluations. Since students with better grades are likely to have a positive hedonic value of grade surplus, the empirical estimation (without appropriately considering this component) may be biased. This study will identify the very existence of the bias factor, suggesting that the positive influence of the students' grades on teaching quality may have to be discounted as much as the bias factor.

This paper is organized as follows. Section 2 demonstrates how the data for teaching evaluation was created. Section 3 describes the summary statistics of the data used in this study. Section 4 describes a theoretical model of this analysis. Section 5 describes the empirical models. Section 6 reports the results and Section 7 is the conclusion.

## 2. Data of teaching evaluation

In order to empirically identify the existence of the aforementioned bias factor, which might exist in estimating teaching evaluations, this study exploited a very novel data set. In order for this empirical work to be done, there should be two groups of students. One group is composed of students who are informed of their grades in class, prior to submitting the evaluations, whereas another group includes those who are not informed of their grades. The novel data set was created by a system-related technical error that happened at one of the major universities in Korea, Sungkyunkwan University. The system error occurred in 87 classes at the College of Engineering during the spring semester of 2012. At the College of Engineering, course evaluations are largely divided into the two major types: one is for ABEEK programs ${ }^{1}$ and the other is for general courses required for the major. The Information and Communications Center responsible for building a course evaluation system was supposed to classify course evaluations according to prescribed course type by setting "ABEEK" for the ABEEK programs and setting "null" for other major-related courses, before students evaluate their courses for the semester. However, the center failed to properly mark "null" for general courses, even though it properly set "ABEEK" for the ABEEK programs.

After the student evaluations and final exams were completed, students were able to check their grades. During the grade announcement period, the Information and Communications Center discovered that the course evaluation type was not properly set for other major-related courses. After correcting this error, the Information and Communications Center sent the data to the administrative division, which manages course evaluation for calculating evaluation scores.

[^1]

Fig. 1. Process of natural sample formation of student teaching evaluations at Sungkyunkwan University.

However, the course evaluation response rate was extremely low, raising doubt that there might be another error in the evaluation system. An investigation into the cause of the problem showed that parts of the course evaluation data submitted by some students were not properly saved and consequently deleted when the Information and Communications Center was re-setting "null" for the general courses of a major.

An examination of the distribution for the course evaluation respondents, whose responses were deleted, the results indicated that these errors did not occur only for some particular courses or majors. The errors occurred randomly among 87 general courses taken by students whose majors spanned five different fields in the College of Engineering. ${ }^{2}$ The Information and Communications Center had to reconstruct the course evaluation program, and the administrative division had to make an announcement that course evaluations would be scheduled to take place again. The announcement was conducted via SMS, email, and phone calls to students whose course evaluations were missing. As a result of this administrative effort, approximately $86.5 \%$ of students who checked their grades took part in the re-evaluations. That is about $4.8 \%$ points lower than $91.3 \%$, which was the response rate of students who provided their evaluations in accordance with the normal procedures.

Fig. 1 displays the process of how this novel data set was created. The data set consists of one group of students whose responses were randomly deleted because of a system error, as a result of inevitably having checked out their grades before conducting re-evaluations on the teaching; and the other group was of students who normally conducted their course evaluations without knowing their grades beforehand. In Fig. 1, the group, who provided their evaluations on teaching in normal course evaluation procedures, first gave evaluations for teaching before checking their grades (step $1 \rightarrow$ step $2 \rightarrow$ step 3 ). However, the other group, whose course evaluations were deleted because of a system error, already checked out their grades before providing re-evaluations for teaching (step $2 \rightarrow$ step $3 \rightarrow$ step 1 ). That is, students in both groups

[^2]went through the steps of final exams (step 2) and grade announcement (step 3) in the same period. However, there is a difference as to whether the student evaluations of teaching come before the grade announcement or not.

This uniquely created data set enable this study to conduct a natural experiment where one can empirically test whether there can be a significant bias in the student evaluations of teaching. We can also examine the effects of the difference between the students' expected grades and the actual course grades on the student evaluations of teaching.

## 3. A theoretical model

This study estimates the link between grades and student evaluations of teaching (SET) to determine the effect of bias on SET, according to the status of grade checking. In this section, a simple theoretical model can be established for the following empirical analysis. The basic estimating determinant of SET is:
$S E T=F(X)$
where $F(X)$ is a SET mechanism based on the general characteristics discussed in previous research, including instructor characteristics (e.g., age, sex, tenured or not); student characteristics (e.g., age, gender, major, student's expected performance); and course characteristics (e.g., size, whether or not it is required). ${ }^{3}$

This study estimates an innovative experiment that goes beyond the results of previous research regarding the determinants of SET. The central purpose of this study is to seek the existence of bias on SET because of the students' expectations of their course grades and the actual course grades, which depends on the available information to the students at the moment of SET. The SET data of Sungkyunkwan University for this study is appropriate for the analysis because the sample of students who evaluated the course, after checking their grades, were created randomly. ${ }^{4}$ The basic model with

[^3]the bias term can be described as follows:
$S E T=F(X)+B(E G)$
where $E G$ is the expected grade in the current course and this captures both the instructional quality of a course (as $E G$ is included in $X$ ) and the bias effect of the grade on SET ( $E G$ as an argument of $B(\cdot)$ ).

One claim is that instructors who teach more effectively receive better SET because their students learn more in their courses, thereby earning good grades (Brockx et al., 2011; Marsh \& Roche, 1997). In this case, a student's expected grade indicates good teaching and more learning. Another claim is that bias term captures the SET reward from a high expected grade or the SET penalty from a low expected grade (Ewing, 2012; Isely \& Singh, 2005; Krautmann \& Sander, 1999; McPherson, 2006). Since students generally do not know the actual grade at the point of teaching evaluation, the source of bias should be the expected grade in the current course. In the teaching evaluation analyzed in our paper, the expected grade is asked to students. Thus, this study utilized the expected grade as a source of the students' learning and bias term as well. ${ }^{5}$

Because of a random glitch, some of students had a chance to know their actual grade before doing their SET. As they recognized the existence of a gap between their actual grades and expected grades, the additional bias mechanism may be activated for the students experiencing the random glitch. The general model, including this additional bias term for students who are affected by the glitch, is:
$S E T=F(X)+B(E G)+d H(A G-E G)$
where $A G$ is the actual grade in the current course, and $d$ is a design parameter for the course evaluation mechanism. The $d=0$ means the SET in the state of "not checking" one's own grade, and $d=1$ means SET in the state of "checking" one's own grade. Students, who are affected by the glitch, react to actual grades in their responses to SET because they fill out SET after getting their actual grades. The source of bias for students who are affected by the glitch can be two types. The first one is the expected grade and the second one is the difference between the actual grades and expected grades in the current course. After observing the actual grade, the students adjust their bias by the expected grade with the gap between actual grades and expected grades. ${ }^{6}$

If grades affect SET, students will give a reward (or penalty) to the instructor in return for the higher or lower grades. When the bias term in $B(E G)$ is positive, it suggests that students can evaluate the course subjectively in addition to the quality of the course or their own learning outcome, depending on the grade surplus that they did not expect. ${ }^{7}$ It means that when students evaluate a course

[^4]subjectively, a tacit agreement occurs between the student's grade surplus and SET for the instructor, in a manner that when the surplus grade is positive, the students provide the instructor with a premium of higher SET scores on the basis of the grade surplus. On the other hand, if the term is negative, the student penalized the faculty by giving low SET. Furthermore, the bias of reward and penalty is created by $B(E G)$ and $H(A G-E G)$ for the group of students experiencing the glitch. As $B(E G)+H(A G-E G)$ is positive, the students experiencing the glitch provide the instructor with a premium of higher SET scores. There is an extra source of bias for the students with the glitch, who can adjust $B(E G)$ by the term of $H(A G-E G)$, even if the students group experiencing no glitch should rely solely on $B(E G)$ for their bias.

This study empirically uses creative experiment data to test the hypothesis as to whether the subjective factor of students can operate in SET. The experiment was possible when two groups were compared in a situation, where some evaluate SET after checking their grades and others evaluate SET without checking their grades. The experiment is free from the sample selection or self-selection bias only when $d=0$ and $d=1$ are randomized in the model.

## 4. Descriptive statistics

The data for student evaluations of teaching includes individual students who were in 87 classes influenced by the system errors happened in the College of Engineering at Sungkyunkwan University, Seoul, South Korea, during the spring semester of the 2012 academic year. The SET is normally conducted on-line after students complete their final examinations. The students have to answer a set of teacher evaluation questionnaires, if they want to check their grades for the courses prior to receiving a formal transcript via mail. Hence, the response rate for SET is usually higher than 90 percent because most students wish to know their grades as soon as possible.

As aforementioned, a very interesting event, from the perspective of researchers, happened at Sungkyunkwan University, which is one of the major universities in South Korea. Some of the students were randomly allowed to see their grades before they participated in the teaching evaluations because of technical problems in the campuselectronic system. This event was only observed for those undergraduate students whose majors were related to several engineering fields. Those fields are mechanical, system management, advanced materials sciences, chemical, and architectural engineering. This natural experiment provides a good opportunity for testing the hypothesis on whether the SET objectively measures the effectiveness of the instructors' teaching in the college classroom. If students objectively evaluate the instructors' teaching performance, then SETs should not depend on the students' course grades or on whether they knew their grades in advance.

Table 1 summarizes the summary statistics by dividing the samples of students based on whether they knew their
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Fig. 2. Mean student evaluation across current course grades.

Table 1
Summary statistics.

|  | Non-checker | Checker | $p$-value |
| :--- | :---: | :---: | :--- |
| Class size $<30$ | 0.04 | 0.03 | 0.18 |
|  | $(0.19)$ | $(0.17)$ |  |
| $30 \leq$ class size $<50$ | 0.29 | 0.27 | 0.24 |
|  | $(0.45)$ | $(0.44)$ |  |
| $50 \leq$ class size $<70$ | 0.14 | 0.17 | 0.03 |
|  | $(0.35)$ | $(0.38)$ |  |
| Class size 70+ | 0.52 | 0.52 | 0.87 |
|  | $(0.49)$ | $(0.49)$ |  |
| Student's age | 22.69 | 22.82 | 0.12 |
|  | $(2.15)$ | $(2.13)$ |  |
| Female student | 0.25 | 0.19 | 0.00 |
|  | $(0.43)$ | $(0.40)$ |  |
| Instructor's age | 49.60 | 50.08 | 0.09 |
|  | $(7.41)$ | $(7.47)$ |  |
| Assistant | 0.08 | 0.07 | 0.24 |
|  | $(0.27)$ | $(0.25)$ |  |
| Associate | 0.22 | 0.21 | 0.21 |
|  | $(0.41)$ | $(0.41)$ |  |
| Professor | 0.66 | 0.70 | 0.02 |
| Lecturer | $(0.48)$ | $(0.46)$ |  |
|  | 0.03 | 0.02 | 0.04 |
| Expected grade | $(0.16)$ | $(0.13)$ |  |
| Previous GPA | 3.95 | 3.95 | 0.93 |
|  | $(0.67)$ | $(0.71)$ |  |
| Grade in the current course | 3.31 | 3.36 | 0.08 |
| Sample size | $(0.69)$ | $(0.73)$ |  |
|  | 3.39 | 3.32 | 0.07 |
|  | $(1.01)$ | $(1.02)$ |  |
|  | 812 | 4,323 |  |

Standard deviations are in parentheses.
grades in advance, as from the 87 classes influenced by technical problems. The basic characteristics between two groups do not seem to be much different. For example, the average grade in the current course for grade-checkers (who already knew their current course grades at the time of the teacher evaluation period) is 3.32 , while the average grade is 3.39 for non-checkers (who do not know their grades). The distribution of the previous GPA between the two groups shows a very similar pattern. Furthermore, the expected grades obtained from SET questionnaires, are shown to be the same
between grade-checkers and non-checkers. ${ }^{8}$ By examining those three measures of grades patterns, we are able to reasonably hypothesize that the system error randomly happened for the 87 classes analyzed in the paper. ${ }^{9}$

Appendix A shows the distributions of the difference in the grade between checkers and non-checkers, for each of 87 classes influenced by the system errors. Even though the overall difference of grade was not different between the two groups, a difference (of checkers and non-checkers) within a class seems to appear for many cases. This observed gap was expected since both of the class size and the proportion of checkers within a class are different for each class. For example, it is difficult to see a similar grade between the checkers and non-checkers within a very small size of class. Under the same reasoning, the grade gap is more likely to be observed in a class where the proportion of checkers is severely dominating. Thus, class fixed effects were accounted for in this empirical analysis, in order to control for the unobserved different characteristics of each class because of its small sample property.

Fig. 2 shows that the distributions of SETs are affected by the levels of the students' course grades, when they know them in advance. The measures of the teaching evaluation
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Fig. 3. Mean student evaluation across expected grades.
are coded into five different levels: (1) poor, (2) fair, (3) good, (4) very good, and (5) excellent. For students whose grades in the current courses are quite low (between 1.5 and 2.0 out of a 4.5 scale), the level of SETs of the students, who know their grades in advance, is shown to be quite lower than the level of SETs of students who do not know their grades with regard to the teacher evaluation. The observed gap of SETs between the grade-checkers and non-checkers is becoming narrower when students' grades are getting close to perfect scores.

Fig. 3 shows the level of SET between grade checkers and non-checkers across their levels of expected grades. As the expected grades of students rise, the SET becomes large as well, for both of the two groups. The gap of SETs between grade checkers and non-checkers are not much different regardless of their expected grades.

## 5. Empirical models

The following SET ratings were estimated in order to test as to whether the college students objectively evaluated their teacher performance:
$S E T_{i}=\alpha+\beta_{i s} \sum_{s=1}^{n} X_{i s}+\delta K_{i s}+\varepsilon_{i}$
where $X_{i s}$ is the vector of characteristics affecting SET and $\varepsilon_{i}$ is a residual error term. The dependent variable is originally coded from (1) highest rating to (5) lowest rating but the order was reversed for interpretational purposes.

Vector $X_{i s}$ includes class size, the students' information (age, gender, and expected grade) and the instructor's information (age, tenured or not, and teaching position). The class size is categorized as $1-29,30-49,50-69$, and $70+$ students. The criterion for the cut-off points is to make sure that each group has a balanced sample size. The instructor's teaching position is originally categorized as lecturer (which is a semester-based contractual position), assistant professor, associate professor, and full professor position. As a full professor can be regarded as a tenured position in Korea, the position variable (tenured or not) is expected to capture the instructor teaching productivity (Krautmann \& Sander, 1999).

In addition to the position variable, this study controlled for a tenure variable that reflects an instructor's teaching experience (McPherson, 2006).

The key variable $K_{i s}$ is the interacting term between whether students knew their course grades at the time of the teacher evaluations and the information that students newly received from the system errors in SET. In other words, the information is described as the difference between grades in the current course and expected grade. Thus, $K_{i s}$ captures the students' attitude toward the teacher evaluation when they receive information on their grades. The $\delta$ is expected to be statistically non-significant if students objectively evaluate teacher performance since the role of the expected grade will capture the bias term in SET determination. If the students' attitudes toward teacher evaluation change as they know their grades in the current courses, $\delta$ is expected to be statistically significant. In particular, any retaliatory attitude of students will enforce the estimated coefficient of $\delta$ being positive. In other words, the students will give a generous teaching evaluation when they happen to obtain a relatively higher actual grade than their expected grade and vice versa.

## 6. Main results

In Table 2, the empirical results of the SET determinant are presented, focusing on the students' behavior when they know their current course grades. First of all, column (1) shows that class size does not seem to be an important factor for determining teacher evaluations. However, the students' gender and age are shown to affect teacher evaluations. The "check" variable indicates whether students already knew their current course grades when they report their scores for the teacher evaluation. As can be seen, students who happen to know their grades in advance seem to report relatively lower scores, compared to the non-checkers. The estimated coefficient of the expected grade variable shows a strong positive correlation between the expected grades obtained from survey questionnaires and the scores for teacher evaluations.

Column (2) adds one interaction variable between the indicator of recognizing grades in advance and the gap of

Table 2
The determinant of student teacher evaluations.

|  | $(1)$ | $(2)$ |
| :--- | :--- | :--- |
| Class size $30-49$ | -0.273 | -0.294 |
|  | $(0.235)$ | $(0.235)$ |
| Class size 50-69 | -0.275 | -0.297 |
|  | $(0.238)$ | $(0.233)$ |
| Class size 70 or more | 0.035 | 0.027 |
|  | $(0.254)$ | $(0.254)$ |
| Student's age | $0.023^{* *}$ | $0.025^{* *}$ |
|  | $(0.008)$ | $(0.008)$ |
| Female student | $-0.171^{* *}$ | $-0.171^{* *}$ |
|  | $(0.034)$ | $(0.034)$ |
| Instructor's age | 0.001 | 0.001 |
|  | $(0.008)$ | $(0.008)$ |
| Tenure (in years) | -0.010 | -0.010 |
|  | $(0.008)$ | $(0.008)$ |
| Tenured professor | 0.024 | 0.031 |
|  | $(0.151)$ | $(0.151)$ |
| Check | $-0.101^{* *}$ | -0.060 |
|  | $(0.036)$ | $(0.037)$ |
| Expected grade | $0.513^{* *}$ | $0.536^{* *}$ |
|  | $(0.018)$ | $(0.019)$ |
| Check | (grade-expected grade) | No |
|  |  | $0.096^{* *}$ |
| Class fixed effects | Yes | Yes |
| Sample size | 4,376 | 4,376 |
| R-squared | 0.223 | 0.241 |

Notes: Robust standard errors are in parentheses.

* statistically significant at the $5 \%$ level
** statistically significant at $1 \%$
grades between the current course and expected grade. Given that students already knew their grades in the courses, the empirical result indicates that as students obtained relatively higher grades compared to their expected grades, they gave higher points on their instructors' teaching evaluation. In addition to their current grades, students seem to care about how low (or high) their grades are compared to their expectation of actual grades. The empirical result shows that the when students receive relatively higher grades than they expected, they provide higher teacher evaluation scores, given that the students knew their grades beforehand. On the contrary, students seem to show some type of retaliatory behavior through teacher evaluations when they receive lower grades than they expected in the classroom.


## 7. Conclusion

This study examined the students' attitude toward gradebased teaching evaluation using SET data for the spring semester in the 2012 academic year. It compared and analyzed the behavior of students who evaluated a course under an exogenous experiment, including students who knew their grades versus those who did not.

With the unique data set created by a natural experiment, this study tried to empirically test whether there can be a significant bias in student evaluations of teaching by examining the effects of the difference between the students' expected grade and the actual course grade, as reflected by the student evaluations of teaching. More specifically, SET was estimated, depending on before and after checking their grades, not in an artificial experiment, but in a natural
environmental situation in order to explain the relationship between SET and the students' inner characteristics.

This paper introduced the concept of surplus grades, which implies a gap between the course grade and the reservation grade that is determined by the expected grade. As a result, this study examined the reward mechanism of a surplus grade in SET. It demonstrated that as the surplus grade became greater, it had a statistically significant positive effect on SET. This result suggests that the trade-off between excess gain and teacher evaluation scores takes place in the form of students' rewarding faculty with high teaching evaluation scores for the gain of the surplus grade, and in the opposite situation, giving a penalty. The fact, that the discrepancy between the grade received from the course and the expected grade affects SET, demonstrates that a subjective factor operates in SET. Furthermore this paper argues that the estimated size of the positive influence of the students' grades on the teaching quality in the previous studies may be biased.

Given that the results of SET becomes a reference for the quality improvement of course content and can influence personnel decisions, these empirical results suggest that the psychological and subjective factors, such as the students' attitude toward grades, can have a significant effect on SET.

## Appendix A

Table A.1.

Table A. 1
Distributions of difference in grade between checkers and non-checkers within each class.

| Class | Grade Gap | Class | Grade Gap | Class | Grade Gap |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | -0.23 | 30 | -0.26 | 59 | -0.21 |
| 2 | -0.02 | 31 | +0.38 | 60 | +0.60 |
| 3 | -0.04 | 32 | +0.19 | 61 | -0.57 |
| 4 | +0.51 | 33 | -0.10 | 62 | -0.15 |
| 5 | -0.20 | 34 | +0.02 | 63 | -0.08 |
| 6 | -0.70 | 35 | +0.21 | 64 | -0.72 |
| 7 | -0.31 | 36 | +0.21 | 65 | +0.44 |
| 8 | +0.12 | 37 | -0.11 | 66 | -0.80 |
| 9 | +0.17 | 38 | +0.36 | 67 | +0.00 |
| 10 | -0.46 | 39 | +0.26 | 68 | +0.07 |
| 11 | -0.38 | 40 | +0.23 | 69 | -1.53 |
| 12 | +0.13 | 41 | +0.06 | 70 | -0.38 |
| 13 | +0.07 | 42 | +0.75 | 71 | +0.03 |
| 14 | -0.37 | 43 | +0.13 | 72 | -0.47 |
| 15 | -0.29 | 44 | -0.04 | 73 | -0.04 |
| 16 | +0.16 | 45 | -0.41 | 74 | +0.52 |
| 17 | -0.13 | 46 | -0.03 | 75 | +0.10 |
| 18 | -0.30 | 47 | +0.29 | 76 | -0.24 |
| 19 | -1.04 | 48 | -0.05 | 77 | +0.00 |
| 20 | +0.31 | 49 | +0.53 | 78 | -0.10 |
| 21 | -0.08 | 50 | +0.29 | 79 | -0.65 |
| 22 | -0.14 | 51 | -0.08 | 80 | -0.35 |
| 23 | +0.29 | 52 | +0.00 | 81 | +0.21 |
| 24 | -0.17 | 53 | -0.54 | 82 | -0.79 |
| 25 | -0.12 | 54 | +0.48 | 83 | +0.15 |
| 26 | +0.48 | 55 | -0.26 | 84 | -0.36 |
| 27 | +0.28 | 56 | +1.28 | 85 | -0.47 |
| 28 | +1.51 | 57 | -0.67 | 86 | -0.04 |
| 29 | -0.14 | 58 | +0.50 | 87 | -0.70 |
|  |  |  |  |  |  |
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[^1]:    ${ }^{1}$ ABEEK programs refer to the engineering education programs accredited by the Accreditation Board for Engineering Education of Korea (ABEEK). Those programs are designed to nurture highly qualified engineers who are needed by major companies in some industries.

[^2]:    ${ }^{2}$ As for the percentage of students whose course evaluation responses were deleted, the deletion rate for students majoring in architectural engineering is $38.9 \%$, and the rate for students majoring in mechanical engineering is $58.5 \%$. Also, those rates for students majoring in systems management, advanced materials sciences, and chemical engineering, are $50.1 \%$, $53.7 \%$, and $46.8 \%$, respectively.

[^3]:    ${ }^{3}$ See for example Krautmann and Sander (1999), Isely and Singh (2005), McPherson (2006), Davies et al. (2007), Bedard and Kuhn (2008), and Langbein (2008).
    ${ }^{4}$ Previous research, especially in economics, supports the speculation that grades can influence SET, but it rarely distinguishes between the influence of actual and expected grade due to the difficulty of collecting data on actual or expected grades by separated groups whether knowing their actual grades or not.

[^4]:    ${ }^{5}$ Some authors use the expected grades as given by students on SET form, and students have some idea of what grades they may receive, based on objective information such as midterm results and homework scores on their course performance (Aigner and Thum, 1986; Greenwald and Gillmore, 1997; Krautmann and Sander, 1999; Ginexi, 2003; Isely and Singh (2005); McPherson, 2006; Matos-Diaz and Ragan, 2010; Ewing, 2012).
    ${ }^{6}$ A relative measure of grades is the preferred explanatory variable in terms of representing a determinant of SET (Isely and Singh 2005; Davies et al., 2007; Ewing, 2012)
    ${ }^{7}$ Langbein (2008) use a Hausman test of simultaneity to examine the claims that SET are generally a valid indicator of teaching effectiveness or

[^5]:    student learning. In this test, the course and faculty fixed effect dummied and the expected grade are assumed to be exogenous to both the actual grade and the SET. The results support the hypothesis that faculty are rewarded with higher SET if they reward students with higher grades.

[^6]:    ${ }^{8}$ The p-values shows the results from hypothesis testing of statistical differences of means for each variable by two groups. Most of the key variables shown in the Table 1 are not statistically different between checkers and non-checkers at $5 \%$ significant level.
    ${ }^{9}$ Even though the system error occurred randomly, the distribution of the re-evaluation response rate shows that there may be some degree of selection bias, when compared to the initial response rate of the entire student body. However, this possibility of self-selection because of the re-evaluation process, which took place after the random system error, is not expected to significantly affect the empirical results for the following reasons. First, the student response rate for the teaching evaluation was very high in both student group, those that checked their grades and those who did not. The response rate for the group that checked is $86.5 \%$ while the rate for the group that did not check is $91.3 \%$, thus indicating a small difference. Second, the expected grade surveyed in the questionnaire may reflect an unobserved heterogeneity of students in the teaching evaluation. Finally, in the regression analysis of this study, class fixed effects were used, in addition to using the expected grades, in order to control for any unobservable heterogeneity problem across classes.

