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A B S T R A C T

Using forecasts of the inflation rate in South Africa, we study the rationality of forecasts and
the shape of forecasters’ loss functions. When we study micro-level data of individual
forecasts, we find mixed evidence of an asymmetric loss function, suggesting that inflation
forecasters are heterogeneous with respect to the shape of their loss functions. We also find
strong evidence that inflation forecasts are in line with forecast rationality. When we pool
the data and study sectoral inflation forecasts of financial analysts, trade unions and the
business sector, we find evidence for asymmetry in the loss function and against forecast
rationality. Upon comparing the micro-level results with those for pooled and sectoral data,
we conclude that forecast rationality should be assessed based on micro-level data, and
that freer access to this data would allow a more rigorous analysis and discussion of the
information content of the surveys.

ã 2016 Elsevier B.V. All rights reserved.

1. Introduction

The question of how economic agents form expectations about inflation is crucially important to monetary policymakers
as well as anyone who tracks inflation as an indicator of macroeconomic performance in an economy. We study how
economic agents form inflation expectations in South Africa. Individually and as part of groups such as BRICS, South Africa
and other emerging economies are playing an increasing role in the global economy and it is not obvious whether
understanding trends in major industrial countries is sufficient to explain those experienced in emerging markets. There is
ongoing research (Kose and Prasad, 2010) about the extent of the sensitivity of emerging markets to shocks originating in
industrial countries and whether the business cycles of emerging market countries are converging with or diverging
(decoupling) from those of the advanced economies. South Africa’s economy and financial sector in particular play a dominant
role in the African context as well as via its economic links with influential emerging market countries such as China and India.

Kose and Prasad (2010) argue that the rising prominence of emerging market economies can to a large extent be
attributed to improved policy frameworks and institutions, as well as the ability to implement counter-cyclical economic
policies effectively. One of the first indications of the macroeconomic performance of a country is the health of the country’s
monetary policy. Measuring the health of the monetary policy of a country, in turn, requires a careful analysis of the
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ynamics of inflation and inflation expectations in particular. Our research on the formation of inflation expectations,
erefore, is valuable in that it extends our understanding of the monetary policy environment in a potentially strategically
portant emerging market economy.
Part of the literature attempting to understand the formation of inflation expectations has focused on various facets of the

uestion of whether inflation expectations are rational (Figlewski and Wachtel, 1981; Rich, 1989; Keane and Runkle, 1990;
oberts, 1997; Nunes, 2010, among others). From a monetary policy perspective, the assumption of full rationality would
llow only unexpected changes in inflation to affect real variables. For South Africa, Ehlers and Steinbach (2007) have
ndertaken a comprehensive analysis of the rationality of inflation expectations using the Bureau for Economic Research
ER) inflation expectations survey data and data from the Reuters Inflation Expectations (RIE) Survey. They find that the
flation expectations of financial analysts and short-term expectations by the trade unions appear to be unbiased. In
ontrast, the expectations of forecasters from the business sector and the longer-term expectations of trade unions seem to
e biased. Moreover, expectations from all three groups of forecasters (financial analysts and forecasters from the business
ector and trade unions) were found to violate the condition of weak rationality, that is, forecasters seem to use information
efficiently. The forecasts for the current-quarter horizon from the RIE Survey are an exception. Similarly, Kabundi and
chaling (2013) also study the BER data and find that inflation expectations are not in line with the rational expectations
ypothesis. Specifically, they report that inflation expectations are tied to the lagged inflation rate. In a follow-up study,
abundi et al. (2014) find that forecasts of price setters (business representatives and trade unions) are linked to the lagged
flation rate, but this holds only to a lesser extent for the forecasts of financial analysts.
Our contribution to the literature on the formation of inflation expectations in South Africa is that we test forecast

ationality under the assumption of an asymmetric loss function. In the earlier literature discussed above, researchers have
sted the rationality of inflation forecasts by implicitly assuming that forecasters have a quadratic loss function. It is,
owever, a priori unclear that, for a forecaster, the loss is the same for forecast errors which have different signs but are equal

 absolute size. It is quite reasonable to imagine that in many cases particular forecasters do not view overprediction and
nderprediction as equivalent. For example, the literature suggests that financial analysts/professional economists face a
ade-off between two competing incentives—an incentive to forecast accurately and an incentive to strategically bias the
recast in some manner (Laster et al., 1999). Hence, as Fildes (2015, p.141) emphasizes, various organizational, institutional
nd behavioural factors are likely to influence forecast accuracy, and a range of hypotheses have been proposed to explain
ese strategic reasons for bias (for a brief summary, see Reid and du Plessis, 2011). Crucially, it is likely that different analysts

 the group surveyed will face different incentives, depending on the industry that they work in, giving rise to a certain
egree of forecaster heterogeneity. Forecaster heterogeneity, in turn, implies that it is not clear ex ante that unbiased
recasts or overpredictions (underpredictions) should be expected from a given group on average. In fact, as Keane and
unkle (1990) point out, forecaster heterogeneity can have two alternative consequences for tests of forecast rationality.
irst, while at the micro level forecasts from individual forecasters can be perfectly consistent with forecast rationality, there
ould be strong evidence against the rationality of forecasts at the aggregate or sectoral level. Second, aggregation may wash
ut individual biases of forecasts, resulting in spurious evidence of forecast rationality. Hence, we study the shape of the
recasters’ loss function and the rationality of forecasts using both micro-level data on forecasts from individual forecasters
nd, based on the BER data studied extensively in earlier research, sectoral inflation forecasts.
Elliott et al. (2005, 2008) and Patton and Timmermann (2007) point out that relaxing the assumption of symmetric loss

as the important consequence that rationality no longer requires the forecast errors to be unbiased. They present a more
eneral framework for rationality testing, which applies to a flexible family of loss functions and even to situations in which
e functional form of the loss function is unknown. While testing for forecast rationality under asymmetric loss has become
opular in recent years (for an analysis of government forecasts, see Christodoulakis and Mamatzakis (2008); for an analysis
f business cycle forecasts, see Döpke et al. (2010); for an analysis of forecasts of exchange rates, see Fritsche et al. (2015); for
n analysis of central bank forecasts, see Pierdzioch et al. (2016)), most of this research focuses on industrial economies,
hereas we look at South African inflation expectations as an example of an emerging market economy.
Our empirical analysis consists of two parts. In the first part, we study micro-level data of individual inflation forecasts.
e report mixed evidence of an asymmetric loss function. Our results suggest that inflation forecasters are heterogeneous to

ome extent with respect to the shape of their loss function, but also that symmetry of the loss function cannot be rejected
r many forecasters. Importantly, we find strong evidence that inflation forecasts are in line with forecast rationality.
ecause our micro-level data comprises the inflation forecasts of financial analysts/professional economists, a natural
uestion is whether the results extend to other groups of forecasters. Hence, in the second part, we pool the micro-level data
nd compare the results for the pooled data with the results for the sectoral BER data. The BER data comprises, at a sectoral
vel, inflation forecasts of financial analysts, trade unions and the business sector. For the sectoral data, we find evidence in
vor of asymmetry of the loss function and against forecast rationality. As expected, given the micro-level results, the
symmetry of the loss function is less pronounced in the case of financial analysts than for the other two groups of
recasters, which, in turn, is consistent with heterogeneity of forecast formation across the three groups of forecasters
hlers and Steinbach, 2007; Reid and du Plessis, 2011; Reid, 2012; Kabundi and Schaling, 2013). However, all South African

esearch papers listed here that use the BER survey data, ignore heterogeneity within these groups of forecasters. Our results
uggest that studying the aggregate data may not suffice to fully characterize the rationality of inflation forecasts. When we
ompare both parts of our empirical analysis, we conclude that forecast rationality should be assessed based on micro-level
ata, and that freer access to such micro-level data on the inflation forecasts of trade unions and the business sector would
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allow a more rigorous analysis and discussion of the information content of the surveys. This suggestion for South African
inflation expectations is in line with other research documenting the advantages of using micro-level data for testing
forecast rationality (Keane and Runkle, 1990). A micro-level study of the forecasts of trade unions and the business sector
would be particularly important for monetary policy decisions, especially in an inflation-targeting economy like South
Africa, because trade unions and the business sector are “price setters” and their forecast behavior is hence likely to translate
into wage negotiations and eventually inflation dynamics. Reid and du Plessis (2011) and Reid (2012) introduce the term
“price setters” when working with the BER survey data to make the distinction between the relatively more informed
financial analysts and the general public who, though they are less informed, are crucial to the understanding of inflation
dynamics in South Africa.

We organize the remainder of the paper as follows: In Section 2, we briefly describe the empirical methods that we use to
study the shape of the forecasters’ loss function and the rationality of their forecasts. In Section 3, we describe the two parts
of our empirical analysis. In the first part we describe the micro-level analysis and in the second part the analysis of pooled
and sectoral data. In Section 4, we summarize our main results and offer some concluding remarks.

2. Empirical methods

The approach developed by Elliott et al. (2005) to study the rationality of forecasts under an asymmetric loss function
starts with the assumption that the forecasters’ loss function, L, belongs to the following known functional form:

L ¼ a þ 1 � 2aÞItþ1�jptþ1 � p̂tjtþ1jp;
�� ð1Þ

where ptþ1 denotes the realization of the inflation rate, p̂tjtþ1, denotes the forecast formed in period t of the inflation rate in
periodt þ 1, Itþ1 ¼ 1fptþ1<p̂tjtþ1g denotes the indicator function, p ¼ 1 for a lin–lin loss function, and p ¼ 2 for a quad–quad loss

function. While both functional forms assume a minimum at a forecast error of zero, the lin–lin loss function is a piecewise
linear function that linearly increases in positive and negative forecast errors. The quad–quad loss function, in turn, is
quadratic in the forecast error, where the specific shape of both functions depends on the parameter,a. The parameter a can
assume values between zero and one. If we seta ¼ 0:5, we get a symmetric loss function. A quadratic (piecewise linear)
symmetric loss function is obtained for the parameter configuration a ¼ 0:5 and p ¼ 2 a ¼ 0:5 and p ¼ 1ð Þ. If we set
a > 0:5 ða < 0:5Þ, then underestimation (overestimation) of the inflation rate produces a larger loss than an overestimation
(underestimation) of the same size. Estimation of the parameter a can be performed using results derived by Elliott et al.
(2005). We have

â ¼
1
T

PTþt�1
t¼t vtjptþ1 � p̂tjtþ1jp�1

h i0
Ŝ�1 1

T

PTþt�1
t¼t vtIt þ 1jptþ1 � p̂tjtþ1jp�1

h i
1
T

PTþt�1
t¼t vtjptþ1 � p̂tjtþ1jp�1

h i0
Ŝ�1 1

T

PTþt�1
t¼t vtjptþ1 � p̂tjtþ1jp�1

h i ð2Þ

where â denotes the estimated asymmetry parameter, Ŝ ¼ 1=T
PTþt�1

t¼t vtvt
0 ðItþ1 � âÞ2jptþ1 � p̂tjtþ1j2p�2, and vt denotes a

vector of instruments, T denotes the number of forecasts available, starting att þ 1. Because â shows up on both sides of
Eq. (2), we choose an iterative estimation procedure that stops when the change in â is sufficiently small. Once the iteration
has stopped, we test the hypothesis that the estimated asymmetry parameter, â, differs from some value a0 using the results

that
ffiffiffi
T

p
â � a0ð Þ ! N 0; ĥ 0Ŝ�1h

� ��1
� �

, where. ĥ ¼ 1=T
PTþt�1

t¼t vtjptþ1 � p̂tjtþ1jp�1.

Equipped with the estimated asymmetry parameterâ, we use a J-test for the rationality of forecasts. Elliott et al. (2005)

show that the J-test can be implemented as J âð Þ ¼ 1
T xt

0
Ŝ
�1

xt
� �

� x2
d�1, whered > 1, xt ¼

PTþt�1
t¼t vt Itþ1 � âð Þjptþ1 � p̂tjtþ1jp�1,

and d denotes the number of instruments. For a symmetric loss function, we haveJ 0:5ð Þ � x2
d . A comparison of J âð Þ with J 0:5ð Þ

addresses the question of whether evidence against forecast rationality changes once we switch from an assumed symmetric
to an estimated asymmetric loss function.

In the special case that vt is a constant andp ¼ 1, Eq. (2) implies that the optimal estimate of the asymmetry parameter, â,
is equal to the proportion of negative forecast errors. Whether it is optimal for a forecaster to produce many or few negative
forecast errors depends on the shape of the potentially asymmetric loss function. Irrespective of the shape of the loss
function, however, rationality of forecasts implies that it should not be possible to predict the sign of forecast errors with
information in a forecasters’ information set. A forecasters’ information set comprises, among other information, the forecast
itself. Hence, Patton and Timmermann (2007) propose to test for forecast optimality by regressing Itþ1 on the following
“quantile model”:

Itþ1 ¼ b0 þ b1p̂tjtþ1 þ utþ1; ð3Þ
where b0 and b1 denote the coefficients to be estimated and ut denotes a stochastic disturbance term. Eq. (3) can be
estimated by the ordinary least squares technique or, because of the dichotomous nature of the regressand, by a Probit/Logit
model. Unlike the approach proposed by Elliott et al. (2005), Eq. (3) does not require knowledge of the functional form of the
forecasters’ loss function. Rather, Patton and Timmermann (2007) show that Eq. (3) can be applied as long as the forecasters’



lo
c
u

3

3

a

F
N
u

F
N
(M
th

C. Pierdzioch et al. / Economic Systems 40 (2016) 82–92 85
ss function is homogenous in the forecast error in case the inflation rate has dynamics in the conditional mean and the
onditional variance. The mild technical requirement of homogeneity implies that the loss function can be of a very general,
nknown form.

. Empirical analysis

.1. Micro-level inflation forecasts

Monthly survey data on forecasts of the inflation rate in South Africa were taken from Bloomberg. The forecasts are
vailable at the micro level of individual forecasters. The forecasts are short-term forecasts as, for example, in May they

ig. 1. Summary statistics of the bloomberg data.
otes: ptþ1 = actual inflation rate. Vertical bars = cross sectional range of forecasts. This figure and all other figures and results were computed
sing the free programming environment R (R Development Core Team, 2014).

ig. 2. Estimation results (lin–lin loss function).
otes: The instruments being used are: a constant (Model 1), a constant and the lagged inflation rate (Model 2), a constant and the lagged forecast error

odel 3), and a constant, the lagged inflation rate and the lagged forecast error (Model 4). The dashed horizontal lines in the graphs in the middle and on
e right-hand side denote a significance level of 10%.
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predict the inflation rate released in June. They cover both the year-on-year CPI inflation rate and the year-on-year CPIX
inflation rate, with the latter excluding mortgage costs. The forecasts of the CPI inflation rate are available for the sample
period 2000/06–2014/07, while the forecasts for the CPIX inflation rate are only available for the sample period 2000/06–
2009/01, because in 2009 the South African Reserve Bank switched from targeting the CPIX inflation rate to targeting the CPI
inflation rate.

Fig.1 plots the summary statistics of the data. The panels on the left-hand-side show the inflation rates along with vertical
bars that visualize the range of the forecasts. The vertical bars illustrate that, while the forecasts track the paths of the
inflation rates, cross-sectional heterogeneity of forecasts is a characteristic feature of the data. Furthermore, the cross-
sectional heterogeneity of forecasts was not constant over time. The graphs also plot two dashed horizontal lines that
indicate the official 3–6% inflation-targeting band of the South African Reserve Bank. The inflation rates climbed above the
upper boundary of the inflation-targeting band by several percentage points in 2002/2003, following a currency crisis in
autumn/winter 2001, and in 2007/2008, due to a spike in food and energy prices.

The center panels of Fig. 1 illustrate that the forecasts are available as an unbalanced panel because not all forecasters
participated in all surveys. The minimum number of forecasts per forecaster is one, while the maximum is 161 for the CPI
inflation rate and 98 for the CPIX inflation rate. Furthermore, as the panels on the right-hand side of Fig. 1 indicate, the
number of forecasts per survey increased over time in a non-monotonic way. In total, the survey data feature 2691 forecasts
of the CPI inflation rate and 1418 forecasts of the CPIX inflation rate. In our empirical analysis, however, we do not use all
forecasts but rather concentrate on those by forecasters who contributed at least 25 forecasts, which is the case for 37CPI
forecasters and 24 CPIX forecasters. Focusing on those forecasters who took part in a minimum of surveys also helps to
mitigate the impact of the changing composition of the panels on our results.

Fig. 2 summarizes the estimates of the asymmetry parameter, â, along with the results of the J-tests for forecast
rationality for the case of a lin–lin loss function (for similar figures, see Fritsche et al., 2015). Fig. 3 summarizes the estimation
results for a quad–quad loss function. We report four models which differ in terms of the instruments included in order to
test for robustness. Model 1 only includes a constant as an instrument; Model 2 includes a constant and lagged inflation;
Model 3 includes a constant and the lagged forecast error; and Model 4 includes a constant, lagged inflation and the lagged
forecast error (see also Elliott et al., 2005).

The general message conveyed by the box plots on the left-hand side of Figs. 2 and 3 is that there is evidence of asymmetry
of the loss function for some forecasters but not for others. Hence, there is cross-sectional heterogeneity with respect to the
estimated asymmetry of the loss function. This heterogeneity tends to be larger for the forecasts of the CPIX inflation rate
than for the CPI inflation rate and for a quad–quad loss function than for a lin–lin loss function. For a lin–lin loss function, the
estimates of the asymmetry parameter, â, tend to be smaller than the benchmark value of 0.5. For the majority of forecasters,
however, a test of the null hypothesis â ¼ 0:5 yields insignificant results, as shown in the scatter plots of the corresponding
p-values in the center panels.

The scatter plots of the p -values for the corresponding J-tests appear on the right-hand side of Fig. 2 and 3. These indicate
that, depending on the model being studied (instruments), the null hypothesis of rationality of forecasts cannot be rejected
(at the 10% level of significance) for the majority of forecasters, irrespective of the symmetry or asymmetry of the loss
function (i.e., p J 0:5ð Þð Þ > 0:1 andp J âð Þð Þ > 0:1). We also observe that there are a few forecasters for whom rationality can be
rejected under a symmetric loss function, but not under an estimated asymmetric loss function (p J 0:5ð Þð Þ < 0:1
andp J âð Þð Þ > 0:1). For only a few forecasters does the J -test reject forecast rationality irrespective of the assumed loss
function (p J 0:5ð Þð Þ < 0:1 andp J âð Þð Þ < 0:1), or strengthen the evidence against forecast rationality under an estimated
asymmetric loss function (p J 0:5ð Þð Þ > 0:1 andp J âð Þð Þ < 0:1).

On balance, our results show that there is some heterogeneity across forecasters with respect to the shape of the loss
function and the rationality of forecasts. This is not surprising, as forecasters are from different industries, where they face
different incentives to forecast strategically. In some industries forecast accuracy may be highly valued, whereas in others
publicity may be important, which could be an incentive for forecasters to try and stand out from the crowd by forecasting
away from the consensus forecast. Different incentives, in turn, are likely to result in different shapes of the loss functions
and different results for the rationality test. Forecasters may find it fully rational to form a strategic forecast given some non-
standard, asymmetric loss function. If so, testing for the rationality of forecasting by invoking an assumed symmetric loss
function will produce strong evidence against forecast rationality. Conversely, even if we find evidence against forecast
rationality for some forecasters under an estimated asymmetric loss function, we cannot definitively conclude that the
forecasts are not rational. Rather, any test of forecast rationality is subject to the well-known joint hypothesis problem and
the tests we have studied in this research are no exception. The joint hypothesis problem stipulates that a test of the
rationality of forecasts, by construction, is always also a test of an assumed economic or statistical model. It is therefore
important to study forecast rationality using an alternative empirical method.

Hence, we next study the estimation results for Eq. (3). Tables 1 and 2 summarize the results. The estimation results for
the “quantile model” corroborate the results of the J-tests. Most estimates of the coefficients of the “quantile model” are
insignificant, which is consistent with forecast rationality.

It is worth mentioning that the signs of the slope coefficient, b̂1, of the “quantile model” switch between being positive
and being negative, and there is no apparent recognizable pattern. The unsystematic changing of the sign of the slope
coefficient is consistent with findings recently reported by Pierdzioch et al. (2014), who provide evidence of time-varying



fo
s
F
fo
im
th

r
th
fo

r
fo
P

m
o

fo

c
o
e

2
p

3

d
s
e
fi

v

F
N
(M
th

C. Pierdzioch et al. / Economic Systems 40 (2016) 82–92 87
recaster (anti-) herding in South African inflation expectations. According to their findings, forecaster herding tends to be
trong when inflation volatility is high. In contrast, forecasters appear to anti-herd in times of low inflation volatility.
orecaster herding implies that forecasters tend to group their forecasts closely around a consensus forecast, implying that a
recast that is large relative to the consensus forecast will be smaller than an unbiased forecast. Forecaster herding therefore
plies that the conditional probability, P, that such a “large” forecast also exceeds the future inflation rate is smaller than in
e case of an unbiased forecast:Pptþ1�p̂tjtþ1 0jp̂tjtþ1¼largeh #. Similarly, a forecast that is small relative to the consensus forecast

ate will be closer to the consensus forecast from below than an unbiased forecast, implying that the conditional probability
at such a “small” forecast also exceeds the future inflation rate increases relative to the case of an unbiased
recast:Pptþ1�p̂tjtþ1 0jp̂tjtþ1¼smallh ". Hence, in terms of the “quantile model” as specified in Eq. (3), forecaster herding should

esult in a negative slope coefficient, b̂1, because a large forecast reduces the probability of observingItþ1 ¼ 1. In contrast,
recaster anti-herding should result in a positive slope coefficient because for the conditional probabilities we have

ptþ1�p̂tjtþ1 0jp̂tjtþ1¼largeh " andPptþ1�p̂tjtþ1 0jp̂tjtþ1¼smallh #. As a consequence, if forecaster herding varies over time, one would expect a

ixture of positive and negative slope coefficients, most of which are insignificant. This is exactly the pattern that we
bserve in our data.
As a robustness check, we estimated alternative specifications of Eq. (3). Specifically, we measured the magnitude of a

recast relative to the lagged inflation rate and the lagged consensus forecast (for the interpretation of the sign of the

oefficient b̂1 in terms of forecaster herding and anti-herding in these two specifications, see Fritsche et al. (2015); for details
n the timing of forecasts, see Pierdzioch et al. (2014)), and we included the lagged dependent variable as an additional
xplanatory variable. The results (not reported, but available upon request) corroborated the results reported in Tables 1 and

, that is, we observed that b̂1 was insignificant in the vast majority of cases, where some of the estimated coefficients had a
ositive sign while others had a negative sign.

.2. Pooled and sectoral inflation forecasts

As another exercise, we pool the Bloomberg data across forecasters and compare the results with the results for the BER
ata, which have been studied widely in the earlier literature. The BER data are available at a quarterly frequency for the
ample period 2000Q2–2014Q2. The sample period is constrained by the fact that the BER began surveying inflation
xpectations in 2000Q2 and a quarterly frequency is used to align with the frequency at which the survey is conducted. The
nal dataset consists of inflation, inflation expectations, inflation forecast errors and lagged versions of some of these
ariables, resulting in a sample period of 2000Q3–2014Q2 for this study. The BER data is a survey of forecasters representing

ig. 3. Estimation results (quad–quad loss function).
otes: The instruments being used are: a constant (Model 1), a constant and the lagged inflation rate (Model 2), a constant and the lagged forecast error
odel 3), and a constant, the lagged inflation rate and the lagged forecast error (Model 4). The dashed horizontal lines in the graphs in the middle and on
e right-hand side denote a significance level of 10%.
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three groups within South Africa: the financial sector, the business sector, and trade unions. The survey is conducted on
behalf of the South African Reserve Bank. According to the detailed description of the BER data available on the web page of
the Bureau for Economic Research (2000–2014), the panel of forecasters participating in the BER questionnaires consists of
312 business executives, 17 financial analysts, and 34 forecasters from trade unions. Thus, the number of respondents
surveyed each quarter is documented. The numbers may change over time and we cannot tell if they are the same
participants over time. The individual level forecasts, however, are not published. Only the sectoral data are publicly
available.

There are a number of other features of this survey that need to be highlighted. First, the respondents forecast the CPIX
(the consumer price index excluding mortgage rates) from 2000Q3 to 2008Q4 and the CPI (the headline consumer price
index) from 2009Q1 to 2014Q2, as a result of a change in 2009 of the proxy for inflation that the South African Reserve Bank
officially targeted. In this study, the focus is on the forecasting of inflation itself, and the series we use as a proxy for inflation
consists of the CPIX up to the end of 2008 and the CPI thereafter, which we call the ‘targeted inflation index’. Our targeted
inflation index captures the measure of inflation officially targeted and communicated by the South African Reserve Bank. As
a consequence of the change in the officially targeted inflation rate, the BER surveyed the expectations of the CPIX up to the
end of 2008 and only the CPI thereafter. In line with Reid (2012), we assume that both the targeted price index and the
expectations thereof are continuous time series. Fig. 4 supports this assumption as there was a smooth transition between
the data series in 2008/2009.

Second, the original survey data consists of calendar year forecasts rather than forecasts with a constant one year horizon.
Each quarter, survey respondents were asked to forecast inflation for the current and following two calendar years (e.g., in
2000Q1 they were asked to forecast what inflation would be at the end of 2000, at the end of 2001 and at the end of 2002).
Crucially, in Q1 respondents forecast a larger proportion of the current year than in the later quarters of the year. Therefore,
the horizons of the predictions change from quarter to quarter. In order to be able to analyze inflation expectations with a
constant forecast horizon, we construct a time series of inflation expectations with a 1-year horizon from the original survey

Table 1
Logit estimates of the quantile model (CPI).

Obs. b̂0
p-Value b̂1

p-Value

22 2.56 0.16 �0.54 0.11
53 0.76 0.64 �0.22 0.43
41 1.88 0.12 �0.45 0.04
48 0.36 0.56 �0.07 0.41
16 �0.31 0.86 0.23 0.64
73 1.27 0.15 �0.23 0.10
86 2.32 0.01 �0.43 0.00
21 1.88 0.10 �0.33 0.03
64 0.38 0.61 �0.03 0.78
37 �5.97 0.04 1.03 0.05
45 0.50 0.58 �0.09 0.47
23 �22.38 0.06 3.73 0.07
35 �3.25 0.20 0.66 0.15
16 0.83 0.31 �0.01 0.95
52 �0.84 0.29 0.04 0.78
69 �0.02 0.97 �0.03 0.74
15 4.67 0.60 �0.82 0.59
95 �0.25 0.60 �0.04 0.58
72 0.33 0.52 �0.03 0.72
53 0.31 0.84 -0.15 0.59
82 �0.94 0.12 0.03 0.75
64 0.22 0.86 �0.07 0.74
24 1.20 0.30 �0.40 0.26
154 0.18 0.63 �0.05 0.37
89 1.18 0.15 �0.25 0.05
116 �0.75 0.08 0.06 0.34
26 �6.20 0.33 0.99 0.36
45 �0.23 0.76 �0.05 0.59
26 1.48 0.34 �0.24 0.28
50 �2.62 0.12 0.55 0.08
21 �1.39 0.27 0.03 0.84
111 0.01 0.97 �0.05 0.45
28 �0.21 0.84 0.03 0.83
23 0.25 0.90 �0.09 0.79
24 2.35 0.18 �0.30 0.32
23 �1.82 0.35 0.28 0.41
72 �0.09 0.87 �0.08 0.41

Notes: Empirical model:Itþ1 ¼ b0 þ b1p̂tjtþ1 þ utþ1, estimated by means of a logit model. Obs. = number of usable observations. This number can be
smaller than 25 after removing missing values.
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ata. Accordingly, to account for the quarter of the year in which the survey is being conducted, in each quarter we add a
action of the current year to a fraction of the following year. To give an example, the 2010Q4 survey (for which the field
ork took place in October) asked forecasters to predict what CPI would be at the end of 2010 and at the end of 2011. Hence,
e constructed the one-year forecast by combining 25% of the current year’s forecast with 75% of the following year’s
recast.
Fig. 4 illustrates the resulting constant one-year horizon forecasts. The actual inflation series plotted in Fig. 4 is a

onstruction of the average ‘real time targeted inflation’ over the past twelve months. This data is based on two inflation
eries collected by Statistics South Africa, but has been constructed to capture some particular characteristics. First, it is a real

able 2
ogit estimates of the quantile model (CPIX).

Obs. b̂0 p-Value b̂1 p-Value

26 �0.54 0.67 �0.06 0.70
41 1.65 0.25 �0.50 0.06
52 1.31 0.17 �0.20 0.11
16 �1.24 0.81 0.40 0.73
33 10.64 0.02 �1.97 0.02
22 1.38 0.30 �0.22 0.18
28 0.65 0.56 �0.11 0.46
28 �0.42 0.73 �0.04 0.77
16 0.94 0.69 �0.13 0.77
33 0.43 0.70 �0.17 0.43
31 0.62 0.44 �0.10 0.34
52 �0.98 0.25 0.05 0.59
60 0.18 0.78 �0.10 0.34
33 �3.08 0.01 0.23 0.08
26 �6.97 0.07 1.71 0.06
93 1.07 0.09 �0.21 0.02
28 2.69 0.24 �0.48 0.11
62 �0.40 0.52 0.02 0.80
42 1.21 0.35 �0.22 0.19
28 2.19 0.36 �0.32 0.30
21 �2.48 0.23 0.11 0.60
81 0.29 0.65 �0.08 0.35
46 0.97 0.39 �0.30 0.15

otes: Empirical model:Itþ1 ¼ b0 þ b1p̂tjtþ1 þ utþ1, estimated by means of a logit model. Obs. = number of usable observations. This number can be
aller than 25 after removing missing values.

ig. 4. Summary statistics of the BER data.
otes: The forecast error is defined as the actual inflation rate minus the forecast of the inflation rate. The forecast error is defined as the actual inflation rate
inus the forecast of the inflation rate. As for the lin–lin loss functions shown in the upper right plot, it should be noted that the proportion of negative
recast errors varies between 66% and 68% for the business sector and trade unions. As a result, the loss functions of these two groups of forecasters more or
ss coincide.
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time dataset constructed from the original statistical releases archived on the Statistics South Africa website. Second, this
inflation series consists of CPIX from 2000Q2 to 2008Q4 and CPI thereafter because, following an announcement by the
Minister of Finance in October 2008, the South African Reserve Bank began to use CPI rather than CPIX as its official proxy for
inflation in January 2009, as discussed above. It is in this sense that we refer to this variable as the ‘targeted inflation index’.
We argue that this is a reasonable approach to take, given that the focus in this study is on inflation expectations. One of the
primary aims of inflation targeting is to anchor inflation expectations to the announced target, so theoretically the public in
South Africa should simply have changed from anchoring their expectations on CPIX to CPI if they believe that is what the
South African Reserve Bank is targeting (assuming an acceptable degree of credibility of monetary policy, “anchoring”
requires that inflation expectations remain close to the announced inflation target).

Fig. 4 also shows the proportion of negative forecast errors for the three groups of forecasters, as Eq. (2) implies that this
proportion determines the optimal estimate of the asymmetry parameter, â, when vt is a constant andp ¼ 1. We have 44%
negative forecast errors for financial analysts, and 66% and 68% for the business sector and trade unions when evaluated for
the full sample of data. Hence, we expect to find that the loss from overestimation of the inflation rate is on average smaller
than the loss from underestimation of a similar magnitude, but also that the implied asymmetry of the loss function is less
pronounced in the case of financial analysts than in the case of the other two groups of forecasters. In economic terms, the
finding that price setters (trade unions and the business sector) experience a higher loss when underestimating rather than
overestimating the inflation rate is not surprising. Fig. 4 illustrates this finding by plotting lin–lin loss functions for the three
groups of forecasters with an asymmetry parameter equal to the proportion of forecast errors. While the loss function of
financial analysts is relatively (but not fully) symmetric, the loss functions for the other two groups of forecasters give rise to
a larger loss in the case of an underestimation than in the case of an overestimation. As a result, the inflation expectations of
price setters should on average be higher than the inflation expectations of financial analysts. More specifically, Fig. 4 shows
that all three groups of BER forecasters tend to underestimate the inflation rate during periods of rising inflation, while
during disinflationary episodes the inflation expectations of price setters tend to return to lower levels in a much slower
fashion than the inflation expectations of financial analysts. The sluggish return of inflation expectations of price setters to
lower levels after periods of high inflation illustrates why Kabundi and Schaling (2013) might have reached the conclusion
that the inflation expectations of price setters are less well anchored than the inflation expectations of financial analysts.

Table 3 summarizes the estimation results. Panel A shows the results for the asymmetry parameter and Panel B shows the
results of the rationality tests. We report the results for both the pooled Bloomberg data and the sectoral BER data. As for the
estimated asymmetry coefficient, the results for the Bloomberg data corroborate the findings summarized in Figs. 2 and 3.

Table 3
Pooled Data.

Panel A: estimated asymmetry parameter

Data â1 SE1 p-
Value

â2 SE2 p-
Value

â3 SE3 p-
Value

â4 SE4 p-Value

Pooling (CPI
data)

0.44 0.01 <0.01 0.44 0.01 <0.01 0.44 0.01 <0.01 0.44 0.01 <0.01

Pooling (CPIX
data)

0.38 0.02 <0.01 0.38 0.02 <0.01 0.38 0.02 <0.01 0.38 0.02 <0.01

Financial
analysts

0.46 0.07 0.57 0.45 0.07 0.49 0.38 0.07 0.08 0.35 0.07 0.02

Business sector 0.66 0.07 0.02 0.72 0.06 0.00 0.84 0.05 <0.01 0.87 0.05 <0.01
Trade unions 0.68 0.07 0.01 0.75 0.06 0.00 0.87 0.05 <0.01 0.90 0.04 <0.01

Panel B: rationality tests

Data Jð0:5Þ2 p-
Value

Jð0:5Þ3 p-
Value

Jð0:5Þ4 p-
Value

JðâÞ2 p-
Value

JðâÞ3 p-
Value

JðâÞ4 p-Value

Pooling
(CPI
data)

46.22 <0.01 50.15 <0.01 60.56 <0.01 16.8 <0.01 20.39 <0.01 31.34 <0.01

Pooling
(CPIX
data)

73.09 <0.01 54.03 <0.01 73.64 <0.01 23.7 <0.01 4.48 0.03 24.14 <0.01

Financial analysts 4.74 0.09 15.86 <0.01 19.00 <0.01 4.52 0.03 16.57 <0.01 18.50

<0.01
Business
sector

13.35 0.00 25.24 <0.01 25.84 <0.01 6.67 0.01 13.20 <0.01 14.19 <0.01

Trade
unions

15.91 0.00 27.01 <0.01 27.29 <0.01 7.32 0.01 12.72 <0.01 13.66 <0.01

Notes: The results are for a lin–lin loss function. The subindex denotes the model being estimated. The instruments being used are: a constant (Model 1), a
constant and the lagged inflation rate (Model 2), a constant and the lagged forecast error (Model 3), and a constant, the lagged inflation rate and the lagged
forecast error (Model 4).
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he asymmetry parameter is smaller than its benchmark value, with the asymmetry parameter estimated on the pooled
PIX data somewhat smaller than the one estimated on the pooled CPI data. The standard error in the case of the pooled CPIX
ata is larger than that of the pooled CPI data. The estimates are highly stable across the four different models being studied.
portantly, the J-tests are all highly significant. Hence, pooling the forecasts implies that evidence against forecast

ationality mounts despite the result that many of the rationality tests estimated on individual forecasts yield insignificant
esults. This noticeable difference between the results for individual and pooled forecasts is not surprising given that Figs. 2
nd 3 highlight a certain degree of cross-sectional heterogeneity in the loss functions. In other words, pooling heterogeneous
recasts leads to an “aggregation bias” to the extent that the pooled data leads us to conclude erroneously that forecasts
iolate the rationality hypothesis.
Turning next to the results for the BER data, the estimates of the asymmetry parameter in the case of financial analysts is

lose to the estimate computed for the Bloomberg data under Models 1 and 2. For both models, the asymmetry parameter is
ot different from 0.5—the value it assumes under a symmetric loss function. With regard to the larger standard error we
bserve for the BER results it should be noted, however, that we have only 50 observations after removing missing data,
hile we can use 1914 observations in case of the Bloomberg data. It is therefore not surprising that the variability of the
stimates of the asymmetry parameter is also substantial across the estimated models for the BER data. As the analysis of
ig. 4 already made clear, the estimates of the asymmetry parameter are larger for the business sector and trade unions than
r financial analysts. Also in line with the message conveyed by Fig. 4 is the result that the forecasts of the business sector
nd the trade unions closely track each other, while both series differ to a non-negligible extent from the forecasts of
nancial analysts (see Ehlers and Steinbach, 2007; and Kabundi et al., 2014). While the interpretation of the results should
ot be stretched too far given the limited number of observations, the comparatively large asymmetry parameter (which
ven increases when we move from Model 1 to Model 4) suggests that the forecasts of price setters reflect that
nderestimation of the inflation rate is more costly than overestimation. Hence, as shown in Fig. 4, forecasters will form
recasts such that the proportion of negative forecast errors (that is, the forecast exceeds the actual inflation rate) is larger
an the proportion of positive forecast errors.
Finally, the rationality tests are highly significant. Hence, as in the case of the Bloomberg data, the results for the sectoral

ER data signal that violations of forecast rationality are prevalent among forecasters. However, as we know from our study
f the Bloomberg data, estimation results for pooled sectoral data can be quite misleading if individual forecasters are
eterogeneous with regard to the shapes of their loss functions and their overall forecasting behavior. The interpretation of
e results of the rationality tests for the sectoral BER data should therefore not be stretched too far. Rather, the results of our
nalysis suggest that a deeper understanding of the properties of the forecasts by the business sector and trade unions
equires access to the disaggregated data.

. Concluding remarks

Using forecasts of the inflation rate in South Africa, we study the rationality of forecasts and the shape of forecasters’ loss
nctions. We find strong micro-level evidence of forecast rationality. Evidence of the asymmetry of forecasters’ loss
nctions is mixed, indicating the presence of at least some extent of heterogeneity with respect to the shape of forecasters’
ss functions. For a large proportion of forecasters, we cannot reject the hypothesis of forecast rationality. An estimated
symmetric loss function in some cases brings forecasts closer in line with forecast rationality, but the results depend on the
odel being studied. In contrast, we largely reject the hypothesis of forecast rationality when we study aggregated forecasts.
e observe violations of forecast rationality for both the pooled Bloomberg data (which is a comparable survey focusing only
n financial analysts) and the sectoral BER data. A comparison with our results for individual forecasts, however, shows that
e deviations from rationality in the case of pooled forecasts and sectoral forecasts should be interpreted with caution, as
recaster heterogeneity at the microeconomic level of individual forecasters can lead to deviations from forecast rationality
t the aggregated level of pooled and sectoral data. Hence, the main message to take home from our empirical analysis is that,
iven that the concept of forecast rationality is of key importance for monetary policy, it is advantageous to assess the
ationality of South African inflation expectations, and the functional form of forecasters’ loss function, using micro-level
ata.
In future research, it would be interesting to explore the reasons for why micro-level inflation forecasters are

eterogeneous with regard to the shape of their loss functions. While the results of the quantile test are in line with recent
esults on forecaster (anti-) herding reported by Pierdzioch et al. (2014), it is interesting to explore in more detail the “drivers
ehind individual forecasting accuracy” and “what influences organizational forecasts and how they might be made more
aluable for their user” (Fildes, 2015, pp. 141–142). Our research only shows that, at the micro level, there is mixed evidence
f an asymmetric loss function and that many forecasts can be considered rational in the sense defined in this paper. The
ublished research on inflation expectations in South Africa has mostly looked at aggregate data and only assumed
ymmetry of the loss function, but our results suggest that this approach could be misleading. Our results show that focusing
n micro data in future research could strengthen the case for forecast rationality.
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