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a b s t r a c t

The mobile network operators are being challenged by the explosion of mobile data traffic in

terms of network performance and generated revenue. On one hand, efficient mobility man-

agement plays a crucial role to support mobile users, however, the current mobility protocols

have several major limitations from their centralized and hierarchical nature (e.g., sub-optimal

routing, scalability and reliability issues). Distributed mobility management (DMM) is a new,

very promising trend to overcome these limitations by flattening the network architecture

and dynamically providing the mobility support. Based on the fact that the mobile Internet

traffic will be dominated by the mobile video, the scalability and bandwidth efficiency from

multicast routing makes the IP multicast play a crucial role. However, one of the main chal-

lenges for multicast support is the mobility of a multicast node, leading to several issues for

both multicast service and network operator such as long service disruption, high end-to-end

delay, non-optimal routing and traffic replication. Driven from the fact that different multicast

flows have very different characteristics and each network operator has different policies for

multicast support, we propose a dynamic multicast support scheme (DMMS), taking into ac-

count both the user and network operator point of view. DMMS allows to dynamically provide

the appropriate multicast support mode based on a set of contexts such as the service’s char-

acteristics, mobility of the node and network context to adapt to the service’s requirements as

well as operator’s policies.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Technology has now driven us in the mobile era in which

mobile traffic generated by mobile phones has exceeded that

from mobile PCs, tablets and mobile routers. Estimates say

that global mobile broadband subscriptions grew by around

30% year-on-year and reached 2.5 billion in the third quar-

ter of 2014 [1]. Additionally, this trend does not show any

sign of slowing down. Global mobile broadband subscrip-

tions are predicted to reach 8.4 billion by 2020, accounting

for more than 90% of all mobile subscriptions. The increasing
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number of subscriptions has been driven by a variety of rea-

sons such as the increasing number of mobile devices which

become more and more powerful and intelligent (especially,

in the low- and mid-range price); the enhancement of wire-

less access technology in terms of coverage, speed and qual-

ity; as well as the explosion of mobile applications [1–3]. As

a result, mobile data traffic will increase around 8 times be-

tween 2014 and 2020, to reach 17 exabytes per month by

2020. However, despite the increasing volume of traffic, mo-

bile data revenue per user is falling down [4]. On the other

hand, the current mobile networks are evolving toward all-

IP architecture. In this context, the mobility nature of the

mobile nodes (MNs) makes IP mobility management play a

crucial role in the mobile network. In fact, today’s mobility

management protocols (e.g., Mobile IPv6 (MIPv6) and Proxy

http://dx.doi.org/10.1016/j.comnet.2015.11.015
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Mobile IPv6 (PMIPv6)) have several major limitations from

their centralized and hierarchical nature. Centralizing both

the control and data plane functions at the central mobility

anchor introduces scalability and reliability issues [5,6]. Also,

it leads to sub-optimal paths between the MNs and their cor-

responding nodes (CNs).

The mobile network operators are being challenged by

the explosion of mobile data traffic (especially the video traf-

fic) and the new requirements e.g., providing connectivity

anywhere and at any time with consistency of user experi-

ence, while preserving the economics of their networks and

creating new opportunities for revenue growth. Faced with

these challenges, the operators are seeking for innovative so-

lutions to improve their network performance and efficiency,

as well as to reduce the costs expended on network operation

and maintenance. One possible solution is to increase the ra-

dio capacity of mobile broadband by deploying new wire-

less technologies such as Evolved High Speed Packet Access

(HSPA+), Long Term Evolution (LTE) and LTE-Advanced (LTE-

A). However, the radio spectrum for operators is both lim-

ited and expensive. Consequently, the network operators are

looking at different methods to increase the system capacity

such as deploying femto and pico cells, together with simpli-

fying the network architecture as well as optimizing the data

transmission costs. Accordingly, the mobile network topolo-

gies are currently evolving toward a flat architecture. The

Third Generation Partnership Project (3GPP)1 also proposes

such traffic offloading techniques as Local IP Access/Selected

IP Traffic Offload (LIPA/SIPTO) and IP Flow Mobility (IFOM)

[7]. Following the same idea, the Internet Engineering Task

Force (IETF) has recently chartered the distributed mobility

management (DMM) Working Group2 which specifies the so-

lutions to address the problems and limitations of the cur-

rent centralized mobility management (CMM) such as sub-

optimal routing, scalability, and reliability issues (the anchor

represents a bottleneck and single point of failure) [5,6].

On the other hand, IP multicast is regarded as a key tech-

nology for improving traffic delivery efficiency when data is

sent to several receivers at the same time, for example, in

such areas as multimedia distribution, gaming and software

update. The reason is that IP multicast can provide significant

advantages compared to unicast communication regarding

overall resources consumption (e.g., bandwidth, server load

and network load) and deployment cost to deliver the traffic

[8–10]. However, after more than a decade of researches and

development efforts, IP multicast deployment, in general, has

been sluggish on the global Internet, mainly due to the prac-

tical, security and business concerns [11,12]. However, the

new business models, a huge traffic demand (especially mul-

timedia traffic), the revenue per data reducing phenomenon

in the mobile operator networks, as well as the advantages of

new multicast model (source-specific multicast—SSM) bring

again the strong interest of IP multicast from both academia

and industry [13]. As a result, IP multicast is expected to play

more important role in the future networks.

Altogether, to deal with a huge number of devices and

traffic, while DMM is expected to be an effective solution in
1 Third Generation Partnership Project, http://www.3gpp.org/.
2 IETF DMM Working Group: https://ietf.org/wg/dmm/.
terms of IP mobility management, IP multicast can be con-

sidered as a valuable solution from service point of view. But

one of the major challenges for multicast support is when

mobility is considered. It is due to the fact that the multi-

cast protocols were designed for fixed networks. As a result,

the interaction between the IP multicast and IP mobility pro-

tocols raises several issues from both multicast service and

network operator point of view such as service disruption

(and packet loss), routing non-optimization, packet duplica-

tion, and waste of network resource [9,12].

However, a relatively limited work has been done consid-

ering IP multicast in a network-based DMM environment. At

this stage, following the DMM concept, the multicast traffic

is routed directly from the native multicast infrastructure via

the current access router (mobility access router or MAR) for

the new flow. For the flow after handover, the multicast traf-

fic is tunneled from the MAR where the flow is initiated to

the current one via the mobility tunnel between them, like

unicast traffic [14,15]. Thus, the MAR where the flow is initi-

ated plays the role of the multicast mobility anchor (MMA)

which is a logical entity from where the MN receives the

ongoing multicast flow while on the move; and is identical

with the unicast mobility anchor. The multicast flow will be

anchored at the initially assigned MMA during its lifetime.

Therefore, even when the MN moves far away from its an-

chor, the multicast traffic still traverses the anchor. As a re-

sult, it not only causes several issues to the ongoing multi-

cast flow such as service disruption and end-to-end delay,

but also leads to the non-optimal routing and tunnel conver-

gence problem. These problems become serious when con-

sidering the interruption- and delay-sensitive services. Be-

sides, to address the tunnel convergence and non-optimal

routing problem, the MAR can obtain the multicast traffic of

the ongoing flow directly from its upstream MR. However, it

may cause a significant service disruption due to the time

needed to join the multicast delivery tree and deliver the

traffic to the current MAR [16]. In addition, the distribution of

mobility anchors will not help to balance the traffic between

them [17]. On the other hand, the operator may not want to

deploy the tunnel between the access routers, or in some

situations, desires applying a specific policy for a particular

multicast channel. Altogether, a multicast support mode may

not be always good regarding different requirements. That is

the reason why a flexible manner to support multicast mo-

bility in DMM should be provided.

In this document we propose a solution, namely dynamic

multicast mobility support—DMMS, which allows to provide

a suitable multicast support mechanism in DMM from both

user and network operator point of view. The multicast sup-

port scheme can be provided in a flexible manner based on

the collected contexts to meet a set of requirements. From

user perspective, it helps satisfy the requirements in terms

of service disruption and delay, especially when consider-

ing real-time services. From network operator perspective, it

provides a mechanism to better distribute the load among

the network entities and save network resource by prevent-

ing the packet duplication and shortening the leave latency.

This mechanism not only takes into account the multicast

service context (e.g., interruption- and delay-sensitive ser-

vices) but also the mobile node’s mobility and the network

context (such as the load of MARs and the multicast channel

http://www.3gpp.org/
https://ietf.org/wg/dmm/
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Fig. 1. DMM architecture.
policy), thus enabling a per-flow multicast support. DMMS

performance was then validated not only by the numeri-

cal results, but also via a proof-of-concept with preliminary

results.

The rest of this document is organized as follows.

Section 2 introduces background information related to IP

mobility management, the issues and different approaches

for the multicast support in DMM. A detailed description of

DMMS is given in Section 3, while Section 4 presents the

performance analysis regarding different metrics as service

disruption, end-to-end delay, signaling cost and packet loss.

The numerical results are given in Section 5, while Section 6

shows the current status of the implementation and the pre-

liminary results. Section 7 discusses the scenario in which

the multicast router is deployed at the access router and

the multicast source mobility support. Finally, Section 8 con-

cludes this document.

2. Related work

2.1. IP mobility management

2.1.1. Centralized mobility management

Today’s mobility management protocols rely on a cen-

tral entity such as Home Agent (HA) in Mobile IPv6 (MIPv6)

[18], and Local Mobility Anchor (LMA) in Proxy Mobile IPv6

(PMIPv6) [19] to maintain the mobile node’s reachability

when it is away from home. In MIPv6, it is done by using a

tunneling mechanism between the HA and the MN for redi-

recting packets from/to the current location of the MN. How-

ever, as a host-based protocol, an additional component is re-

quired at the MN to perform the mobility-related signaling.

The additional component is considered as the main obsta-

cle for the deployment of MIPv6 in reality. For this reason,

PMIPv6 has been introduced as a network-based protocol.

PMIPv6 introduces a new entity called MAG to perform mo-

bility related signaling on behalf of MNs. Accordingly, MN’s

traffic is always encapsulated and tunneled between the LMA

and the corresponding MAG. Additionally, while moving in-

side a PMIPv6 domain, the MN remains its IPv6 address. Con-

sequently, the MN can be kept simple and is unaware of mo-

bility as well. In other words, mobility can be transparently

provided to all legacy devices.

On the other hand, MIPv6 and PMIPv6 are two typical ex-

amples of the current mobility management protocols which

have several major limitations from their centralized and

hierarchical nature. Centralizing both the control and data

plane functions at the central mobility anchor introduces

scalability and reliability issues (the central entity represents

a bottleneck and single point of failure) [5]. Centralized ap-

proach also suffers from triangle routing problem. Therefore,

it affects network performance in terms of routing efficiency

and end-to-end delay transmission [5].

To address the limitations of the current mobility

management protocols, distributed mobility management

(DMM) solutions have been proposed [5]. The key concept of

DMM is that instead of having a centralized mobility anchor,

the mobility anchors are distributed among network entities

and placed as close as possible to the MN e.g., at the router

edge of the access network. In other words, the MAR where

a flow is initiated plays the role of the mobility anchor for
this flow. DMM also offers dynamic mobility features (per

prefix granularity). As DMM is presently an active topic, the

performance evaluation of DMM has been extensively ana-

lyzed using different approaches and network metrics [6,14].

The results from these analysis showed that DMM helps to

save the resources in the network since the mobility sup-

port is enabled when it is necessary and the traffic is better

distributed among the network entities, thus improving the

scalability and reliability of the network. Among the propos-

als, the network-based solution proposed in [20] appears to

be the most promising scheme.

2.1.2. Network-based distributed mobility management

This paper follows the concept of the network-based

DMM [20] proposed by the IETF DMM Working Group. The

central entity, namely Central Mobility Database (CMD), still

exists but for the control plane only. The CMD stores the in-

formation of mobility sessions of all mobile nodes in the do-

main. The base entity, mobility access router (MAR), basi-

cally encompasses the functionality of a plain access router,

an MAG, and an LMA. In a DMM domain, each MAR owns a

pool of IPv6 prefix. An MN obtains different prefixes when it

changes its attachment points (MARs). In case of mobility, the

MN’s flows are anchored (if necessary) at the MAR in which

its prefix in use is allocated (called anchor MAR or aMAR).

Hence, the packets can be redirected via the mobility tunnel

from the anchor to the current MAR (cMAR).

Fig. 1 represents an example of how DMM works. Once

the MN enters a DMM domain (attaches to MAR1), it con-

figures an IPv6 address (pref1::MN1/64) based on the pre-

fix allocated at the current MAR (pref1::/64) and can use its

address to initiate a flow with a CN (say flow1). Flow1 is

routed in a standard routing manner without any tunneling

mechanism. After moving to MAR2, the MN can start a new

flow (say flow2) using the new allocated prefix (pref2::/64).

If flow1 is kept alive, it will be redirected via the mobility

tunnel between MAR1 and MAR2. The tunnel establishment

is done thanks to the coordination between CMD, MAR1, and

MAR2. Similarly, when the MN moves to MAR3, flow1 and

flow2 are anchored at MAR1 and MAR2, respectively. From

flow1 point of view, MAR1, MAR2, and MAR3 are the anchor

(aMAR), the previous (pMAR) and the current MAR (cMAR),

respectively. For flow2, MAR2 is both the anchor and the

previous MAR.
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2.2. IP multicast mobility: from centralized to distributed

mobility management

As the multicast protocols (including the group manage-

ment and routing protocols) are originally designed for a

fixed network, considering a multicast node in a mobile en-

vironment brings several challenges to both the multicast

service and the network operator. The mobility of the mul-

ticast node has different impacts on the multicast service

upon such factors as: (i) the role of the node in the multi-

cast session (source or listener); (ii) the considered multicast

model (any-source multicast (ASM) or source-specific mul-

ticast (SSM)); (iii) the multicast routing and multicast group

management protocols in use; (iv) the mobility management

protocol; and (v) the wireless access technology [14]. Ac-

cordingly, the mobility-related issues can be divided into 4

main groups as the general multicast problems (due to mul-

ticast protocols), the specific mobile listener problems, the

specific mobile source problems and the deployment issues

[9,12,21]. In the context of this document, we focus on the

issues caused by the mobility of a multicast listener includ-

ing long service disruption and high number of lost packets,

packet duplication (or tunnel convergence problem), sub-

optimal routing, high end-to-end delay, and waste of net-

work resource [9,12].

2.2.1. Multicast listener mobility in a network-based DMM

paradigm

Since DMM is still in the preliminary stage of standardiza-

tion, there is no complete solution for multicast in place. Typ-

ically, all major aspects for multicast support in a network-

based DMM environment are inherited from that in PMIPv6,

while an additional complexity is added [16]. Compared to

PMIPv6, DMM introduces also two basic scenarios to enable

multicast regarding the multicast functionality deployed at

the MAR i.e., multicast router (MR) and multicast listener dis-

covery (MLD) proxy [15]. However, the operators may not

want to support the multicast routing function at the MAR

due to its implementation and operational costs. Therefore,

this paper assumes that the MAR and MLD proxy are co-

located (the scenario in which MAR acts as a multicast router

is briefly discussed in Section 7). Also, only multicast listener

mobility in the network-based DMM is further studied.

In network-based DMM, when a multicast flow is initi-

ated, the traffic is routed directly from the multicast infras-

tructure via the current MAR. In case of handover, the traffic

is routed from the anchor to the current MAR via the mobility

tunnel between them, just like unicast traffic. The operations

in details are illustrated in Fig. 2 and described as follows.

After detecting the presence of a new mobile node by

means of a router solicitation (RS) message, the current MAR

allocates a prefix for the MN (e.g., pref1::/64). According to

the normal DMM behavior, a proxy binding update (PBU) in-

cluding the allocated prefix is sent to the CMD for the prefix

registration. Upon receiving the PBU, the CMD creates a bind-

ing cache entry (BCE) for this MN and replies by a proxy bind-

ing acknowledgement (PBA) message. The MAR then unicasts

a router advertisement(RA) including the allocated prefix to

the MN. In parallel, the MLD proxy instance at MAR adds the

MN to its downstream interface, and configures its upstream

interface toward its default upstream MR. The MN, after
configuring its IPv6 address (pref1::MN1/64), can join a mul-

ticast flow via the current MAR by means of an MLD report.

As a result, the current MAR receives the multicast packets

from the native multicast infrastructure and forward them

to the MN. It is noted that instead of using RS/RA message,

another mechanism can be used to allow the MN obtain an

IPv6 address e.g., by using Dynamic Host Configuration Pro-

tocol (DHCPv6). In this case, the DHCP request and DHCP re-

ply messages will play the role of RS and RA, respectively.

In case of handover (see Fig. 3), following the standard

DMM operations, the MLD proxy instance at the cMAR adds

the MN to its downstream interface, and configures its up-

stream interface toward the aMAR. The cMAR, after obtain-

ing the MN’s subscription information by means of the nor-

mal MLD operation, sends an aggregated MLD report to the

aMAR to join the ongoing flows. Finally, the multicast traffic

is transmitted from aMAR to cMAR via the mobility tunnel

between them and reaches the MN. This approach is simi-

lar to the base deployment for multicast listener support in

PMIPv6 [22]. In this paper, it is called the default multicast

support mode (DF) [15,23,24]. However, this mode does not

address any multicast-related issues caused by the move-

ment of listener such as long service disruption (and high

number of packet losses), non-optimal routing, high end-to-

end delay, and tunnel convergence problem.

For more details, when a listener moves to a new MAR

(cMAR), it may cause a noticeable disruption for the ongoing

flows due to multicast subscription acquisition time (based

on the normal MLD query/report mechanism). It is about 5 s

in the normal case, and 1 s in the best case [25]. This delay

is much longer than the maximum tolerated time for nor-

mal services, as specified in [26] is 500 ms. As a result, for

an interruption sensitive flow, the multicast context trans-

fer [27,28] may be required to avoid a large delay. How-

ever, even with the multicast context transfer, it is difficult to

meet the requirement in terms of service disruption for the

interruption-sensitive service when the delay between the

anchor and the current MAR is large [16,29]. It is because the

multicast traffic has to pass through the aMAR, which plays

the role of multicast mobility anchor (MMA). Also, the traffic

follows a non-optimal path via the aMAR. In particular, when

considering a large domain, it can cause a high end-to-end

delay. This issue becomes serious in case of end-to-end delay

sensitive service.
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Also, since the listener is unaware of mobility, it will not

send an MLD report for explicitly leaving the group in the

previous MAR. As a result, if the last member of a multicast

group moves to another MAR, the previous one will continue

to deliver the multicast traffic until it updates its member-

ship information. Thus, it causes waste of network resource.

Using the explicit tracking function and the context transfer,

in this case, could help.

On the other hand, the mobility of the node may result

in the tunnel convergence problem (or packet duplication). It

occurs when multiple instances of the same multicast pack-

ets converge to an MAR (from different MARs via the mobility

tunnel between them), leading to duplicated multicast pack-

ets. Since the purpose of DMM is moving the mobility an-

chors from the core to the edge of the networks, the number

of mobility anchors (the mobility tunnel as well) in a DMM

domain will be much more than that in a PMIPv6 domain. As

a consequence, the tunnel convergence problem is supposed

to be much more severe than that in PMIPv6.

To avoid the tunnel convergence problem, the cMAR can

obtain the multicast traffic of the ongoing flow directly from

its upstream MR (thus using the native multicast infrastruc-

ture for delivering the traffic, as similar as in [30]). This mode

is called direct routing (DR). It also allows the multicast traf-

fic to be routed in a better manner. However, although it is

the simplest way to support multicast in DMM, it may cause

a significant service disruption due to the time needed to join

the multicast delivery tree and deliver the traffic to the cur-

rent MAR [16].

Our previous work in [16] argued the need for a dynamic

multicast mobility anchor selection to adapt to the service’s

requirements as well as operator’s policy. This article elab-

orates the idea proposed in [16] with a full functionality of

the system. Also, the performance comparison between our
proposal and the DF and DR modes (with and without the

multicast context transfer) is conducted.

3. Dynamic multicast mobility support

This section proposes a solution, namely dynamic mul-

ticast mobility anchor support (DMMS), which provides a

suitable multicast support modes in DMM in a flexible man-

ner depending on different contexts. Our method decides dy-

namically from which MAR the multicast traffic should be re-

trieved based on different mobility scenarios (with or with-

out using mobility tunnel). DMMS aims at addressing the is-

sues caused by the mobility of the listener as described in

the previous section from both the service and the network

operator point of view.

In this section, we first highlight how the solution reflects

the considered contexts and its benefits. We then present in

more details the architecture as well as the operations of the

proposed solution.

3.1. Considered context

To provide multicast support mode in a flexible manner,

different contexts are taken into account including the mul-

ticast service context, the node’s mobility context, and the

network context. Then upon these contexts, an appropriate

behavior should be followed. The multicast service context

refers to the service’s requirement in terms of service dis-

ruption, end-to-end delay, packet loss, and its feature (e.g.,

long-lived, short-lived). If the multicast service does not re-

quire any requirements in term of service disruption, and

end-to-end delay; the simplest support mode such as DR

and DF should be used. On the other hand, when services
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are sensitive to interruption or packet loss, the service dis-

ruption time should be minimized. For instance, it should be

less than 300 ms for a real-time service, while 500 ms for a

normal one [26]. For the end-to-end delay-sensitive service,

the long mobility tunnel, which can result in a high end-to-

end delay, should be avoided. ITU-T Recommendation G.114

[31] suggests that if one-way transmission time for connec-

tion delays can be kept below 150 ms, most applications will

experience a transparent interactivity. If the on-going flow is

long-lived, the MN may perform many handovers and move

far away from its anchor during the flow’s lifetime, thus af-

fecting the service disruption and end-to-end delay.

In terms of mobility context, a mobile node with high mo-

bility performs frequent handovers. In this case, almost all

ongoing multicast flows are the handover ones. If the multi-

cast traffic is always routed through the aMAR utilizing the

mobility tunnel (DF mode), the longer the flow’s lifetime is,

the more serious the impact will be. Also, the number of an-

chors and tunnels may be increased. On the contrary, for the

low mobility node, the MN is expected to stay at one or sev-

eral MARs most of the time. It is noted that the mobility fea-

tures can be defined based on the average number of han-

dovers per unit of time.

Besides, several network contexts such as current load of

the MARs, geographical proximity of the MAR to the MN as

well as the multicast channel policy3 also are considered. For

example, when the load of MAR is high, it may cause a long

delay and a high number of packet losses if it serves as the

MMA. In this case, the least loaded MAR (for example, among

the MARs having the multicast forwarding state for this chan-

nel) can be a potential candidate. The reason lies in the fact

that if the channel is already available at the selected MAR,

the service disruption time can be minimized (no need of ex-

tra time to join the multicast channel). Also, with a negligi-

ble increase of load, this MAR can forward the traffic to the

cMAR [8].

3.2. Benefits of the solution

The proposed architecture is designed from both user and

network operator perspectives, thus it can offer such benefits

as:

• A complete solution for all the major issues related to mul-

ticast listener mobility including service disruption, tun-

nel convergence problem, network resource waste (due to

leave latency), sub-optimal routing, and packet loss.

• A per-flow multicast support: depending on the contexts,

each multicast flow can be treated differently.

• Route optimization: the multicast flows will be routed in a

better route since they do not always pass through their

mobility anchor.

• Tunnel convergence problem avoidance: by using an ex-

tension to MLD proxy to support multiple upstream in-

terfaces [32], the tunnel convergence problem can be

avoided. In this case, only one proxy instance will be
3 The network operator can define the channel policy in which some chan-

nels should be received directly from the native multicast infrastructure (to

gain benefit from local content) while the others from their anchor MAR

[23].
deployed at MAR with its upstream interfaces being con-

figured toward different aMARs and its upstream MR. Ac-

cordingly, the MAR will receive only one instance of the

multicast packet.

• Dynamic utilization of mobility tunnel: the utilization of

mobility tunnel for the ongoing multicast flows is enabled

in appropriate cases e.g., for remote content, or for a flow

with strict delay requirements.

• Effective tunnel management: in a DMM environment, it is

infeasible to pre-establish all the tunnels between MARs

since the number of MARs is supposed to be large. Also,

by enabling the multiple upstream interfaces in DMM, it

may cause the complex tunnel management (e.g., main-

tenance of the tunnel and keep alive signaling). Thus, the

proposed solution, which is based on a combination be-

tween the multicast and unicast mobility management

module, can help to solve this issue.

• Multicast flow load distribution: since the mode selection

takes the current load of the MARs into account, it helps

in better distribution of the multicast traffic load among

MARs.

• Centralized channel management: the central entity (mul-

ticast control entity or MCE) collects and manages the

considered contexts (e.g., the multicast channels and

their scope (local or remote), thus enhancing the control

of network providers.

In addition, DMMS can also be applied in case of source

mobility and is compatible with the unicast mobility.

3.3. Architecture of DMMS

In order to collect and manage the considered contexts, a

logical entity, called multicast control entity (MCE), is intro-

duced. This entity can be collocated with the CMD to become

multicast mobility controller (MMC). This entity, beside play-

ing the role of a mobility database as in a normal DMM, can

act as a central entity for managing multicast channel in the

domain. It therefore stores such multicast-related informa-

tion as service context (e.g., based on QoS class), node’s mo-

bility context, network policy configuration as well as current

load of the mobility access router.

Residing in the MAR, the multicast mobility management

module (MUMO) takes responsibility for all actions related

to the multicast mobility. The structure of this module is de-

picted in Fig. 4 and briefly described as follows:

• The multicast group management module (MGM) refers

to the multicast group management operations and in-

formation storage, which is developed based on the MLD

proxy with multiple upstream interfaces.4 This module

also supports the multicast explicit tracking function in

order to keep a per-host multicast membership state [33]

thanks to its database. Besides, it holds a counter struc-

ture for the number of listeners per IP multicast channel,

allowing it to identify when a node is the last subscriber

of a group.
4 It is noted that in case of MAR acting as a multicast router, this module

is relied on the multicast router function e.g., MRDv6.
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Fig. 4. Multicast mobility management module (MUMO) in the MAR and the multicast-related operations.
• The multicast context management and decision mak-

ing module (CMDM) collects and manages the consid-

ered context including the channel policy, service context

and the mobility context. Based on the collected context,

it decides the suitable mode among the candidates. The

CMDM then indicates the MGM to configure an appropri-

ate upstream interface and join the corresponding MMA.

• The multicast context transfer module (MCT) is in charge

of exchanging the MN’s multicast subscription informa-

tion between MARs. So that the new MAR can join

the on-going flows in advance to minimize the service

disruption.

• The IP mobility management module (I3M) resembles the

mobility protocol stack (DMM). It is responsible for de-

tecting MN’s attachment, assigning and maintaining the

IP connectivity of an MN roaming inside the DMM do-

main. In other words, it is responsible for all the mobility

management-related actions.

3.4. Operations of DMMS

Figs. 4 and 5 represent the components as well as oper-

ations of the proposed solution. It is noted that these figures

mainly focus on the multicast-related operations. Basically,

our solution introduces two levels of intelligence. First, the

MMC, for example, based on the network policy, can force

the MAR to follow a specific multicast support mode. Be-

sides, MMC can also provide additional information to the

MAR (MUMO) which then can decide the most suitable sup-

port mode to follow. The detailed operations are described as

follows.

When an MN attaches to a new MAR, at first, the typical

DMM operations are executed to update the MN’s location

and configure its address (pref1::MN/64) as specified in the

previous section (steps 1©, 2©). In parallel, MGM module at

MAR adds the MN to its downstream interface. The MN then
can join a multicast flow via the current MAR by means of

an MLD report ( 3©). If the MGM had the multicast informa-

tion of the requested flow (in other words, the MGM already

subscribed to the requested flow), it simply forward this flow

to the MN ( 9©, 10©). Otherwise, the MGM triggers the chan-

nel configuration acquisition procedure at the MMC by the

CMDM module ( 4©, 5©). The CMDM, based on the acquisi-

tion information, decides and returns the appropriate multi-

cast support mode to the MGM. The MGM, acting as an MLD

proxy, sends an MLD report to the corresponding MMA to

join the flow on behalf of the MN ( 6©). After receiving the

multicast packets from the MMA, the MAR forward them to

the corresponding interface to send to the MN ( 7©, 8©, 9©, 10©).

In case of handover to a new MAR (nMAR), similarly, the

I3M at the nMAR allocates a new prefix for this MN (e.g.,

pref2::/64). It then sends a PBU to the MMC for the new pre-

fix registration ( 2©). By looking up the BCE table, the MMC

updates the entry corresponding to the MN with its new pre-

fix and location. It is noted that the BCE is extended to store

the mobility characteristic of the MN (for example, with 3

different levels including low, medium, and high mobility)

( 11©). The mobility feature, the list of anchor MARs’ address,

the corresponding prefixes, and the address of the previous

MAR are then conveyed in the PBA message sent to the I3M

at the cMAR ( 2©). The MMC also notifies the anchor MARs

the current location of the MN via a PBA message. The mobil-

ity tunnel is then established between cMAR and each aMAR

to redirect the on-going unicast traffic destined to the MN’s

active prefixes (e.g., pref1::/64). The I3M then unicasts a RA

including the new prefix (pref2::/64) to the MN ( 1©). Based

on this prefix, the MN can configure a new IPv6 address

(pref2::MN/64) while keeping using the old one for the ongo-

ing flows. The I3M also updates its BCE and triggers the MCT

to perform the context transfer (CXT request/response) ex-

changed with the pMAR (12©, 13©) to obtain the MN’s subscrip-

tion information. It is noted that the pMAR retrieves the MN’s
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subscription information from its database thanks to the ex-

plicit tracking function (14©). MCT then updates these infor-

mations in the database (15©) and sends them to the CMDM

for the decision making (16©). In parallel, I3M sends the mo-

bility features and triggers the CMDM to get the multicast

channel configuration from the MMC (17©, 5©). Again, based

on the channel configuration, the mobility context as well as

the multicast service context, the CMDM decides to select the

most appropriate support scheme. The CMDM then sends a

join request to the MGM including the multicast group and

the corresponding MMA address. MGM, after joining and get-

ting the multicast packet for the corresponding flow, forward

them to the MN. In addition, if the cMAR does not get the

traffic from the pMAR, it will request the pMAR to stop for-

warding the flow (if the MN is the last member of the channel

at the pMAR) to lower the leave latency, thus reducing the

waste of resource.

For a handover flow, the multicast traffic can be received

from the aMAR, the pMAR, the cMAR, a common MMA

(COMMA) which serves as only one MMA for the domain (as

similar in [30]) or even an MAR in which the multicast chan-

nel is already available, or a less loaded MAR so as to meet

a set of requirements. At this stage, we consider only 4 can-

didates including the cMAR, pMAR, aMAR, and COMMA cor-

responding to different multicast support modes: MMA(a) –

similar to the default mode, the multicast traffic is routed

from the anchor to the current MAR via the mobility tunnel

between them; MMA(p) – similar to MMA(a), however, the

traffic is received from the previous MAR instead of aMAR;

MMA(c) – using the native multicast infrastructure for de-

livering multicast traffic (without using mobility tunneling);

and MMA(co) – the traffic is received from a common multi-

cast router in the domain.
To reduce the complexity and the signaling cost for the

context collection process, the MMC can store the MN’s sub-

scription information, however, only for the privileged users

and the channels with strict requirement in terms of ser-

vice disruption and end-to-end delay. For those channels, the

mode decision will be made by the MMC while for the nor-

mal ones, it is done by the MUMO at the cMAR. As a result, for

the channels with the strict requirement, the corresponding

MMAs will be conveyed via the extended PBA from MMC to

the cMAR. Accordingly, the time for the multicast context ex-

changed as well as the channel configuration acquisition can

be ignored.

In addition, DMMS can work in a “simple mode” (SIMP) as

DF and DR. It is done by adding an option, namely multicast

mode (MM) to the PBA sent from MMC to cMAR (step 2© as

in Fig. 4) to indicate the multicast mode that cMAR should

follow. For example, the value 0 indicates that the normal

MMA operations should be executed. On the other hand, the

value 1 shows that the default mode without context trans-

fer (DF-C) should be applied. That means the context transfer

and channel configuration acquisition processes should not

be activated. Consequently, the cMAR simply joins the on-

going flow from the aMAR via the mobility tunnel. Similar

procedure happens for other approaches including DF with

context transfer (DF-C, MM = 2), DR (MM = 3), and DR-C

(MM = 4).

4. Performance analysis

In wireless mobile networks, the mobility anchor is re-

sponsible for tracking the location of the mobile node to pro-

vide the mobility support. Thus, location management is cru-

cial for the effective operation of wireless networks. In this
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context, the signaling cost is defined as the cost to update the

location of the node which can be considered as a function of

different metrics as the hop distance between the entities,

the unit transmission cost over wired/wireless link, and the

handover rates. Signaling cost is an important factor since it

influences the scalability of the system as well as the cost for

data delivery. This metric becomes even more critical with

the presence of wireless links who have a limited capacity.

As the data and control plane are no longer coupled, in case

where a huge amount of traffic is generated in the network,

the packet delivery cost and the tunneling cost could play a

very important role.

On the other hand, from an application point of view,

service disruption, end-to-end delay, and number of packet

losses are the most important metrics. The service disruption

time is defined as a period when a node cannot receive/send

the packets while performing a handover. During this period,

the packets will be lost. Thus, it may result in noticeable ser-

vice disruption, especially in case of interruption sensitive

applications like video and Voice over IP (VoIP). The num-

ber of lost packets typically is proportional to the service dis-

ruption, packet arrival rate, network condition, etc. However,

since this paper focuses on the impact of mobility to the per-

formance metrics, thus, only two main factors are considered

i.e., service disruption and packet arrival rate. In IPv6-based

networks, QoS may be defined by packet loss, handover la-

tency and signaling overhead. As a result, a long service dis-

ruption time and a large number of lost packets may de-

grade the quality of service. Besides, end-to-end delay is also

one important metric, especially in case of delay-sensitive

service.

Accordingly, this section presents the performance analy-

sis of the proposed solution in comparison with different ap-

proaches (DF, DF-C, DR, and DR-C) regarding different met-

rics as multicast service disruption, end-to-end delay, sig-

naling cost, packet delivery cost, tunneling cost and packet

loss.

At this stage, when a listener subscribes to a new multi-

cast flow, this flow will be received directly from the native

multicast infrastructure. This means the mode selection in

the initial phase will be left for future works. For a handover

flow, the traffic can be received from the aMAR, the pMAR,

the cMAR, a common MMA (COMMA), corresponding to 4

different modes: MMA(a), MMA(p), MMA(c), and MMA(co).

We also do not consider the network operator’s policies. It is

noted that COMMA generally reflects the multicast deploy-

ment in PMIPv6.

4.1. Reference model

Fig. 6 shows a reference topology for the performance

analysis. The hop-count distances between the entities are

defined as follows:

• hac: the average number of hops between the aMAR

and the cMAR.

• hap: the average number of hops between the aMAR and

the pMAR.

• hpc: the average number of hops between the pMAR and

the cMAR.
• hcd: the average number of hops between the MAR and

the MMC/COMMA.

• hsa, hsp, hsc, hsm: the average number of hops between

the source S and the aMAR, the pMAR, the cMAR, the

COMMA, respectively.

• hmi: the average number of hops between the cMAR and

the intersection MR (IMR) which already has a multicast

forwarding state for the group. In the context of this doc-

ument, hmi represents the popularity of users subscribing

to the same flow.

It is noted that the average numbers of hops between the

MAR and the listener (wireless link) and between the MAR

and its upstream MR are assumed to be one.

4.2. Analytical modeling

4.2.1. Multicast service disruption time analysis

The multicast service disruption time (SD(.)) is defined as

a period when a listener is unable to receive the multicast

packets. Assuming that the delay associated with the pro-

cessing of the messages in the network entities (e.g., time for

PBU/PBA processing and updating binding cache in MAR) is

included in the total value of each variable. Then SD(.) in the

proposed solution is expressed as:

SD(.)
MMA

= TL2 + TRA−RS + TMMC + TCXT

+ TCon f + T (.)
M

, (1)

where TL2 is the layer 2 (L2) handover duration, TRA−RS is the

time for RS/RA exchanged between MAR and MN, TMMC is the

time needed to get the address of the anchor/previous MARs

from the MMC and update the current location of the MN (at

the aMAR), TCXT is the time for the context transfer messages

exchanged, TConf is the time to get the multicast configuration

information from the MMC, T (.)
M

is the time needed for the

cMAR to join, get the first multicast packet and deliver it to

the MN after handover.

Although different signaling messages have different

sizes, we assume that they have the same size for simplicity.

Also, the delay for transmitting a signaling message is sup-

posed to be proportional to the distance between the source

and the destination. The proportion is τ for wired and κ for

wireless link. As a result, TRA−RS, TMMC, TCXT, and TConf are
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given by:

TRA−RS = 2κ,

TMMC = 2τhcd,

TCXT = 2τhpc,

TCon f = 2τhcd.

Regarding T (.)
M

, in case of MMA(c), the cMAR has to get the

multicast traffic from the IMR which already has a multicast

forwarding state for this group. Thus,

T c
M = (hmi + 1)ω + 2τhmi + κ,

where ω is the delay time in which an MR (and an MLD

proxy) needs to join a multicast flow at each router (proxy)

in the Internet [34].

In case of MMA(p), the pMAR already had the multicast

state for this flow. We have:

T p
M

= 2ω + 2τhpc + κ.

In case of MMA(a), the aMAR may need to re-join the

multicast channel, leading to an extra delay. It happens, for

example, in case the multicast traffic was received from the

multicast infrastructure in the pMAR and the aMAR has left

the channel as a result of using MLD proxy with multiple up-

stream interfaces (called worst-case scenario, or wc). Let pa

denote the probability that this situation happens. As a re-

sult, T (.)
M

is calculated as:

T a
M = (1 − pa)T DF

M + paT a−wc
M ,

where T DF
M is the time the cMAR needs to get the multicast

packet from the aMAR, as similar to in the default mode (DF).

We have:

T DF
M = 2ω + 2τhac + κ,

T a−wc
M = (2 + hmi)ω + 2τhac + 2τhmi + κ.

In case of MMA(co), we have:

T co
M = 2ω + 2τhcd + κ.

Similarly, the service disruption time in the default mode

(DF—without context transfer, DF-C using context transfer) is

given by:

SDDF = TL2 + TRS−RA + TMMC + TSub + T DF
M , (2)

SDDF−c = TL2 + TRS−RA + TMMC + TCXT + T DF
M , (3)

where TSub is the time needed for the MAR to obtain the MN’s

subscription information based on the normal MLD process.

We have:

TSub = TMSA + TQRD + 2κ,

where TMSA, TQRD represent the multicast service activation

time and the query response delay, respectively [25]. We sup-

pose that MLD Queries are followed immediately the link-up

event or the auto-configuration of IPv6 link-local address of

an MN [22]. As a consequence, the multicast service activa-

tion time can be ignored (TMSA = 0).

The service disruption time in the direct mode (DR) is

given by:

SDDR = TL2 + TRS−RA + TMMC + TSub + T c
M, (4)

SDDF−c = TL2 + TRS−RA + TMMC + TCXT + T c . (5)
M
4.2.2. End-to-end delay

End-to-end delay (E2E(.)) is the packet transmission de-

lay from the source to the listener. In the MMA(c), the cMAR

receives the multicast traffic directly from the multicast in-

frastructure similar to the direct mode. Hence, we have:

E2Ec
MMA = E2EDR = τhsc + κ. (6)

In case of MMA(a), the multicast packet is routed from the

source to the cMAR via the aMAR, representing the default

mode. We have:

E2Ea
MMA = E2EDF = τhsa + τhac + κ. (7)

In MMA(p) mode, if the traffic for the multicast flow is al-

ready available at the current MAR, this MAR will simply for-

ward it to the MN. After each handover, the current MAR can

obtain the multicast traffic either from its upstream interface

(with probability pp ) or from the previous one (with proba-

bility 1−pp ). Since the flow is started at the anchor MAR, the

delay in case of MMA(p) is therefore given by:

E2E p
MMA

= κ + (τhsa + τNmarhmm)pNmar−1
p

+
�Nmar�−1∑

i=1

[τhi + τ (i + 1)hmm]pi
p(1 − pp), (8)

where Nmar denotes the average number of MARs involved in

the data traffic forwarding between aMAR and cMAR; and hi

is the hop-count distances from the source to the ith MAR in

the moving path of the MN (from the aMAR to the cMAR).

Considering the MMA(co), E2E is expressed as:

E2Eco
MMA = τhsm + τhcd + κ. (9)

4.2.3. Cost analysis

4.2.3.1. Signaling cost. The signaling cost (SC(.)) is the sig-

naling overhead for supporting the handover including

multicast-related procedures. It is noted that we consider

only the signaling cost per handover, thus the costs for re-

freshing and de-registration are not taken into account. It

therefore can be calculated as:

SC(.) = μ
(
LU(.) + MC(.)

)
, (10)

where μ is the MAR subnet border crossing rate, LU(.), MC(.) is

the signaling cost for the location update and the multicast-

related procedures, respectively. According to [35], the sig-

naling message delivery cost is calculated as the product of

the message size, the hop distance and the unit transmission

cost in a wired/wireless link (α for the wired and β for the

wireless link). We obtain:

LUMMA = LUDF = LUDR = 2β + 2αhcd + 2αhac, (11)

MCc
MMA = MCCXT + MCcon f + α(1 + hmi), (12)

where

MCCXT = 2αhpc,

MCcon f = 2αhcd.

Similarly, we have:

MCp
MMA

= MCCXT + MCcon f + αhpc, (13)
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Table 1

Parameters for the performance analysis.

Parameter Value Parameter Value

TL2 29.9ms τ 2

λp 10 packets/s κ 15

α 1 β 5

ω 10 ms hmm 1 hop

hcd 8 hops hmi 2 hops

hsa 14 hops hsp 14 hops

hsc 14 hops hsm 14 hops

Sc 60 s pp 0.9

pa 0.5 TQRD 1 s
MCa
MMA = (1 − pa)MCa−df

MMA
+ paMCa−wc

MMA
, (14)

where

MCa−df
MMA

= MCCXT + MCcon f + αhac,

MCa−wc
MMA

= MCCXT + MCcon f + α(hac + 1 + hmi),

MCco
MMA = MCCXT + MCcon f + αhcd. (15)

Regarding DF and DR mode, MCDF and MCDR are expressed

as:

MCDF = αhac + 2β, (16)

MCDF−c = MCCXT + αhac, (17)

MCDR = α + αhmi + 2β, (18)

MCDR−c = MCCXT + α + αhmi. (19)

4.2.3.2. Packet delivery cost. The packet delivery cost (PC(.))

represents the cost of delivering multicast packets to the MN

per unit of time. Let Sc, λp denote the average session length

at the cMAR and the packet arrival rate, respectively. Again,

the packet delivery cost in the MMA(a) corresponds to the

default multicast mode. The packet delivery cost is expressed

as:

PCc
MMA = PCDR = Scλp(αhsc + β), (20)

PCa
MMA = PCDF = Scλp(αhsa + αhac + β). (21)

Similar to E2E
p
MMA

, PC
p
MMA

can be calculated as:

PCp
MMA

= Scλpβ + Scλp(αhsa + αNmarhmm)pNmar−1
p

+ Scλpα
�Nmar�−1∑

i=1

[hi + (i + 1)hmm]pi
p(1 − pp). (22)

PCco
MMA = Scλp(αhsm + αhcd + β). (23)

4.2.3.3. Tunneling cost. Regarding the packet tunneling cost

(TC(.)), it is defined as the additional cost from the tunnel-

ing overhead. In MMA(c), the multicast traffic is received

directly from the multicast infrastructure, thus, there is no

tunneling cost. On the contrary, in MMA(a), MMA(p), and

MMA(co) the traffic is routed via the tunnel aMAR-cMAR,

pMAR-cMAR, and cMAR-COMMA, respectively. Note that the

tunneling cost in the MMA(a), MMA(c) corresponds to the

default mode, and the direct mode, respectively. The tunnel-

ing cost is therefore computed as:

TCc
MMA = TCDR = 0. (24)

TCa
MMA = TCDF = αScλphac. (25)

TCp
MMA

= αScλphmmNmar pNmar−1
p

+αScλphmm

�Nmar�−1∑

i=1

(i + 1)pi
p(1 − pp), (26)

TCco = αScλphcd. (27)
MMA
4.2.4. Packet loss

During the handover, packets may be lost. For sake of sim-

plicity, we assume that the number of lost packets is propor-

tional to the service disruption time and the packet arrival

rate. As a result, the number of lost packets is given by:

PL(.) = λpSD(.). (28)

5. Numerical results

This section presents the numerical results for the pro-

posed solution in comparison with the DR, DR-C, DF, and DF-

C mode. It is worth to note that all the 4 different schemes in

our proposed solution (including MMA(a), MMA(c), MMA(p),

MMA(co)) are presented to highlight the need of a dynamic

multicast support mechanism. The default parameter values

for the analysis are introduced in Table 1, in which some pa-

rameters are taken from [25,27,34].

Also, we consider the case where the MN always moves

from MAR to MAR as if they were linearly deployed (the

user is moving further away from the first attached MAR and

never attaches back to a previously visited MAR). It repre-

sents the worst-case scenario. Thus, we have hac = Nmarhmm,

hap = (Nmar − 1)hmm, and hpc = hmm. According to [36], Nmar

is calculated as:

Nmar = 1 + μ

δ
, (29)

where 1/δ is the mean value of the active prefix lifetime

while the MN is visiting a foreign network.

To give the idea of the relation between the number of

MARs involved in the data traffic forwarding to/from an MN

(Nmar) and the velocity (υ), we assume that the subnet res-

idence time (MAR subnet) is a random variable which fol-

lows an exponential distribution with mean value 1/μ and

the MAR coverage area is circular with radius R. According to

[37], the subnet border crossing rate μ is calculated as:

μ = 2υ

πR
, (30)

where υ is the average velocity of the MN.

Fig. 7 depicts the value of Nmar as a function of the velocity

when the subnet radius R and 1/δ are fixed to the value of

400 m and 300 s, respectively. As the velocity increases, Nmar

is increased. According to Eq. (29), we can obtain a similar

curve as in Fig. 7 if the value of υ is fixed while the mean

value of the active prefix lifetime (1/δ) is varying. Thus, the

figure for this case is not shown here. As we can observe, the
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Fig. 7. Nmar as a function of velocity (υ).
low value of Nmar represents a low mobility and/or a low-

lived flow scenario. The higher value of Nmar corresponds to

a high mobility and/or a long-lived flow scenario.

5.1. Multicast service disruption

Fig. 8 shows the multicast service disruption time as a

function of Nmar and hmi. In Fig. 8(a), the value of Nmar is var-

ied over a range from 1 to 15. It appears clearly that without

the multicast context transfer, the service disruption in the

DF and DR mode (about 1200 ms) is definitely higher than

that in the other cases and leading to such an unacceptable

service disruption. When Nmar is small, DF-C gives a better

performance than the others. As Nmar increases, while the

disruption time in DR-C, MMA(p), MMA(c), MMA(co) is kept

constant, that in DF-C, MMA(a) is significantly increased. As

a result, DR-C outperforms the others, while MMA(p) intro-

duces a minor additional disruption compared to that in DR-

C. Similarly, as can be seen in Fig. 8(b), when the hmi is in-

creased, the service disruption time in MMA(p), MMA(co)

and DF-C is fixed while that in MMA(c), MMA(a) and DR-C

is notably increased. Altogether, the service disruption time

cannot be guaranteed in both cases DR-C and DF-C. Besides,

the service disruption in MMA(p) is slightly higher compared

to the lower value among DF-C and DR-C. It is also stable in

both figures. In conclusion, the difference between the ser-

vice disruption in MMA(p), DF-C, and DR-C can be consid-

ered as a cost of our solution to obtain the required context
Fig. 8. Service disruption as a fun
to keep the service disruption time stable and as low as pos-

sible as well.

5.2. End-to-end delay

Regarding the end-to-end delay, two different scenarios

are considered. In the first scenario, the source is supposed to

be outside of the DMM domain. Thus, the distance between

the source and the MAR is supposed to be the same. The re-

sults of this scenario are shown in Fig. 9(a). The second sce-

nario is used to illustrate the case where the source (inside

the domain) is extremely close to the aMAR (on the right side

of Fig. 9(b)) or extremely close to the cMAR (on the left side

of Fig. 9(b)). It is done by varying the value of hsc while fixing

the value of hsa + hsc (for example, 16 hops).

In the first scenario (Fig. 9(a)), as Nmar increases, the end-

to-end delay in case of MMA(a)/DF is dramatically increased,

while that in MMA(c)/DR and MMA(co) is kept constant. On

the other hand, the delay in MMA(p) is relatively small in-

creased. Note that the delay in MMA(c)/DR and MMA(p) is

kept below the value 50 ms, which means that these modes

satisfy the strict requirement in terms of end-to-end delay

(for real-time gaming as specified in [31]).

In the second scenario, as can be observed in Fig. 9(b),

even when the source is very close to the aMAR (hsa = 1,

hsc = 15), the delay in the MMA(c)/DR is lower than that

in the other cases. Therefore, the impact of the mobility

tunnel (cMAR-aMAR and cMAR-pMAR) on the end-to-end

delay is obvious. In conclusion, the MMA(c)/DR is gener-

ally well suited for the delay-sensitive flows, while MMA(p)

introduces a minor additional delay compared to that in

MMA(c)/DR.

5.3. Signaling cost

Fig. 10 shows the signaling cost of the proposed solution

in comparison with the DF and DR mode. As can be seen in

this figure, the DR and DF modes give a better performance

compared with our solution. It is obvious since in our solu-

tion, more signaling messages are needed to collect the con-

text. In Fig. 10(a), the signaling cost is decreased as the subnet

residence time (1/μ) increases (μ decreases). However, the

signaling overhead is negligible. In Fig. 10(b), when the value
ction of: (a) Nmar, (b) hmi .
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Fig. 9. End-to-End delay as a function of: (a) Nmar and (b) hsc .

Fig. 10. Signaling cost as a function of: (a) 1/μ and (b) hmi .

Fig. 11. Packet delivery cost versus Nmar . Fig. 12. Tunneling cost as a function of Nmar .
of hmi increases, the signaling cost is fixed in case of DF, DF-

C and MMA(p), while it is increased in the other cases. The

reason is that in case of DF, DF-C, and MMA(p) the current

MAR obtains the multicast traffic from the MAR which had

the subscription information of the flow. In general, our solu-

tion introduces an acceptable signaling overhead compared

to the DF and DR modes, as a cost of the context collection

process. Additionally, this overhead can be avoided if our so-

lution works in the SIMP mode.

5.4. Packet delivery cost

Regarding the packet delivery cost (see Fig. 11), MMA(c)

and DR mode give the best performance compared to the

others. When Nmar increases, the packet delivery cost in
MMA(c)/DR and MMA(co) is kept constant while that in

MMA(a)/DF is notably increased. In the middle, MMA(p) in-

troduces a minor increase in compared to MMC(c)/DR.

5.5. Tunneling cost

Fig. 12 depicts the tunneling cost as a function of Nmar .

As can be seen in this figure, MMA(c) and DR mode do not

introduce any tunneling overhead since the traffic is routed

directly from the multicast infrastructure without using the

mobility tunnel. On the contrary, the tunneling cost in case of

MMA(a) and DF is significantly increased as Nmar increases.

It is due to the fact that the traffic is routed via the tun-

nel aMAR-cMAR which is supposed to be long. The tunneling
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Fig. 13. Testbed deployment.
overhead in case of MMA(p) is increased, however, still lower

than that of MMA(co) which is kept constant.

5.6. Packet loss

With a fixed value of packet arrive rate, the packet loss is

directly proportional to the service disruption time as given

in Eq. (28). Accordingly, the figure depicting the packet loss

(as a function of Nmar and hmi) has a similar curve as in Fig. 8,

thus, is not shown here. Again, the DF and DR represent a

large number of packet losses, while MMA(p) can be consid-

ered as a good option to guarantee the low number of packet

losses.

6. Implementation and preliminary results

6.1. Current status of the implementation

The proposed solution, DMMS, is under development

[24,27]. At this stage, MGM, MCT, and I3M modules are al-

ready available. In detail, MGM was developed based on an

open-source for MLD Proxy, namely ECMH.5 It is extended to

support the explicit tracking function and the multiple up-

stream interfaces. There is another possibility in which MGM

can work as an MR e.g., by using MRD6.6 MCT module (writ-

ten in C), which was developed as a separate component, can

be easily applied to the other solutions in PMIPv6 as well

as in DMM [24,27]. On the other hand, in our laboratory, a

Linux-based DMM was recently implemented on top of the

UMIP7 and OAI PMIP implementation [38]. Our DMM imple-

mentation, which follows a partially distributed approach, is

perfectly fit with I3M module. The CMD is extended to play

the role of MMC. At this stage, CMDM module is executed

in a simple way: (i) with a low mobility node, MMA(a) is al-

ways used; (ii) with a high-mobility node, for a disruption-

sensitive service, MMA(p) is applied while for a delay sensi-

tive service, MMA(c) is selected. In addition, when the MN

plays the role of a source, MMA(a) is applied.

6.2. Testbed deployment and scenario description

Following the idea of a near-to-real testbed described

in [25], the proof-of-concept architecture, as indicated in

Fig. 13, is deployed. The testbed is a combination of virtu-

alized environment which consists of multiple virtual ma-

chines (e.g., using User-Mode Linux8) and the Network Simu-

lator NS-3.9 It is composed of a central entity playing the role

of MMC, 16 MARs with MUMO functionality, 16 access points

(APs), 15 multicast routers (MRs) supporting Protocol Inde-

pendent Multicast—Sparse Mode (PIM-SM),10 one multicast

source and one MN acting as a multicast listener. The archi-

tecture of the PIM-SM domain is hierarchically formed as a

tree structure with 4 layers in which the source’s MR acts as
5 Easy Cast du Multi Hub, http://unfix.org/projects/ecmh/.
6 MRD6, http://fivebits.net/proj/mrd6/.
7 UMIP - Mobile IPv6 and NEMO for Linux, http://umip.org.
8 User-Mode Linux, http://user-mode-linux.sourceforge.net.
9 The Network Simulator NS-3, https://www.nsnam.org.

10 The multicast router functions are deployed by using MRD6 implemen-

tation.
the root of the tree [39]. The MARs are then connected to the

PIM-SM domain in a similar manner, as the leafs of the bi-

nary tree. Thus, this structure allows to measure the impact

of hmi to the performance metrics. For instance, the testbed is

deployed on a single physical machine running Ubuntu 14.04

LTS. The MMC, MARs, MRs and the source are the virtual ma-

chines, while the MN and the APs are NS-3 nodes. By using

NS-3, the mobile node can easily move between MARs.

To generate the multicast traffic, several tools can be used

e.g., Iperf11 and MINT.12 During the experiments, a network

analyzer tool (e.g., Wireshark13) is used to capture the pack-

ets exchanged between the entities. At this step, two perfor-

mance metrics are considered including service disruption

and end-to-end delay. It is noted that for the improvement

of the credibility, we performed the experiment in a large

amount of times. Based on the collected results, we calcu-

lated the average value and the standard deviation to im-

prove the degree of confidence.

Then two different experimental scenarios are defined as

follows.

• Scenario 1 (S1): This simple scenario is to explain the situ-

ation in which the flow will be terminated after one han-

dover and the value of hmi is fixed to a value of one. In

this scenario, the MN will first attach to the MAR1. It sub-

scribes to a multicast flow which is being broadcasted by

the source. The MN will then perform a handover from

MAR1 to MAR2.

• Scenario 2 (S2): This general scenario is used to illustrate

the situation when both the number of active prefixes

and the value of hmi are varied. In this case, the MN will

first attach to the MAR1. It subscribes to a multicast flow

which is being broadcasted by the source. It then moves

from MAR1 to MAR16 passing the MARi (i = 2, … , 15). The

flow is kept alive during the movement. We then calculate

the average service disruption as well as end-to-end delay

for all handovers.
11 Iperf, https://iperf.fr.
12 MINT, http://mc-mint.sourceforge.net.
13 Wireshark, https://www.wireshark.org.

http://unfix.org/projects/ecmh/
http://fivebits.net/proj/mrd6/
http://umip.org
http://user-mode-linux.sourceforge.net
https://www.nsnam.org
https://iperf.fr
http://mc-mint.sourceforge.net
https://www.wireshark.org
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Table 2

Preliminary results: the average and standard deviation values of ser-

vice disruption and end-to-end delay in milliseconds.

Metric/method MMA DF-C DR-C

SD (S1) (203.6, 60.3) (170.4, 45.5) (199.3, 49.4)

SD (S2) (213.3, 65.2) (311.3, 160.6) (327.3, 150.2)

E2E (S1) (43.2, 11.3) (46.1, 14.5) (42.2, 13.4)

E2E (S2) (48.2, 13.2) (67.3, 20.5) (40.3, 12.2)
6.3. Preliminary results

Table 2 shows the average and standard deviation values

of service disruption time and end-to-end delay of our so-

lution in comparison with DF-C and DR-C in two different

scenarios (S1 and S2).

Regarding the multicast service disruption, in the sce-

nario 1 (S1) the disruption in case of MMA is slightly longer

than that in DF-C and DR-C as a cost of additional signaling

messages exchanged between the entities for collecting the

contexts. However, in the scenario 2, while the service dis-

ruption in case of MMA is slightly increased, those in DF-

C and DR-C are significantly increased. Thus, it is clear that

by dynamically providing a suitable multicast support mode,

our solution helps to keep the value of service disruption sta-

ble. Moreover, this value is much lower than the one in case

of DR-C and DF-C in the scenario 2. The reason is that by mov-

ing the MN from MAR1 to MAR16, we varied the value of two

parameters i.e., number of active prefixes and hmi at the same

time. The similar thing happens in terms of end-to-end delay.

In detail, in the first scenario, three modes give the similar re-

sults. However, while the delay in case of MMA and DR-C is

almost stable, the one in case of DF-C is notably increased. In

the next steps, more experiments will be considered to vali-

date the behavior of our proposed solution.

7. Discussions

7.1. Multicast router function deployment at the MAR

Our analysis can also be applied when the multicast

router function is deployed at the MAR. As in the Medieval

project, the MGM represents the functionality of a PIM-SM

multicast router (e.g., based on MRD6 implementation). In

this case, the Multicast Routing Information Base (MRIB) not

only can be based on the unicast RIB, but also on the informa-

tion from the CMDM. For example, in order to apply MMA(p)

for a specific channel (say C1), the cMAR uses an explicit PIM

join message to join the C1 at pMAR. In other words, pMAR

becomes a reverse path forwarding (RPF) neighbor router of

the cMAR regarding the specific flow C1.

7.2. Multicast source mobility support

At this stage, our solution can also support source mobil-

ity in DMM. However, the MMA(a) will always be applied to

avoid the potential impact on the service disruption. In case

of ASM, an extension of PIM-SM [40] can be used to route the

multicast traffic directly from the cMAR to the rendez-vous

point (RP) bypassing the aMAR. Thus, the multicast traffic is
routed in a better way. In more detail, the explicit RPF mecha-

nism is used to build the multicast delivery tree via an explic-

itly configured path included in the PIM join messages. After

receiving the unicast-encapsulation packets from the current

MAR, the RP will send a Join message including the address

of the sender (cMAR’s address) in a new type-length-vector

(TLV). It allows the RP to establish the shortest path tree to-

ward the current location of the source. The native multicast

traffic then will be sent via the new delivery tree from the

cMAR and reaches the listeners (PIM phase two).

8. Conclusions and perspectives

As a variety of multicast service with different features is

expected to be widely used in the future networks, a flexi-

ble architecture to support multicast is required. In this pa-

per, we introduced an architecture to support multicast in a

flexible manner (namely DMMS) from both the service and

the operator point of views. Depending on a set of contexts,

an appropriate support mode will be enabled, thus, provid-

ing a per-flow multicast support. The numerical and exper-

imental results showed that DMMS guaranties the service

requirements in term of service disruption and end-to-end

delay while keeping the low value of signaling, packet deliv-

ery and tunneling cost compared with other proposals. Also,

DMMS helps to avoid the traffic replication issue while better

distribute the load among the access routers. In the next step,

to achieve a more realistic result, more experiments will be

conducted based on the under-deployment real testbed.
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