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a b s t r a c t

Wireless sensor network (WSN) is one of the mainstay technologies in Internet of Things.

In WSNs, clustering is to organize scattered sensor nodes into a cluster-topology net-

work for communications. Existing efforts on clustering intensively focus on the energy-

efficiency issue. However, in mission-critical applications, a fast clustering scheme, which

can not only gather sensory data immediately after deployment but also reduce the en-

ergy consumption, is more desired. In this paper, we study the clustering problem con-

sidering both time- and energy-efficiency. We propose a novel instantaneous clustering

protocol (ICP) that groups sensor nodes into single-hop clusters in a parallel manner. ICP

can instantaneously complete the clustering due to two key designs. First, to determine

the cluster heads locally. Existing methods require a long duration on cluster head vot-

ing. To waive the voting consumption, a cluster head in ICP is locally determined by the

pre-assigned probability and its present status. Second, to minimize the amount of trans-

missions. Parallel transmissions from different cluster heads and acknowledgments (ACKs)

from multiple cluster members lead to severe time and energy consumption. On the con-

trary, ICP gets rid of the ACK mechanism, instead, only cluster heads contend to broadcast

during a given period. This period is elaborately derived to guarantee the connectivity. Ex-

periments on a 64-node testbed and simulations on large-scale WSNs are extensively con-

ducted to evaluate ICP. Performance results demonstrate that ICP significantly outperforms

existing clustering methods by reducing up to 55% time consumption and 89% amount of

transmissions for energy-saving.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

The widespread deployment of wireless sensor net-

works (WSNs) [3,11,13,34] has fostered the rise of
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the Internet of Things such as monitoring for smart build-

ing [31] and crowdsensing based environment acquisition

[27,35], attracting lots of interests due to their great poten-

tials on perceiving the physical world. Generally, scattered

sensor nodes require a reliable network structure for com-

munications [22]. The cluster topology, which forms sensor

nodes into several clusters and where every cluster is dom-

inated by a cluster head (CH), is one of the most widely

adopted structures. The procedure of setting up such a

cluster topology is called clustering.
stering protocol for wireless sensor networks, Computer
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Table 1

Comparison of typical clustering methods.

Methods Objective CH determination ACKs

LEACH [14] Energy-efficient Pre-assigned Yes

HEED [37] Energy-efficient Voting Yes

ECDS [4] Energy-efficient Voting Yes

WCA [6] Load-balance Voting Yes

DSBCA [25] Load-balance Voting Yes

GS3 [39] Fault-tolerant Voting Yes

FT-EEC [18] Fault-tolerant Pre-assigned Yes
In the literature, there are plenty of clustering meth-

ods for WSNs. These methods have different objectives in

order to facilitate various requirements from applications.

The classic LEACH [14] and HEED [37] pay great attention

to the energy-efficient clustering, which is the commonest

objective. Some other objectives are as follows: WCA [6]

considers the node degree as an important parameter, DS-

BCA [25] aims to build a load-balanced cluster topology,

FT-EEC [18] designs a fault-tolerate clustering method, etc.

However, the objective of fast clustering hardly receives

investigation.

In this work, we focus on the study of fast and

energy-efficient clustering. From the perspective of time-

efficiency, a fast clustering is significant in WSNs, es-

pecially in mission-critical applications. For example, in

military surveillance [7,28], gathering enemies’ informa-

tion immediately after deployment is critical to build up

the informational competitive advantage. Disaster relief

[21] is another example that an early detection of dan-

ger can save more lives. In general applications, a WSN

usually demands several times of re-clustering in its life-

time. An instantaneous clustering can change its topol-

ogy without stopping the sensing tasks. From the per-

spective of energy-efficiency, a fast clustering indicates a

lightweight clustering process with low transmission over-

head, and has the potential to cut down the total energy

consumption.

In order to accelerate the clustering procedure, we aim

to organize sensor nodes into single-hop clusters [38] in a

parallel manner. On one hand, we adopt the cluster topol-

ogy because all clusters have the potential to self-organize

concurrently. In this way, the duration of clustering an en-

tire WSN is reduced to the duration of organizing just one

cluster. On the other hand, we adopt the single-hop pat-

tern because organizing a single-hop cluster is obviously

faster than organizing a multi-hop one. In this way, the

duration of organizing every cluster is minimized. As a re-

sult, this parallel clustering method significantly reduces

the time consumption.

There are three challenges on realizing the parallel clus-

tering method. First, every single-hop cluster demands one

CH dominating other sensor nodes. Conventional methods

vote CHs via packet exchange among neighbors [14,37],

which consumes a large amount of time and energy. It is

challenging to waive this consumption while CHs need to

be well determined. Second, the collision problem is an-

other non-trivial issue. The parallelism design causes con-

current transmissions from different CHs, which results in

collisions, especially in dense WSNs [20,40]. To deal with

collisions, conventional methods usually exploit collision

avoidance and acknowledgment (ACK) mechanisms to en-

sure the packet delivery, which causes extra consumption.

Third, compared with the lifetime of a WSN, the cluster-

ing or re-clustering process is relatively short. Hence, a

lightweight algorithm is desired to be easily implemented

in off-the-shelf sensor nodes.

To address these challenges, we propose a novel Instan-

taneous Clustering Protocol (ICP) to cluster stochastically

scattered sensor nodes. First, ICP derives the probability of

a sensor node to be a CH and pre-assigns this probabil-

ity to every node. Each CH is locally determined based on
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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the pre-assigned probability and its present status, so ICP

removes the redundant CH voting. Second, the amount of

transmissions is minimized to eliminate the collisions. In

ICP, the ACK mechanism is exempted and only CHs contend

to broadcast their packets during a given period. We care-

fully derive this period as the minimal time consumption

subject to guaranteeing the packet delivery. Third, com-

pared with existing methods [14,37], ICP is much more

lightweight on both the computational complexity and the

communication overheads.

We implement and evaluate ICP on NetEye [17], a real

WSN testbed with 64 TeloB nodes. To study the scalability

of ICP, extensive simulations are also conducted to perform

ICP in large-scale WSN scenarios. Both experiment and

simulation results show that ICP significantly outperforms

existing methods in terms of time and energy consump-

tion. Benefitting from the parallelism design, ICP completes

the clustering in a nearly constant duration even if the

density of nodes grows up.

The main contributions of this paper are two-folds:

• Towards a fast and energy-efficient clustering, we pro-

pose the instantaneous clustering protocol (ICP) to clus-

ter a WSN in a parallel manner. Specifically, a CH is

locally determined with a pre-assigned probability and

the duration of organizing a single-hop cluster is mini-

mized.

• We implement and evaluate the lightweight ICP in a

real WSN testbed. In addition, we conduct extensive

simulations to further understand ICP. Performance re-

sults demonstrate the feasibility and effectiveness of

ICP.

The rest of the paper is organized as follows. In

Section 2, related work is discussed. In Section 3, we state

the problem. The design of ICP is proposed in Section 4.

In Section 5, we present and analyze the ICP algorithm. In

Section 6, we implement and evaluate ICP. In Section 7,

simulations are conducted to further understand ICP. Our

work is concluded in Section 8.

2. Related work

Numerous clustering methods have been studied in

WSNs [1,2,24]. We classify existing methods into three cat-

egories according to their objectives: energy-efficient, load

balanced, and fault-tolerant. A brief comparison of several

typical methods belonging to these categories is summa-

rized in Table 1.
stering protocol for wireless sensor networks, Computer
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Fig. 1. The lifetime of a WSN includes clustering and re-clustering phases.

Fig. 2. The disk model vs. the quasi disk model.
Energy-efficient clustering. LEACH [14] is the most classic

clustering method in this category. In LEACH, every sen-

sor node generates a random probability from 0 to 1 at

the beginning of the clustering process. If this probability

is larger than a pre-assigned threshold, this node becomes

a CH and starts to organize its single-hop cluster. Many

follow-up methods are put forward relying on LEACH.

Taking the intra-cluster communication overhead into

account, HEED [37] overcomes the shortcoming of un-

evenly distributed CHs in LEACH. In addition, the residual

energy is introduced as an important parameter to vote

CHs in HEED.

The state-of-the-art energy-efficient clustering method

is ECDS [4], which selects CHs using a constrained domi-

nating set approach. Although ECDS outperforms HEED on

both energy and time consumption, the improvement is

not significant since there is no customized design to elim-

inate the effects of voting and ACKs.

Load-balanced clustering. WCA [6] is a classic clustering

method for connectivity balance, in which the voting of

CHs relies upon the node degree. The main drawback is

that WCA requires the weights of nodes, so these commu-

nications cause extra consumption.

Instead of acquiring the weights, the recent DSBCA [25]

calculates the radius of cluster based on distance and dis-

tribution. Moreover, it takes the number of neighbors and

the residual energy into account when voting CHs.

Fault-tolerant clustering. The classic GS3 [39] clusters a

WSN into cellular hexagon structure. In order to provide

a self-healing network, the CH in every hexagonal cell is

re-voted when any sensor node joins, leaves, or fails.

In recent FT-EEC [18], the detection of failure is based

on periodic reports. Once the failure of a sensor node is

detected, the clustering process is triggered to re-organize

the network using a LEACH-like energy-efficient manner.

Summary. Although existing methods cluster WSNs with

various objectives, little work concentrates on the objective

of minimizing the time consumption of clustering. In addi-

tion, no works pay attention to the ACK mechanism, which

consumes much time and energy during intra-cluster or-

ganization. To operate a clustering, existing methods have

to interrupt the sensing tasks in WSNs. Therefore, we are

motivated to design a new clustering method, which could

achieve an instantaneous clustering with low energy con-

sumption.

3. Problem formulation

In this section, we present the system model and the

problem statement.
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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3.1. System model

The disk model [32] is widely employed in the study

of WSN communications, which assumes the transmission

coverage is a disk in the plane with radius r as shown in

Fig. 2(a). This model is a simplification of the reality. Even

for homogeneous sensor nodes, the transmission range is

affected by external factors such as link quality. Hence,

the quasi disk model [23] is much closer to the reality.

In this model, two sensor nodes can successfully receive

messages from each other if their Euclidean distance is

less than d. And in the range between d and l, the suc-

cessful reception probability is unspecified as shown in

Fig. 2(b). When the distance is larger than l, the success-

ful reception probability is zero. In the remainder of this

paper, we will resort to the disk model with transmission

range r = (d + l)/2 in theoretical analysis for readability,

and the quasi disk model in simulations for approaching

reality.

We study the fast and energy-efficient clustering prob-

lem in the following scope: The total number of sensor

nodes is n. These n sensor nodes are homogenous and sta-

tionary. These sensor nodes are scattered randomly into a

given area and they follow a stochastic distribution [21].

All nodes start the clustering phase at the same time lever-

aging the preset synchronization protocol [9]. In addition,

the area of interest is known. For simplicity in analysis, we

assume that the area is a square in the plane, whose length

of side is denoted by a.

3.2. Problem statement

It is necessary for a WSN to establish a connected and

reliable network structure, so that it can transmit their

sensory data. The procedure of establishing such a clus-

ter topology is called clustering. Normally, the lifetime of

a WSN (if the cluster topology is adopted) includes sev-

eral clustering and re-clustering phases [39] as shown in

Fig. 1. On one hand, the clustering process is required at

the beginning of the lifetime, because newly deployed sen-

sor nodes need to initialize a network structure. On the

other hand, the re-clustering processes are required to re-

peat several times during the lifetime in order to balance

the energy consumption at CHs [37]. We define that a clus-

tering process begins when all sensor nodes are ready to
stering protocol for wireless sensor networks, Computer
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Fig. 3. An example of the single-hop cluster topology.
run the clustering algorithm, and ends when all nods are

connected.

In this paper, we propose to study the fast and energy-

efficient clustering problem in WSNs.

The major objective of this problem is to minimize the

total time consumption of clustering min (Ttot). Typically,

the clustering is a procedure of message exchange. Sensors

are required to transmit ‘clustering’ messages to neighbors.

Assume that transmitting one message costs one time slot,

where every slot has the same duration t. Thus, Ttot is for-

mulated by Ttot = xt, where x presents the total number

of time slots required to complete the clustering. Since t

is fixed value determined by the size of ‘clustering’ mes-

sage and the bit rate in ZigBee [16] standard, the objective

min (Ttot) can be treated as minimizing the total number of

time slots min (x).

This problem also aims to mitigate the total energy con-

sumption Etot. During the clustering, energy is mainly con-

sumed by message exchange. We assume that all sensor

nodes are set at the same power level during clustering.

Hence, the energy consumption of transmitting one mes-

sage is denoted by ETX, and the energy consumption of re-

ceiving/listening in one time slot is denoted by ERX. Since

a node is at either transmitting or receiving state in a time

slot, we have

Etot = λETX + (xn − λ)ERX , (1)

where λ is the number of transmitted messages required

to complete the clustering, x is the total number of time

slots, and n is the number of sensor nodes. Since ETX

and ERX (usually ETX > ERX) [29] are fixed values de-

termined by hardware, min (x) and min (λ) can result in

min (Etot).

4. Instantaneous clustering protocol

In this section, we present the idea about the parallel

clustering of single-hop clusters first. Then we analyze the

design challenges. Afterwards, the overview of ICP is intro-

duced. Finally, we theoretically optimize the parameters in

ICP to tackle the challenges.

4.1. Parallel clustering of single-hop clusters

Before introducing the explicit design, we present the

core idea of ICP, which is the parallel clustering of single-

hop clusters for scattered sensor nodes.

Parallelism [8] is popular in computing systems. We re-

sort to the parallelism concept to achieve a fast clustering
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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in WSNs. Unlike the tree topology’s top-down structure

[10], the cluster topology organizes sensor nodes into

several groups. These groups have the potential to self-

organize in a parallel manner. Thus, the parallel clustering

can dramatically reduce the duration of clustering an

entire network to be the duration of organizing only one

cluster.

In order to further accelerate the clustering process,

the duration of intra-cluster organization is required to

be minimized. To this end, we adopt the single-hop clus-

ter scheme [26] in our method. Compared with a multi-

hop cluster [5], organizing a single-hop cluster is appar-

ently faster, because it does not require time for multi-hop

relays.

Sensors have three roles in the single-hop cluster

scheme: cluster head (CH), cluster member (CM), and gate-

way (GW). Fig. 3 illustrates an example of these three roles,

where any CM is only connected with one CH and one CH

can connect multiple CMs/GWs. In addition, any two CHs

are connected either directly or by single-hop, so the dis-

tance between any two CHs is d(CH1, CH2) < 2r.

4.2. Design challenges

We analyze three major challenges in the fast and

energy-efficient clustering problem. Along with the chal-

lenges, we briefly describe the clues of our solution.

Challenge 1. Existing methods [37,39] usually determine

CHs by voting, which costs much consumption on informa-

tion exchanged among neighbors. In order to reduce such

a consumption, we propose to waive the voting and de-

termine CHs locally. Thus, x in clustering process can be

decreased.

A challenging problem arises from the above proposal

is how to determine CHs without voting? Our solution fol-

lows the clues: Firstly, since we know some information

in advance such as the total number of sensor nodes n,

the transmission range r, and the length of area side a,

we can derive the expectation number of CHs in a WSN

under stochastic distribution. Secondly, we introduce the

redundancy coefficient of CHs against the uncertain posi-

tions during deployment. Thirdly, we pre-assign a proba-

bility to every sensor node. This probability is calculated

based on the expectation number and the redundancy co-

efficient. Fourthly, CHs are locally determined by this pre-

assigned probability and its present status such as resid-

ual energy. Theoretical derivation of them are provided in

Section 4.4.
stering protocol for wireless sensor networks, Computer
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Challenge 2. A WSN completes its clustering on the fol-

lowing basic demands: a sensor node knows whether it

is a CH, a CM or a GW. As a CM/GW, it must addition-

ally know which CHs it links to. In other words, at least

one path between any pair of nodes can be found, so that

existing routing protocols [30,33] can be applied on the

cluster topology. Since the CHs in our method are locally

determined, the basic demands can be satisfied when ID

messages broadcasted from CHs can be received by their

CM/GWs.

Existing methods adopt the ACK mechanism [36] to

confirm the successful reception, where a CM/GW re-

sponses an ACK to the CH once it receives the CH’s ID.

Nevertheless, concurrent ACKs from multiple CM/GWs in

one cluster cause collisions, and consume much time and

energy to deal with them. We propose to exempt the ACK

mechanism. Then, the challenging problem is how to guar-

antee the delivery of CHs’ ID messages. To this end, we in-

troduce a period for CHs to contend and broadcast their

IDs. This period includes the minimal number of time slots,

which is adequate for at least one CH to transmit its ID

without collisions. We derive the optimal number of time

slots in Section 4.5.

Challenge 3. Compared with the whole lifetime of a WSN,

the clustering and re-clustering processes are relatively

short. In addition, the computational capability of sensor

nodes are limited. Hence, the clustering method is desired

to be lightweight, so it can be implemented easily in prac-

tice. We analyze the computational complexity and com-

munication overheads of ICP to demonstrate its lightweight

in Section 5.2, and then implement ICP in Section 6.

Other issues. There are some other minor but practical is-

sues, which should be taken into account in ICP design.

Since all sensor nodes are pre-assigned the same probabil-

ity to be CHs, it is possible that multiple close nodes com-

pete for one CH position. Hence, an abdication mechanism

is necessary to avoid dense CHs in small area. We propose

when a sensor node hears other CHs’ ID messages before

broadcasting its own, it abdicates from CH to be a CM/GW.

It is also possible that a few CM/GWs are not lo-

cated within any CHs’ transmission range, namely, isolated

nodes. Moreover, several CM/GWs may fail to receive mes-

sages from CHs due to no ACK. To guarantee the connec-

tivity of the entire network, a compensation mechanism is

necessary to consider these sensor nodes into account.

4.3. Design overview

Based on the above analysis, we design the Instanta-

neous Clustering Protocol (ICP). The procedures of ICP in-

clude:

• Pre-assignment: ICP estimates the number of CHs, de-

noted by m, based on the area of the given field a2, the

total number of sensor nodes n, and the transmission

range of sensor nodes r. Then, ICP computes the proba-

bility of a sensor node to be a CH PCH = βm/n, where β
is a constant coefficient. This probability is pre-assigned

to every node before deployment.
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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• Self-organization: After the deployment, all sensor

nodes start to self-organize synchronously. This step

has T time slots. A sensor node becomes a CH candidate

with probability PCH. Then, CH candidates either con-

tend to CHs by transmitting their ID messages or be-

come CM/GWs by abdication mechanism. The present

status is the jetton for competition during the given

period. For example, a CH candidate with high resid-

ual energy has large probability to transmit its ID early.

Any CM/GW is allocated into different clusters if it suc-

cessfully receives messages from CHs.

• Compensation mechanism: If isolated nodes still exist af-

ter T, some of them will upgrade into CH candidates

in additional � time slots and will repeat the self-

organization step.

According to the procedure of ICP, the total number of

time slots is x = T + �. The expectation of transmission

amount is m, because only m CHs transmit their IDs once

per CH without retransmissions or ACKs.

4.4. The number of CHs

In order to address Challenge 1, ICP estimates the num-

ber of CHs m before deployment. Here, we derive how

many CHs is sufficient to make a WSN connected by

single-hop clustering. Even before the stochastic deploy-

ment, some information are known including the total

number of sensor nodes n, all nodes placed randomly and

independently in the a2 area, and the transmission range

of sensor nodes r. Let G(n, m) denote the graph of this

WSN. And two nodes are connected if their Euclidean dis-

tance is no more than r, then we have:

Theorem 4.1. When the number of cluster heads is m =
(log n) a2

r2 , the graph G(n, m) of a WSN is connected with

probability one as n → ∞, where C is a tunable parameter.

We prove the necessary and sufficient conditions of

Theorem 4.1 in the following two parts, respectively.

4.4.1. Necessary condition on m

For the sake of simplicity, we neglect edge effects when

a node is close to the boundary of the area and we define

a ratio γ = r
a . The proof consists of two technical lemmas

and one corollary.

Lemma 4.1. If m = log n+�
πγ 2 for any fixed α < 1 and for all

sufficiently large n, we have

n(1 − πγ 2)m ≥ αe−� , (2)

where ϖ is a given value.

Proof. Taking the logarithm of the left hand side of Eq. (2),

we get

log(n(1 − πγ 2)m) = log n + m log(1 − πγ 2). (3)

Using the power series expansion for log(1 − x),

log(n(1 − πγ 2)m) = log n − mg

(
2∑

i=1

(πγ 2)i

i
+ H(n)g

)
,

(4)
stering protocol for wireless sensor networks, Computer
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where

H(n) =
∞∑

i=3

(πγ 2)i

i
≤ 1

3

∫ ∞

3

(πγ 2)xdx

= 1

3(πγ 2)
(πγ 2)xg|∞3 = 1

3
(πγ 2)2 (5)

for all large n. Substituting Eq. (5) in Eq. (4), we get

log(n(1 − πγ 2)m) ≥ log n − mg(πγ 2 + 5(πγ 2)2

6
g)

= −� − 5πγ 2(log n + �)

6

= −� − δ, (6)

where δ = 5πγ 2(log n + �)/6.

Taking the exponent of both sides of Eq. (6) and adopt-

ing α = e−δ, the result of Lemma 4.1 is obtained. �

Lemma 4.2. If m = log n+�(n)

πγ 2 , then

lim
n→∞ inf Pd(n, m) ≥ e−� (1 − e−� ), (7)

where � = lim
n→∞ �(n) and Pd(n, m) is the probability of a

disconnected G(n, m).

Proof. We first study the case when m = log n+�
πγ 2 for a

fixed ϖ. Let P(φ), φ = 1, 2, . . . , denote the probability that

a graph G(n, m) has at least one order-φ component. Then,

we have

Pd(n, m)

= P(1)(n, m)

≥
n∑

i=1

P({i is the only isolated node in G(n, m)})

≥
n∑

i=1

(P({i is an isolated node in G(n, m)})

−
n∑

i=1

∑
j �=i

P({i, j are isolated nodes in G(n, m)}).

(8)

Neglecting edge effects, we get

P({i is an isolated node in G(n, m)}) = (1 − πγ 2)m. (9)

Whether a sensor node is isolated is independent from

other nodes. Thus, we obtain

P({i, j are isolated nodes in G(n, m)}) = (1 − πγ 2)2m.

(10)

Substituting Eqs. (9) and (10) in Eq. (8), we obtain

Pd(n, m) ≥ n(1 − πγ 2)m − n(n − 1)(1 − πγ 2)2m. (11)

Thus, using Lemma 4.1 and the equation of (1 − p) ≤ e−p

(Lemma 2.1 in [12]) for any fixed α < 1, we have

Pd(n, m) ≥ αe−� − n(n − 1)e−2mπγ 2

≥ αe−� − (1 + δ)e−2� (12)

for all large n.

Second, we consider the case when ϖ is a function of

ϖ(n) with lim
n→∞ �(n) = �̂ . For any constant δ > 0 and
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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�(n) ≥ �̂ + δ, the probability of disconnection is mono-

tone decreasing in ϖ, then we have

Pd(n, m) ≥ αe ˆ−�+δ − (1 + δ)e−2( ˆ−�+δ). (13)

Since it holds for all δ > 0 and α < 1, we take limits

and then the result is obtained. �

As an obvious consequence of Lemma 4.2, we have:

Corollary 4.1. Graph G(n, m) is asymptotically disconnected

with positive probability if m = log n+�(n)

πγ 2 and lim
n→∞ �(n) <

+∞.

Thus, the necessary part of Theorem 4.1 is proved.

4.4.2. Sufficient condition on m

Supposing m = κ log n

γ 2 CHs with transmission range r, we

have the WSN graph G(n, κ log n

γ 2 ). It suffices to show that

for some κ > 0,

lim
n→∞ P

({
G
(

n, κ
log n

γ 2

)
is connected

})
= 1.

For the simplicity of the proof for the sufficient condi-

tion, we equally divide the area into square cells as shown

in Fig. 4, and the number of square cells is Sn = � a√
3r


2,

where �
 is the ceiling operation. We denote such a tes-

sellation of area as T . In addition, we treat a√
3r

as an inte-

ger for the sake of clarity of presentation. The error of this

approximation can be ignored when a is sufficiently large

compared to r, i.e., the fraction of a√
3r

can be neglected.

Then, we prove the sufficient part of Theorem 4.1 with the

following lemma.

Lemma 4.3. If there is a tessellation of area T and m =
κ log n

γ 2 cluster heads randomly deployed in T , each cell has

at least one cluster head with probability one as n → ∞.

Proof. Let Ei (i = 1, 2, . . . , Sn) be the event that a particular

CH falls into a particular cell with probability P(Ei) = 1
Sn

=
(

√
3r
a )2 = 3γ 2. So the probability that a particular cell has

no CH is P(Ei) = (1 − P(Ei))
m. Then, Q is used to denote

the probability that at least one cell is empty. We have

Q ≤
Sn∑

i=1

P(Ei) = 1

3γ 2
(1 − 3γ 2)m. (14)

Applying (1 − p) ≤ e−p and m = κ log n

γ 2 , we obtain

Q ≤ 1

3γ 2
e−3γ 2m = 1

3γ 2
e−3κ log n = 1

3γ 2n3κ
. (15)

When n → ∞, Q → 0 in Eq. (15), i.e., the probability of at

least one cell being empty is 0. This result disproves the
stering protocol for wireless sensor networks, Computer
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Lemma 4.3 that each cell has at least one CH with proba-

bility one as n → ∞. �

Thus, the sufficient part of Theorem 4.1 is proved.

4.4.3. Estimation on the bound of C

We have proved that the number of CHs m = C(log n) ·
a2/r2 can connect the WSN, where n, a, r, and stochastic

distribution of sensor nodes are known, but C is still a un-

known parameter. In order to determine m, we still need

to obtain the value of C.

There exist C1 and C2, where 0 < C1 < C2, and the opti-

mal number of CHs is no less than C1(log n) · a2/r2 and no

more than C2(log n) · a2/r2. According to the criteria that

d(CHs) < 2r, at least m = � a
2r 
2 CHs are needed to guaran-

tee the connectivity. In addition, to reduce the intra-cluster

collisions, it is desired that there is only one CH in one

cluster, i.e., d(CHs) > r. Thus, at most m = � a
r 
2 are needed.

We estimate that the optimal number of CHs yields to

Guassian distribution where � a
2r 
2 and � a

r 
2 act as two 3-

delta thresholds. Thus, there exists a value, which maxi-

mizes the distribution. It is the average of the two 3-delta

thresholds. Substituting these values into m = C(log n) ·
a2/r2, we have

1 = 1

4 log n
, C2 = 1

log n
.

4.4.4. Estimation on the redundancy of CHs

We have derived that m CHs can theoretically make a

connected WSN by single-hop clustering. However, in prac-

tice, such a number of CHs cannot guarantee the connec-

tivity of entire network because these CHs may not be

evenly distributed. Hence, we introduce a redundancy co-

efficient β (β > 1) into the determination of CH candi-

dates. More CHs increase the connection probability but

meanwhile bring about more collisions. Thus, the value of

β depends on both the requirement of connection proba-

bility and the number of time slots. We present the total

number of CH candidates by:

βm = βC
(log n) · a2

2r2
. (16)

The redundancy coefficient β can be regarded as the

number of CHs in one cell in Fig. 4. So the probability of

clustering an entire WSN by βm CHs can be simply treated

as the probability of organizing one cell by β CHs. It is

equivalent to calculate the probability that at least one of

the β CHs can broadcast its ID in a certain time slot with-

out collisions. As an example, we conduct a numerical sim-

ulation to calculate the probability of successful clustering

when the redundancy coefficient β varies from 2 to 10. As

shown in Fig. 5, we find that the highest probabilities are

always at β = 3 no matter the number of time slots vary-

ing from 3 to 8. Thus, we set empirical β = 3 in ICP.

All parameters in Eq. (16) are known, so the number

of CH candidates can be obtained. Then, the pre-assigned

probability PCH = βm/n is also obtained. Note if βm/n > 1,

we set PCH = 1 because a probability should be no larger

than 1.
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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4.5. The optimal number of time slots in ICP

In order to address Challenge 2, we derive the op-

timal number of time slots T for self-organizing every

single-hop cluster. This number is determined by two

factors. First, the number is the smaller the better for

low consumption of time and energy. Second, the num-

ber cannot be too small. Otherwise, the collision problem

will be severe, further resulting in failure on intra-cluster

organization.

A CM/GW can successfully connect into the network if

it receives at least one CH’s ID message in one certain time

slot without collision. The collision happens when concur-

rent IDs are transmitted, and thus a sensor node cannot

decode any message from this collision. Then, we can de-

rive the connection probability of a CM/GW to a certain CH

as the following Theorem.

Theorem 4.2. Given T time slots, one CM/GW, z CH candi-

dates, and ∀d(CH, CM/GW) ≤ r. Every CH randomly selects

one time slot from T and transmits its ID message during this

slot. The connection probability Pc, which a CM/GW receives

at least one CH’s message without collision, is

Pc = 1 −
(

1 − z

T
e− z

T

)T

. (17)

Proof. According to Lemma 1 in [19], for every time slot j,

j ∈ T, the probability PTX{ j = 1} that only one CH transmits

at this slot is

PTX{ j = 1} = z

T

(
1 − 1

T

)z−1

≈ z

T
e− z

T . (18)

It is easy to obtain that PTX{ j �= 1} = 1 − PTX{ j = 1}. And

the probability that none of the T time slots having exact

one message is (PTX{ j �= 1})T = (1 − PTX{ j = 1})T . Hence,

Pc = 1 − (1 − PTX{ j = 1})T . (19)

Substituting Eq. (18) into Eq. (19), Pc = 1 − (1 − z
T e− z

T )T

in Theorem 4.2 is derived. �

Although the theoretical expectation E(z) = β, the ac-

tual numbers of CH candidates in different clusters are dif-

ferent (z may be a number around β) due to the stochastic

deployment. Using the equation in Theorem 4.2, we can
stering protocol for wireless sensor networks, Computer
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Procedure 1 ICH_CH_Algorithm (T,�)

1: Set k to be a random number [1, T ] with seed ω()
/*become a CH after k or abdicate within k time slots*/

2: Listening from 1st to (k − 1)-th time slots{

3: if hear no message during these (k − 1) do
4: be a CH, send ID at k-th slot, quit Procedure 1
5: if hear one ID message from CH(i) (i ∈ N) do
6: become a CM connecting CH(i)

7: if hear multiple ID messages from CHs(i1, i2, . . .) do
8: become a GW connecting CHs(i1, i2, . . .) }

/*if not quit, serve as a CM/GW in the rest time slots*/
9: Listening from (k + 1)-th to T-th time slots
10: if hear more ID messages do
11: serve as a GW connecting more CHs

/*keep listening during the compensation period*/

12:Listening from (T + 1)-th to (T + �)-th time slots
13: execute line 10 to 11

Procedure 2 ICP_CM/GW_Algorithm (T,�)

/*serve as a CM/GW within T time slots*/
1: Listening from 1st to T-th time slots{
2: If hear one ID messages from CH( j) do
3: become a CM connecting CH( j)
4: If hear multiple ID messages from CHs( j1, j2, . . .) do
5: become a GW connecting CHs( j1, j2, . . .) }

/*compensation mechanism*/
6: If hear no message until T-th time slot do
7: become a CH, do line 1-11 of ICP_CH_Algorithm(�, 0)
calculate the connection probability of any given number

of z. For example, we assume that z is between 2 and

6, which is around β = 3. The cumulative probability fig-

ure (CDF) of the connection probability is shown in Fig. 6

when the number of time slots varies from T = 2 to 10. In

Fig. 6, when T ≥ 8, all curves approach their convergence

and most connection probabilities are larger than 90%. In

order to guarantee a high connection probability while

minimizing the time consumption, we determine T = 8 as

the optimal number of time slots for the self-organization

step in this case. The optimal T in other cases can be found

using the same method as above.

Recall that the total number of time slots x = T + �,

where � is the number of time slots for compensation

mechanism. The operation of compensation mechanism is

to repeat the self-organization several rounds until all iso-

lated nodes connecting into the cluster topology. Hence,

the optimal number of time slots for each round is equal

to T. Then, � = ηT, where η is the round number. Perfor-

mance results in Section 7 show that one round η = 1 of

compensation (i.e., � = T ) is adequate to connect all iso-

lated nodes.

5. ICP algorithm and analysis

In this section, we present the algorithm of ICP and an-

alyze its complexities.

5.1. ICP algorithm

Main procedure. Every senor node is pre-assigned the

probability PCH before deployment. After random deploy-

ment, every sensor node runs its algorithm including:

• A sensor node becomes a CH candidate with probability

PCH, then it runs Procedure 1,

• A sensor node becomes a CM/GW with probability (1 −
PCH ), then it runs Procedure 2,

where PCH, T, and � are given according to the derivation

in Section 4.

When a sensor node serves as a candidate CH at the be-

ginning, it executes the algorithm as shown in Procedure 1.
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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First, it generates a random number k from 1 to T with

the seed ω(), where ω() is a distribution function deter-

mined by the present status. For example, at the begin-

ning of the lifetime, all sensor nodes have the same en-

ergy, so ω(k) is set as a uniform distribution function and

k has the same probability to be any number from 1 to

T. However, at a re-clustering case, assume that a sensor

node has only 30% residual energy, its ω(k) follows the

Gaussian distribution N (μ,σ 2), where the median value

μ is 0.7T and σ =1 is the unit deviation. This seed ω() can

include any available information about the present status

such as residual energy, historical roles of CH/CM/GW, po-

sition, number of neighbors, and etc. In this paper, we only

consider the residual energy in ω() as an example. Then, if

this node receives no message (collision is also considered

as no message) from 1st to (k − 1)-th time slot, it broad-

casts its ID message and then exits this procedure directly.

If it receives messages from other candidate CHs during

these (k − 1) time slots, it abdicates to be a CM/GW. As

a CM/GW, it should work at the state of listening messages

in the rest of the (T − k) time slots and the compensation

� time slots as well.

When a sensor node serves as a CM/GW at the begin-

ning, it starts the algorithm as shown in Procedure 1. It

keeps listening in T time slots. If it receives one CH’s ID

message, it is determined as a CM connecting to this CH.

If it receives multiple messages from different CHs, it be-

comes a GW connecting to these CHs. If a CM/GW hears

no message within T time slots, it indicates that this node

is still an isolated one in WSN. Then it will be promoted

to be a CH with compensation mechanism and execute the
stering protocol for wireless sensor networks, Computer
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Fig. 7. NetEye testbed.
code from line 1 to 11 in ICP_CH_Algorithm using another

� time slots.

5.2. Complexity analysis

In order to address Challenge 3, we prove that ICP

is lightweight. We analyze the computational complexity,

communication overhead, and time cost of ICP to verify it.

Computational complexity: obviously, the computa-

tional complexity of ICP either at CH side or at CM/GW

side is O(1). Such lightweight algorithm is practical to im-

plement on off-the-shelf sensor networks.

Communication overhead: In conventional methods

[37,39], sensor nodes need to transmit their information

to neighbors, and thus the communication complexity of

the entire WSN is O(n), which is also considered as the

order of energy consumption. By contrast, ICP demands

that only the CHs broadcast their ID messages, which is

O(m) = O(log n) in Eq. (16). Hence, ICP reduces both com-

munication overhead and energy consumption. According

to Eq. (1), the total energy consumption Etot in ICP can

be calculated by λETX + (xn − λ)ERX , where x = T + � and

λ = m due to only m CHs transmitting once per CH with-

out ACKs.

Time cost: The number of time slots in ICP is a constant

(T + �) as depicted in Procedures 1 and 2. By contrast, the

time cost in conventional methods such as LEACH [14] and

HEED [37] is proportional to the density. Intuitively, ICP is

much faster.

5.3. Discussion

Acknowledgment: the ACK mechanism is widely

adopted in wireless communication to ensure that a

message is successfully received. However, for low con-

sumption, ICP exempts the ACK mechanism. The reason is

that even a sensor node in ICP does not receive any mes-

sage, it would upgrade to be a CH by the compensation

mechanism. Hence, it is unnecessary to waste the time

and energy on ACKs.

Load balance: For the fairness of energy consumption

on sensor nodes (CHs usually consume more energy than

CM/GWs), a load-balanced clustering is usually considered

in existing methods [14]. In ICP, since every sensor node

has the same probability to be a CH and there are multi-

ple re-clustering processes during the lifetime, the expec-

tation of energy consumption of every node is the same.

In addition, some residual energy methods [37] can eas-

ily transplant into the seed ω() for generating k to achieve

load balance. The performance of ICP’s load balance will be

shown in Section 7.

Fault tolerance: When a sensor node fails, ICP cannot

react immediately. However, in the next re-clustering pro-

cess, ICP will produce a connected WSN without needing

to detect the failed nodes. Even if there are some isolated

nodes due to failure, the compensation mechanism can up-

grade these isolated nodes to be CHs to guarantee the con-

nectivity.

Extensibility: Although this work mainly focuses on

stochastically deployed WSNs, ICP can extend to deter-

mined deployed WSNs and nonuniform distribution of
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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nodes as long as the local density (number of neighbors

within transmission range) is known. For any sensor node,

if the number of neighbors is θ , its pre-assigned probabil-

ity is PCH = β/θ .

6. Implementation and testbed based experiment

To verify the feasibility and characterize the efficiency

of ICP in practical WSNs, we implement ICP on a TelosB

based WSN testbed and evaluate its performance. We first

present the experimental methodology and then measure

the results.

6.1. Experimental methodology

Testbed. We perform our experiments on the real WSN

testbed, NetEye [17]. As shown in Fig. 7 TelosB nodes are

deployed in an indoor environment, in which every two

closest neighbors are separated by 2 feet. On each sensor

node, a 3 dB signal attenuator and a 2.45 GHz monopole

antenna are installed. In our experiments, we set the radio

transmission power to be −25 dBm (i.e., power level 3 in

TinyOS). And we use the default MAC protocol provided in

TinyOS 2.x.

Topology. We select 63 sensor nodes in NetEye to form a 7

by 9 grid distribution. We set another sensor node to serve

as a base station. It issues a command beacon (with high

transmission power), which can cover all 63 nodes, to start

a new clustering process synchronously. To gain statistical

results, we repeat every clustering method for 100 runs.

Compared methods. To demonstrate the performance im-

provement of ICP over existing methods, we comparatively

study the following methods.

• LEACH [14]: the most classic energy-efficient clustering

method in WSN research community;

• ECDS [4]: the state-of-the-art energy-efficient clustering

method, which selects CHs using a constrained domi-

nating set approach;

• DSBCA [25]: the state-of-the-art load-balanced cluster-

ing method, which first calculates the clusters by dis-

tance and distribution, then votes CHs according to

number of neighbors and residual energy;

• FT-EEC [18]: the state-of-the-art fault-tolerant clustering

method, which re-clusters the network after detecting a

failure of sensor node;
stering protocol for wireless sensor networks, Computer
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• ICP: Our proposed clustering method, whose CHs are

locally determined by pre-assigned probability and the

ACK mechanism is exempted.

Performance metrics. We evaluate above clustering meth-

ods based on the following metrics:

• Time consumption of clustering: the total time consump-

tion Ttot to accomplish the clustering process. This is

one main metric, which we consider in this work. An

instantaneous clustering is desired.

• Transmission amount: the total number of transmissions

λ required during a clustering process. This is another

main metric in this work. We use this metric to rep-

resent the total energy consumption Etot because of

Eq. (1). An low-energy clustering is desired.

• Isolation ratio: the percentage of sensor nodes, which

are not connected to any CH by the end of the cluster-

ing process. This metric indicates the connectivity per-

formance of a clustering method. The lower this isola-

tion ratio is, the higher connectivity is achieved.

6.2. Experiment results

The first experiment is to validate the feasibility of ICP.

An example of the clustering result by ICP is illustrated in

Fig. 8. In this illustration, we use different colors to distin-

guish clusters. For a GW, since it connects multiple CHs,

we set its color to be the same as the CH, from which the

received RSSI is the strongest. We find in Fig. 8 that there

is no isolated node after ICP. All sensor nodes are orga-

nized into 7 single-hop clusters, where the sizes of these

clusters are relatively balanced (from 7 to 13 nodes). More

experiments show the similar results as in this illustration.

Hence, the feasibility of ICP on clustering sensor nodes into

a connected WSN is verified by our real WSN testbed.

We then study the time comparison among five cluster-

ing methods. The average time consumption and its stan-

dard deviation are plotted in Fig 9. It is shown that ICP

yields the smallest time consumption among all methods,

which is around 120 ms. On the contrary, the other four

methods need 260 to 790 ms to accomplish the clustering

processes. ICP reduces 55% time consumption compared

with the second fastest one because it requires neither CH
Please cite this article as: L. Kong et al., ICP: Instantaneous clu
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voting nor ACKs. LEACH and FT-EEC consumes a few larger

time because both of them adopt the pre-assign method to

generate CHs. However, they still require time for the ACK

mechanism. ECDS and DSBCA incurs much larger duration

due to no optimization on CH voting or ACKs. Furthermore,

DSBCA requires an iteration process to guarantee the con-

nectivity, leading to a 6.5x time consumption of ICP.

The transmission amounts of five methods are com-

pared in Fig. 10. We see that ICP significantly reduces the

total number of transmissions, i.e., about 89% less than

the second best method. This is because ICP only allows

the CH candidates to contend and transmit messages. In

this way, only a very small portion of nodes, the final
stering protocol for wireless sensor networks, Computer
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m = 7 or 8 CHs, can obtain the opportunity to transmit one

message per CH during the clustering process. On the con-

trary, every sensor node transmits at least one message,

either an ID message from CH or an ACK message from

CM/GW, in LEACH and FT-EEC. Their number of trans-

missions is around 63 with some unavoidable retransmis-

sions due to CSMA/CA. ECDS requires nearly 2x trans-

mission amount of LEACH because every sensor node in

ECDS needs to transmit at least 2 messages, one for vot-

ing and another for ID/ACK. Furthermore, DSBCA incurs the

highest transmission amount because its clustering pro-

cess requires the participation of all sensor nodes, each

of which needs to send multiple messages for voting and

iteration.

In Fig 11, we show the average isolation ratio of five

clustering methods. We find that ICP, ECDS, and DSBCA are

always zero on this metric, so all sensor nodes are con-

nected to the network using these three methods. Bene-

fitting from the design of compensation mechanism, ICP

achieves this zero isolation with low consumption. On the

contrary, although ECDS and DSBCA achieves the zero iso-

lation, they require a larger amount of transmissions as

shown in Fig. 10. We find in Fig 11 that LEACH and FT-

EEC yield an average of 6.5% and 0.8% nodes not connect-

ing to any cluster. The reason is not only because the pre-

assigned CHs are unevenly distributed, but also because

the concurrent ACKs significantly increases the probabil-

ity of transmission collisions. As a result, some nodes in

LEACH and FT-EEC have to stay isolated.

Experiment results from Figs. 9–11 demonstrate the ef-

ficiency and efficacy of ICP. Compared with the classic and

state-of-the-art methods, ICP leverages an time-efficient

and energy-efficient design requiring neither CH voting nor

ACK. Therefore, ICP is significantly advantageous over other

clustering methods in terms of time consumption, trans-

mission amount, and isolation ratio.

7. Simulation

Experiments in the NetEye testbed are limited by its

scale. In order to study the performance of ICP in large-

scale WSNs, as a supplement to our experiments, we con-

duct extensive simulations to further evaluate ICP in this

section.
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In addition, the simulation settings include that n =
1, 000 to 10,000 sensor nodes are stochastically distributed

in an 800 × 800 square area and the transmission range of

each node varies from d = 120 to l = 200 using the quasi

disk model [23]. In addition, the number of time slots of

ICP is set as the theoretical results in Section 4.5, so x =
T + � = 16. The redundancy coefficient β = 3 as the anal-

ysis in Section 4.4.4. The seed ω() discussed in Section 5

is set to follow the uniform distribution. All simulation re-

sults are the average of 1000 runs.

7.1. Simulation results

As the comparison in experiments, our simulations also

compare the performance of ICP with LEACH [14], ECDS

[4], DSBCA [25], and FT-EEC [18].

For understanding the consumption clearly, we set the

units for time and energy in the simulations. First, one

time slot is set as t = 10ms. Since the bit rate of IEEE

802.15.4 protocol for WSN transmissions is 250kbps and

the ID/ACK message is usually < 100 Bytes, 10ms is enough

to transmit the ID/ACK message. Second, we set that trans-

mitting one message in one time slot consumes 0.21mW,

and receiving in one time slot consumes 0.15mW. The rea-

son is because the typical Mica node consumes 21mW on

transmission and 15mW on reception [15] per second.

We study the time consumption Ttot of five cluster-

ing methods in Fig. 12, where the number of total sen-

sor nodes n varies from 1,000 to 10,000. It can be found

that ICP keeps a constant time consumption, which is

Ttot = xt = 16 × 10ms = 160ms independent to the vary of

n. However, the durations of all the other methods linearly

increase with n. For instance, when n = 10, 000, LEACH, FT-

EEC and ECDS require about 15s, and DSBCA requires up

to 25s. ICP can maintain such a constant duration because

only m CHs need to transmit, where m is at O(log n) level.

In our simulation scenario, the number of CHs ranges from

m=16 to 28 (we will discuss about it in detail in Fig. 15),

so 160ms is enough for these m CHs to contend. Although

the other four methods can also cluster in a parallel man-

ner, the number of nodes in one cluster (i.e., density) is in-

creased with n. All these intra-cluster nodes need to trans-

mit ID/ACK messages, and thus leads to the increase of

time consumption.
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The simulation results of energy consumption Etot in

different methods are shown in Fig. 13. First, we find that

the trends of energy consumption curves in Fig. 13 are

close to the time consumption lines in Fig. 12. This ob-

servation indicates that the energy consumption is mainly

dominated by the time consumption. Second, the energy

consumption curves are not perfectly linear but slight up-

ward. The reason is that LEACH, ECDS, DSBCA, and FT-EEC

consume extra energy on retransmission due to mass of

intra-cluster collisions in high density. Third, ICP consumes

only 2.2mW energy when n = 10, 000, definitely outper-

forming the other methods, which consumes from 300 to

580mW energy.

We show the comparison of isolation ratio in Fig. 14.

The simulation results of ICP, ECDS, and DSBCA on this

metric are always zero, so all nodes are successfully

connected into the clusters, which are the same as the

experiment results. Then, we find that the isolation ratios

of LEACH and FT-EEC are reduced with the increase of

n. The reason is that the effect of uneven distribution of

CHs is mitigated when the pre-assigned CH candidates

become dense in the network. As shown in Fig. 14, if there

are more than 8,000 sensor nodes scattered in the 800

× 800 area, the isolation ratios of all clustering methods

approach zero.

In summary, not only in experiments but also in simu-

lations, ICP achieves an instantaneous clustering with very
Please cite this article as: L. Kong et al., ICP: Instantaneous clu

Networks (2016), http://dx.doi.org/10.1016/j.comnet.2015.12.021
low energy consumption, significantly outperforming exist-

ing clustering methods.

7.2. Design insights

In order to further understand the advantages of ICP

design, we conduct the following simulations.

First, we measure the impact of the total number of

sensor nodes n on the number of CHs m. Fig. 15 is a prob-

ability distribution figure (PDF) showing the number of

CHs generated by ICP, when n = 1, 000 and 10,000 respec-

tively. We find that both probability curves nearly follow

the Guassian distribution. Their median values are closed

to each other, i.e., 21 and 22 respectively, which fits the

result that m is O(log n). Moreover, the n = 1, 000 curve

ranges from 16 to 26 and the n = 10, 000 curve ranges

from 18 to 28, which can be considered as bounded by C1

and C2. This result is also in consistent with the theoretical

result given in Section 4.4.

Then, we investigate the impact of time slot setting.

Fig. 16 is a cumulative distribution figure (CDF), which

shows the probability distribution of time consumption in

ICP. From the statistical results in our simulation, in about

45% cases, the clustering is accomplished within 80ms;

and 100% cases, the clustering is completed within 160ms.

Since every time slot is t = 10ms long, 160/10=16 time

slots are adequate for ICP. Because of this empirical result,

we set the number of time slots to be x = T + � = 8 + 8 =
16. This setting is also verified by our experiments.
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Finally, we study the load balance feature of ICP. Since

CHs usually consume more energy than CM/GWs, to pro-

long the lifetime of a WSN, a load-balanced clustering

is desired that every sensor node serves as a CH with

the same probability. We conduct the simulation with n =
1, 000 nodes and re-cluster these nodes 1,000 times. The

CDF of times to be a CH is shown in Fig. 17. We find that

less than 10% nodes serve as CHs less than 19 times; and

less than 91% nodes serve as CHs less than 22 times. This

result indicates that about 81% nodes serve as CHs with

20, 21, or 22 times. We summarize that most nodes have

the same probability to be CHs, and thus ICP can provide a

load-balanced clustering.

8. Conclusion

Time and energy consumption are two fundamental

metrics to evaluate the clustering in WSNs. In this paper,

we present a parallel clustering method, namely ICP,

to reduce both the time and energy consumption. The

proposed ICP benefits from two key principles. First, the

cluster heads are locally determined by the pre-assigned

probability instead of voting. Second, the transmission

load and the duration of clustering are minimized as

long as the connectivity could be achieved. In this way,

retransmissions and ACKs are removed. Moreover, ICP is a

lightweight and fully distributed method. We implement

ICP in the NetEye testbed using 64 TelosB nodes and con-

duct extensive simulations for large-scale WSNs. Results

from experiments and simulations demonstrate that ICP

significantly outperforms existing methods in terms of

time and energy while ensuring the connectivity, load bal-

ance, and fault tolerance. ICP is promising in practical WSN

applications, especially for mission-critical applications.
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