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a b s t r a c t 

Emergence of diverse renewable energy harvesting technologies and their incorporation into tiny sensor 

devices have given birth to Energy Harvesting Wireless Sensor Networks (EH-WSNs), where the problem 

domain has shifted from energy conservation to energy sustainability of the network. Renewable energy 

harvesting and depletion of sensor devices are stochastic and thus, energy availability in the devices is 

sporadic rather than continuous. Therefore, the optimal deployment of data routing devices (i.e., relay 

nodes) and their activity scheduling to ensure that, the data from all source sensors could be routed to 

the sink while keeping the network functional perpetually, is a challenging research problem. In this pa- 

per, we develop a multi-constraint mixed integer linear program (MILP) to minimize the number of relay 

nodes to be deployed in the network, while considering connectivity, sustainability and unpredictable 

energy harvesting and depletion rates. We refer to this problem as SMRMC (sustainable minimum-relay 

maximum-connectivity deployment) which is proved to be NP-hard. A light weight k - connected greedy 

solution to the SMRMC problem has been developed first for k = 1 , and thereafter, a generalized solution 

has been presented for any k ( k ≥ 2) by constructing convex-polytopes among the existing relay nodes. 

Extensive simulation experiments have been conducted to validate the performance of the proposed de- 

ployment strategies. Performance studies carried out in MATLAB, show that the proposed SMRMC al- 

gorithms can achieve up to twice the network lifetime compared to state-of-the-art approaches whilst 

deploying minimum number of relay nodes. 

Crown Copyright © 2016 Published by Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

w  

d  

r  

H  

i  

b  

h

 

t  

v  

p  

w  

a  

a  

t  

q  
1. Introduction 

Wireless sensor networks (WSNs) provide long term and low

cost solution to many emerging applications including surveillance

[1] , precision agriculture [2] , environment quality sensing [3] , ma-

chine and structural health monitoring [4] , etc. Traditionally, sen-

sor devices are equipped with chemical batteries having a limited

lifespan [5] . Even with efficient energy conserving mechanisms, the

battery would eventually drain out and the network would die

[6] . A new direction of research focuses on arming the sensor de-

vices with small renewable energy harvesters and super-capacitors

for maximizing the network lifetime [7] , giving birth to energy

harvesting wireless sensor networks (EH-WSNs). Substituting the

networking device’s power supply with its renewable counterpart

would prolong its lifetime [8] to some extent; however demise

of the network is unavoidable, as the energy harvesting module
∗ Corresponding author. Fax: +88-02-9667222. 
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ould doze off to harvest energy eventually. Furthermore, energy

epletion rate is higher than energy harvesting rate as of the cur-

ent state of energy harvesters compatible for sensor devices [9] .

owever, optimal deployment of backup devices for the ones doz-

ng off, would prevent the demise therefore, the network would

e a sustainable one ( i.e. , the network lives perpetually), given no

ardware failure occurs. 

For a large scale EH-WSN, most of the sensors are not within

he sensing range of the sink node. Therefore, small sensor de-

ices not only perform sensing tasks but also relay [10] the data

ackets of other sensors toward the sink. The routing solutions

ould require all sensor devices to be awake most of the time. As

 result, these sensors are strained upon by additional processing

nd communication burdens [11] , which lead to fast energy deple-

ion and subsequently dropping their energy levels below the re-

uired threshold. This forces them to go to energy harvesting mode

nd contributes to minify the lifespan of the EH-WSN. To mitigate

his problem, responsibility distribution of the networking devices

as been used, where the source sensor nodes only perform the

http://dx.doi.org/10.1016/j.comnet.2016.05.014
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2016.05.014&domain=pdf
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ensing tasks and relay nodes carry the sensed data of the source

ensor nodes toward the sink in multi-hop fashion [12] . Basically,

he relay nodes form an overlay network comprising of only relay

odes and the sink. Using various routing schemes [13] , they can

orward the data packets toward the sink node. This segregation

f responsibilities immensely contributes to the longevity of the

ource sensor nodes. Surely, incorporation of relay nodes would aid

n lifetime maximization but introduces yet another problem. That

s, the network will be left disconnected when these relay nodes

oze-off to harvest energy. In battery powered WSNs, this prob-

em is solved by multi-tier relay node deployment strategies [14] .

ut, to the best of our knowledge, such an approach, for energy

arvesting relay nodes, is scarce. A deployment strategy of relay

odes that not only maintains connectivity but also checks sus-

ainability of the network using minimum number of energy har-

esting relay nodes would be a great contribution in EH-WSNs. In

his work, we aim to address the SMRMC (sustainable minimum-

elay maximum-connectivity) problem for energy harvesting wire-

ess sensor networks (EH-WSNs). 

Planning for the placement or deployment of the resources is

 fundamental task in WSNs, and an efficient placement strategy

urely imparts efficient resource utilization, load balancing, life-

ime maximization, etc. Literature for this discipline is quite rich

s well. Various approximation algorithms have been developed to

eploy relay nodes for lifetime maximization. Linear programs are

lso very popular solutions to ORP (optimal relay placement) and

ifetime optimization problems. However, they are mostly NP-hard

roblems as the WSNs comprise of large area and huge number

f nodes. New age solutions [15,16] are also studied adequately by

ncorporating energy harvesting components in sensor nodes. In

15] , authors have deployed energy harvesting relays for α-lifetime

aximization, i.e., α% of the total nodes are responsible for sensing

unctions and (1 –)% nodes perform relay duties. However, authors

o not consider service disruption due to the energy harvesting

rocess. In [16] , source sensor nodes are allowed to perform relay

uties when relay nodes are unavailable. Imposing relay responsi-

ilities on low-powered sensor nodes is inefficient. Furthermore,

nergy harvesting is a stochastic process and running dynamic es-

imation algorithms to estimate the energy harvesting and deple-

ion rates in real time is erroneous for EH-WSNs [17] . We intend

o overcome these problems by planning optimal yet sustainable

 − connected relay node assignment. The SMRMC maintains con- 

ectivity and sustainability even if k − 1 random relay nodes go

nto energy harvesting mode in the neighborhood of a source sen-

or node. 

We first formulate the SMRMC problem as an MILP, optimiz-

ng the number of relay nodes for k connectivity. Since the opti-

al solution to the SMRMC is an NP-hard problem, we then de-

elop suboptimal greedy alternative solutions. In greedy approach,

e develop SMRMC ( k = 1) algorithm for 1-connected relay node

etwork and later extend the solution to a generalized one. The

eneralized approach ensures k ≥ 2-connected network by exploit-

ng the convex polytopes that can be formed among the existing

elays . We summarize the major contributions of this work below: 

• We design a novel optimization framework using mixed integer

linear program, which minimizes the number of relay nodes in

EH-WSNs and ensures k -connected sustainable sensor network.

• We develop a novel node density aware, sub-optimal, greedy

energy harvesting relay node placement algorithm for k -

connected SMRMC problem by exploiting convex polytopes

among the relays . 

• We formulate necessary constraints upon satisfying which the

EH-WSN would achieve perpetual lifetime and provide an up-

per bound estimation for the number of relay nodes required

to maintain connectivity throughout the network. 
• Irrespective of the location of sink node and source node de-

ployments, our SMRMC algorithms can create the k -connected

relay node network. It also requires minimum installation and

maintenance costs. 

• Performance evaluation shows that, our SMRMC algorithm con-

veys up to twice the network lifetime than the other state-of-

the-art node deployment algorithms. 

The rest of the paper is organized as follows. Existing relay node

eployment approaches in the literature have been presented in

ection 2 . Section 3 defines network and energy models and the

roblem of optimal relay node placement is defined in terms of

etwork connectivity and sustainability. Section 4 presents our op-

imization framework and our proposed SMRMC greedy algorithms

or EH-WSNs. In Section 5 , results of the comparative performance

valuation experiments, carried out in MATLAB [18] , for α-lifetime

15] , OP T − P RIM [16] and the proposed SMRMC systems are pre-

ented and discussed in detail. Finally, we conclude the paper in

ection 6 . 

. Related work 

In this section, we discuss existing research works related to re-

ay node placement and energy harvesting in WSNs. The literature

tudies for relay node deployment approaches can broadly be cat-

gorized into two types. Firstly , we discuss the well explored area

f relay node placement in general sensor networks. Then, we re-

iew the energy harvesting relay node placement strategies. The

rst group of approaches are concerned with approximation algo-

ithms for the planning problem. The second category is concerned

ith optimizing the energy demands of the EH-WSNs. Some of

hese works involve allocating communication responsibilities de-

ending on the energy profile of the individual nodes. 

Relay node placement for k connectivity, where k = 1 has been

ell studied in the literature. Steinerization technique [19] is one

f the pioneer relay node placement strategies in WSNs. The au-

hors have proved the optimal relay node placement problem to

e NP-hard, and developed a minimum spanning tree (MST) based

-approximation algorithm that solves relay node placement prob-

em for k = 1 . Their work has been studied and extended several

imes and used as the foundation for many other works [20–22] .

ost of these works are closely related and provided good approx-

mation algorithms to solve the problem. Cheng et al. [22] pro-

osed an upgrade on [19] and developed a 3-approximation algo-

ithm and a randomized algorithm with performance ratio 2.5. In

21] , authors have extended Steinerization technique for k = 2 or

-vertex connectivity, using a 10-approximation algorithm. Bredin

t al. [23] proposed a full fault tolerant relay node placement which

ses minimum number of relay nodes to achieve k-vertex ( k ≥ 2)

onnected network. However, none of these works accounts for en-

rgy harvesting wireless sensor networks. Lately, there have been

 good number of research contributions in the field of relay node

lacement in ambient energy harvesting sensor networks. 

Practical problems regarding the EH-WSNs have been studied

y Misra et al. [24] , where the authors proposed an approximation

lgorithm to solve RNP (relay node positioning) problem in EH-

SNs. They presume that a list of candidate locations (with higher

nergy harvesting potential) is at their disposal. They exploit this

ist to place relay nodes to a subset of the candidate locations.

owever, they have neither mentioned on the procurement of

he list nor they have developed any mechanism on producing it.

n [25] , the authors considered a solar-based EH-WSNs and the

ensor devices can dynamically alter their responsibilities accord-

ng to the environment. They used LP (linear program) to fully

tilize the residual energy of the sensor nodes so as to optimize

he lifetime. However, some of the dynamic tasks may consume
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significant amount of energy so that the harvested amount of

energy might prove to be insufficient. In addition, dynamic deci-

sion making inflicts computation and communication overheads.

Another noteworthy contribution in this field is [26] , where the

authors developed an opportunistic routing protocol for WSNs

running solely on energy harvesting nodes. The authors also

presented the basic architectural overview and characteristics of

EH-sensor nodes. 

Abu-Baker et al. [15] developed a strategy to achieve α-lifetime

maximization using (1 − α) % nodes of the network as relays . That

is, the network is assumed to be functional or alive if data from α
portion of the sensors can be collected by the base station. The au-

thors formulated an LP (linear program) to maximize the lifetime

of the network and discussed about the break point for infinite

lifetime. However, it lacks in proper analysis of the break point and

necessary conditions to achieve it. Again, the arrangement would

collapse when energy drains out from any of the (1 − α) % nodes.

In [16] , the authors proposed an optimization framework with two

LPs. The first one is for lifetime maximization and the second one

is for minimizing hop counts to the sink. As optimal relay node

placement problem is an NP-hard, the authors proposed a greedy

algorithm OP T − P RIM for relay node placement. They also consid-

ered the source sensor nodes are combination of energy harvesters

and battery powered nodes. The source sensor nodes will pick up

relay responsibilities when the relays are asleep. This choice defi-

nitely reduces the network lifetime by putting extra load on to the

battery powered devices. Furthermore, the presence of redundancy

and redundancy removal steps of OP T − P RIM increase complexity.

The arrangement is not a sustainable one either. 

Although our work is motivated from and has a good level

of similarity with the solution architecture of OP T − P RIM [16] ,

there are some noteworthy differences between the two. Firstly ,

our optimization framework achieves sustainable lifetime by de-

ploying minimum number of relay nodes for k -connected network

of relays ; whereas, the OP T − P RIM increases network lifetime (not

sustainable) through flow maximization and hop count minimiza-

tion. Secondly , our k -connectivity greedy algorithm is connectivity

and density aware, producing a near optimal solution to the SM-

RMC problem; whereas, the OP T − P RIM models connectivity as a

consequence rather than a constraint. Hence, more than optimal

number of relays could be placed to ensure connectivity. Thirdly ,

OP T − P RIM requires a redundancy removal step which adds to the

complexity of the algorithm and our algorithm expands from the

sink onward, using coverage factor of each location and thus it re-

quires no redundancy check for connectivity. Finally , OP T − P RIM is

only concerned with k = 1 , it accounts for any relay node dozing-

off by inflicting relay responsibilities to source sensor nodes. How-

ever, our solution implements k ≥ 1 connectivity , never causing

source sensor nodes to take over the relay duties. Unlike most of

the works discussed above, our algorithm is independent of sink’s

position and the network topology. This work would enable EH-

SN application developers and researchers to plan node place-

ments of their projects in a cost effective way. 

3. Network model and problem definition 

We assume the application terrain is accessible, for example,

structural health monitoring, precision agriculture or any indoor

applications that allow us to pre-compute the placement of the re-

lay nodes and plant them accordingly. We also assume the place-

ment of the source sensor nodes and the sink node are known a

priori and it is our knowledge base. The relay nodes are equipped

with energy harvesting capabilities (e.g., solar power, thermal en-

ergy, wind energy, salinity gradients, etc.) [27] and the network is

known as EH-WSN (Energy Harvesting Wireless Sensor Network).

Energy harvesting is a stochastic process, as the harvesting rates
re completely dependent on temporal (likely to gain different val-

es at different time instances) and spatial (likely to vary depend-

ng on the location of the nodes) variabilities. The energy harvest-

ng rates may be less than energy depletion rates depending on

he situations. 

.1. Network topology and energy model 

We consider a single sink at a random location Y and many

ource sensor nodes scattered randomly all over the terrain and

heir locations constitute a set S . A source sensor node can trans-

it its sensed data through a relay node or directly to the sink.

ll relay nodes have the same transmission range T as the source

ensor nodes. Two relay nodes with locations i and j can commu-

icate with each other when the Euclidian distance between them

atisfies d ist(i, j ) ≤ T − δ. Here, δ is a small distance used to mit-

gate the effects of anisotropic path loss. We discuss more about

in Section 4.3 . Similarly, a relay node at location i can carry the

ata packets produced by a source sensor node at location s ∈ S

hen dist(s, i ) ≤ T − δ. The sink node is assumed to be connected

o power mains or have infinite power. 

For energy model, we consider the characteristics of energy har-

ester sensors [28] , where sensors will be operational only if suf-

cient amount of energy has been harvested. We call it activation

nergy E . A relay node can harvest and spend energy simultane-

usly. Hence the energy harvesting rate γ and depletion rate λ
ould have one of the following three relationships: λ ≡ γ , this

ituation is presented by the blue line in Fig. 1 ; λ < γ , denoted

y olive lines, means that the node is able to save some amount

f harvested energy after expenditure; and, λ > γ states that the

nergy is draining out faster than harvesting, depicted using red

ines. When the residual energy E ′ of a node drops below a min-

mum threshold M , it stops all communications ( i.e. turns off its

ransceiver) and switches to energy harvesting mode. Fig. 1 depicts

his scenario by the green lines for a particular relay node. 

Traditionally, network lifetime for WSNs is defined as the time

uration after which the first sensor node runs out of its energy

29] . However, in this work, we customize the definition of net-

ork lifetime for energy harvesting wireless sensor networks (EH-

SNs). The time duration after which a source sensor node (with

ata packets to transmit) fails to find a path to the sink node is

edefined as the network lifetime for EH-WSNs. 

.2. Problem definition 

In this section, we define the SMRMC problem in network con-

ectivity and sustainability domains. 

.2.1. Network connectivity 

Network connectivity in WSNs refers to the communication

oundation where all the source sensor nodes can successfully

ransmit their sensed data to the sink either directly or via re-

ay node(s). Fig. 2 shows a typical network, where most of the

ource sensor nodes are out of sink’s coverage area and thus they

ave to depend on relay nodes for data delivery. The relays need

o be placed in such a way that all the source sensors can establish

onnection with the sink. An unplanned deployment may require

uge number of relays to ensure connectivity, causing extra cost

s well as maintenance overhead. Therefore, an optimal deploy-

ent strategy is required that would ensure connectivity of the

ource sensors to the sink with minimum number of relay nodes.

hat is, even if a single relay is taken off the network, one or more

ource sensor nodes loose their connectivity; similarly, addition of a

ew relay node after optimal deployment would not discover any

ource sensor node for the first time. And, no other deployment

f relay nodes can achieve the above with fewer number of relay
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Fig. 1. Charging and discharging cycles of a relay node. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this 

article.) 

Fig. 2. Deployment process of 1-connected SMRMC in EH-WSN. 
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odes. This problem is referred to as 1-connected SMRMC prob-

em. More explicitly, if R ′ is the candidate relay node locations (all

ossible locations for relay nodes) and R is the set of relay node

ocations which can achieve 1-connected SMRMC , then P < | R | (R ′ )
annot form a 1-connected network of relays , where P (R ′ ) is the

et of all possible subsets of R ′ . 

.2.2. Network sustainability 

In EH-WSNs, the energy level of some of the relay nodes would

ventually diminish below minimum threshold M and they switch

nto energy harvesting mode, leaving the network disconnected. To

nsure sustainability, some redundant relay nodes must be placed

o perform the responsibilities of the departing ones. A naive so-

ution might be to place redundant relay nodes at very close prox-

mity to previously placed relay nodes. That is, to choose the best

ocations for connectivity to meet sustainability. This is not a fea-

ible solution as the energy harvesting rates of the locations are

nknown and placing the next set of relay nodes at exactly (or ap-

roximately) the same locations would cause all sets of relay nodes

o encounter same adverse environmental effects such as, shades,

arriers, physical destruction or damage to the location, stamp-

ng by animals, etc. Moreover, it would directly affect the network

ifetime due to inaccuracy in energy availability prediction caused

y the volatile relationship between energy harvesting and deple-

ion rates discussed in Section 3.1 . Energy harvesting from ambient

ources is unreliable and uncontrollable ( e.g., the sun, wind, heat,

ibration, etc.). Therefore, energy availability could be modeled as

patial and temporal variable in a stochastic process [30] . On the

ther hand, energy sources demonstrate partial patterns or peri-
dic properties such as high energy harvesting from solar sources

uring day time and very low to nil harvesting at night time. Thus,

t can be modeled as periodic process [17] as well. Such contra-

icting inference leads to erroneous and mercurial prediction and

stimation results for energy availability. Hence, any node place-

ent algorithm depending on the energy availability of the relay

odes would be highly unstable. Therefore, the backup relay node

lacement algorithm should be independent of the ambient en-

rgy harvesting rate or future energy availability of the relay nodes.

n this paper, we develop an efficient redundant relay node place-

ent strategy where each source sensor has k relays in its neigh-

orhood and an intelligent scheduling of these k relays would en-

ble the network to sustain perpetually. The least number of relay

odes that can ensure network connectivity, even when any arbi-

rary k − 1 relay nodes from a source sensor neighborhood doze off

o harvest energy (when energy level drops below M ) is the opti-

al number of relay nodes for k -connected SMRMC . 

. Proposed model 

We begin this section by introducing our basic node place-

ent strategy. Next, we formulate an optimization framework for

 -connected SMRMC problem using mixed integer linear program-

ing (MILP), which is proven to be an NP-hard problem. Then, a

reedy alternate solution to the 1-connected SMRMC problem has

een presented. Finally, we discuss on a generalized light weight

olution to the SMRMC problem, i.e., for any k ≥ 2, so as to achieve

 sustainable EH-WSN. 



112 N. Mehajabin et al. / Computer Networks 104 (2016) 108–121 

Table 1 

Notations for the optimization framework. 

Symbol Description 

R Set of relay node locations 

R Family set of k relay node sets 

S Set of all source sensor node locations 

Q R \ R 
Y Location of the sink node 

E Activation energy of the relay nodes 

E ′ Q q Residual energy of relay q ∈ Q 
dist ( i, j ) Euclidean distance between nodes i and j 

T Transmission range of relay nodes 

δ A small distance for coverage safety margin 

X R 
i 

Binary variable, contains 1 if i ∈ R and 0, otherwise 

Z i s Binary variable, contains 1 if dist ( i, s ) ≤ T and 0, otherwise 

γ R 
r Energy harvesting rate of relay node r of relay set R 

λR 
r Energy depletion rate of relay node r of relay set R 
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4.1. Node placement strategy 

Classically, this kind of problem is dealt with Max-min ap-

proaches ( i.e., minimizing number of relay nodes while maximiz-

ing network lifetime). However, in this work, we develop an algo-

rithm to obtain sustainability in EH-WSNs, i.e., the network would

have infinite lifetime (theoretically) by facilitating each source sen-

sor node at least one live path toward the sink. Hence, we create

sets of connected relay nodes until the state of sustainability for

the network is achieved. Moreover, our aim is to optimize (min-

imize) the number of relay nodes (in each set) required to serve

every source sensor node in the vicinity. Intuitively, we can achieve

this goal by deploying relay nodes at locations where it could dis-

cover maximum number of unattended source sensor nodes. Then

again, this will create isolated clusters of source sensor nodes con-

nected with a relay node. Moreover, it is quite likely that, there

will be no path to the sink from some of these clusters. To eradi-

cate this problem, relay node deployment should start by assuring

and maintaining connectivity with the sink. Therefore, the first re-

lay node must be within the transmission range of the sink. And

from there on, a relay node must be within the transmission range

of another relay node or the sink. The assignment will be further

optimized if the relay nodes have maximal non-overlapping trans-

mission areas. These two observations are contradictory and thus

a trade-off between amount of overlapped transmission ranges of

the relay nodes and coverage of source sensor node must be made.

The distance between two neighbor relay nodes i and j follows the

condition d ist(i, j ) ≤ T − δ, as stated in Section 3.1 . 

4.2. Optimal relay node placement framework 

Given the set of all source sensor node locations, S , and posi-

tion of the sink node Y , we formulate an optimization framework

for our k-connected SMRMC problem. It is a mixed integer linear

program (MILP), designed for k coverage, i.e., k independent sets

of relay nodes are deployed to carry the sensed data packets from

the source sensor nodes to the sink. Table 1 shows the notations

used in the MILP formulation. Here, R represents the family set

for independent relay sets, { R 1 , R 2 , ���, R k } and | R | = k . The ob-

jective function and the constraints of the MILP are formulated as

follows: 

minimize : 

k ∑ 

p=1 

| R p | (1)

sub ject to : 

dist(s, i ) ≤ T − δ; ∀ s ∈ S, ∃ i ∈ R, ∀ R ∈ R (2)
path (i 
j � Y ) = true ; ∀ i ∈ R, ∃ j ∈ R ∪ ∅ (3)

E 

γ R 
r 

≤
∑ 

Q∈ Q 

E ′ Q q 

λQ 
q − γ Q 

q 

; r = argmin 

r 

(
E ′ R 

i 

λR 
i 

− γ R 
i 

)
, ∀ i ∈ R, ∀ R ∈ R , 

∀ Q ∈ Q (4)

∑ 

∀ R ∈ R 

∑ 

∀ i ∈ R 
X 

R 
i = 1 (5)

∑ 

∀ R ∈ R 

∑ 

∀ i ∈ R 
Z 

i 
s ≥ k ; ∀ s ∈ S (6)

ere, Eq. (1) is the objective function and Eq. (2) – (6) are the con-

traints. The optimization function minimizes the number of relay

odes to be deployed in the vicinity so as to achieve k -coverage

or each source sensor node, i.e., ∀ s ∈ S . The coverage constraint in

q. (2) indicates every source sensor node is monitored by at least

ne relay node from each of the k sets. The Eq. (3) is the con-

ectivity constraint , which ensures that there exists at least one

ath from any relay i to the sink Y , either directly or via a forward-

ng relay(s) j . The energy sustainability constraint of Eq. (4) says

hat the time required to harvest enough energy to be active for

he shortest lived relay of any set must be less than or equal to

he aggregated service time of the shortest lived relays from all

he other relay sets. That is, the shortest lived relay r ∈ R should

arvest as minimum as E amount of energy (activation energy) by

he time all the shortest lived relays q ∈ Q of all the other relay

ets Q ∈ Q , deplete of their residual energies. The shortest lived re-

ay r ∈ R is derived by r = argmin r ( 
E ′ R 

i 

λR 
i 

−γ R 
i 

) , ∀ i ∈ R, ∀ R ∈ R ; similarly, the

hortest lived relays for other sets Q ∈ Q can be derived. Thus, the

nergy sustainability constraint guarantees that each source sen-

or node would always have a relay node for data transfer. The Eq.

5) ensures that the set of relay nodes in R are independent, i.e.,

ny relay node i can be the member of one and only one set in R ;

therwise, our SMRMC solution would fail to provide sustainabil-

ty. The constraint in Eq. (6) imposes that each of the source sensors

n the network is covered by at least k relay nodes. 

Of course, the above linear program would generate many feasi-

le solution sets (feasible region) as there is no constraint imposed

n physical locations of the relay nodes. That is, small changes in

ocations of some relay nodes might produce a new feasible so-

ution. However, for every feasible solution, the number of relay

odes will remain the same (minimized). Furthermore, if the num-

er of the source sensor nodes increases to a large number, the lin-

ar program will suffer from huge time and space complexities.

he same is true when the area of the network is expanded. In

ther words, the above MILP is not scalable, i.e., as | S | → ∞ , it be-

omes an NP-hard problem. 

.2.1. SMRMC is NP-hard 

The SMRMC or sustainable minimum-relay maximum-

onnectivity problem could be reduced into the classical RNP

relay node positioning problem) [22] . In [22] , authors proposed a

eployment strategy for placing minimum number of relay nodes

RNs) in a WSN vicinity so that between every pair of source sensor

odes, there is a path consisting of relays or sources . And, the

aximum hop length of the path is no longer than the common

ransmission range r > 0 of the source nodes. This RNP problem is

quivalent to the Steiner minimum tree with minimum number of
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Table 2 

Notations for the greedy algorithm. 

Symbol Description 

Y Location of the sink 

θ Coverage factor measurement interval 

T Transmission range of the relay nodes 

δ A short distance for coverage safety margin 

R ′ Set of candidate relay node locations 

C i ′ Coverage factor at relay node location i ′ 
ζ�v Centroid of convex polytope �v 

S  

[

 

N  

R  

h  

h

 

w  

g  

4

 

a  

T  

l  

t  

s  

t  

t

	  

n  

b  

s  

p  

a  

i  

d  

i  

H  

e  

a  

b  

2

 

c  

T  

l  

w  

a  

i  

r  

f

 

o  

w  

r  

a  

a  

o  

g  

n  

Algorithm 1 1-connectivity SMRMC algorithm. 

1. Input: S, Y, θ, T , δ
2. Output: R 

3. initialize R ← Y 

4. while S � = ∅ do 

5. for each (x, y ) location in R do 

6. generate R ′ using Eq. (8) and (9) ; ∀ a ∈ �

7. end for 

8. R ′ = R ′ \ R 
9. for each candidate relay location i ′ ∈ R ′ do 

10. generate coverage factor C i ′ using Eq. (7) 

11. C ← { C ∪ C i ′ } 
12. end for 

13. L = AssignRelay( C) 

14. R ← { R ∪ L } 

15. S ← S \ C L , C L is the coverage factor of locations in L 

16. end while 

17. procedure: AssignRelay 

18. Input: C

19. Output: a sorted list of candidate relay locations L 

20. while C � = ∅ AND | L |≤ m do 

21. C sort ={ C g | | C sort [1] | > | C sort [2] | · · · > | C sort [ | C | ] | And 

C g ∈ C} 

22. L ← { L ∪ location of C sort [1] } 
23. C ← { C g \ C sort [1] | C g ∈ C sort } 
24. end while 
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teiner points and bounded edge length problem ( SM T − M SP BEL )

19] , which is proven to be an NP-hard problem. 

As RNP is a subproblem of SMRMC and RNP is equivalent to a

P-hard problem (Steiner minimum tree), a sub-problem of SM-

MC is equivalent to Steiner minimum tree. Hence, SMRMC is NP-

ard . In other words, RNP is a subproblem of SMRMC; RNP ≡ NP-

ard and therefore, SMRMC ≡ NP-hard . 

To overcome the NP-Hardness of the optimal solution (MILP),

e develop an alternative greedy solution which will produce a

ood enough relay node deployment plan for the SMRMC problem.

.3. Greedy solution 

Now, we develop a greedy iterative algorithm which produces

 near optimal relay node placement plan for a large scale WSN.

his greedy node placement strategy creates a 1-connected re-

ay node network covering all the source sensor nodes. We denote

his situation as k = 1 coverage. Intuitively, if the number of source

ensor nodes is n and they are distributed over an area of A m 

2 ,

hen the source sensor node density, 	 = 

n 
A 

nodes/ m 

2 . And if the

ransmission range of a relay node is T , then approximately πT 2 ×
source sensor nodes are covered by one relay node. Hence, the

umber of relay nodes required to cover the whole area A would

e n 
πT 2 ×	

. However, applying this naive mathematics for relay as-

ignment might create holes or gaps in the wireless vicinity. In

ractical WSNs, the transmission area is more comparable to an

moeba shaped region, rather being a circular one [31] . Therefore,

nstead of considering the transmission area of the relay nodes as

isks of radius T , we consider the maximally inscribed hexagons

n that disk. This hexagon would have the area of 3 ×√ 

3 
2 T 2 m 

2 .

ence, | R ′ | = 

A 
3 ×√ 

3 
2 

T 2 
relay nodes will be required to monitor the

ntire area and to keep connectivity among them it would require

t most another | R ′ | −1 relay nodes. Thus, the maximum num-

er of relay nodes required to deploy is theoretically limited by,

 × R ′ − 1 . 

However, practical relay node placement might differ signifi-

antly due to source sensor node distribution across the network.

he philosophy behind node deployment policy of our work is to

and relay nodes at places where they can contribute the most,

hile maintaining association with the sink either directly or via

nother relay node. We present our near optimal greedy algorithm

n Algorithm 1 and Table 2 contains the notations used in the algo-

ithm. The algorithm is node density and connectivity aware. What

ollows, we describe our SMRMC ( k = 1) algorithm in detail. 

We use the set of source sensor node locations S as input to

ur algorithm along with the physical location of the sink Y . Net-

ork topology model based on circular transmission range is un-

ealistic due to anisotropic path loss [32] . Hence, a transmission

rea with a radii equal to the actual transmission range T is unre-

listic as well. To address this issue, we use a transmission range

f (T − δ) , where δ is a small distance for coverage safety mar-

in. Even though this consideration increases the number of relay

odes to be deployed in the network, it helps much in achieving
ood connectivity throughout the network consequently increasing

he network lifetime. Other than δ we have another design param-

ter, the coverage factor measurement interval θ (an angle). We

tart node deployment at T − δ distant locations from the sink so

s to maintain connectivity with the sink. We measure source sen-

or coverage factor ( C ) for every candidate relay location i ′ ∈ R ′ . 
Source sensor node coverage factor C would be the number of

ource sensor nodes that could be monitored if a relay node is

laced on at any arbitrary location ( x, y ). In other words, the num-

er of source sensor nodes that are within the transmission range

f location ( x, y ) is its coverage factor, measured as follows, 

 i ′ = { s | dist(s, i ′ ) < T − δ} ∀ s ∈ S, i ′ ∈ R 

′ . (7)

We measure C value for every candidate relay location, i ′ ∈ R ′ .
nitially, the set of candidate relay locations R ′ is the set of physical

ocations that are at T − δ distance from Y (pole) and are θ ° apart.

s a result, there would be 2 π
θ

candidate relay locations. And, they

re derived as follows: 

 

′ (t, θ ) = ((T − δ) , (θ × a )) ; a ∈ � = { 0 , 1 , 2 , · · · , 
2 π

θ
} , (8) 

 

′ (x, y ) = (t cos θ, t sin θ ) ; t = T − δ. (9) 

Fig. 2 has a pictorial representation of initial candidate relay lo-

ation generation and coverage factor calculation. It shows the high-

st coverage factor bearing location becomes an actual location for

 = 1 relay node. As the algorithm proceeds, we update R ′ with

espect to the set of relay nodes R. Candidate relay locations are

alculated around all the existing members of R . Every time we

pdate R ′ , we choose m most contributory candidate relay loca-

ions to be actual locations for relay nodes. We continue this pro-

ess until all the source sensor nodes have been covered, i.e. , when

he algorithm ends, all the source sensor nodes have at least one

ath to the sink. Algorithm 1 generates sub-optimal results since

ur greedy choice may cause overlapping coverage of some of the

ource sensor nodes. However, 1-connected SMRMC algorithm will

e able to provide a good enough solution for large scale deploy-

ents; whereas, the MILP in Eq. (1) becomes NP − hard. 
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Although the network is connected by | R | relay nodes, when

any of these relay nodes run out of energy some of the source sen-

sor nodes will be detached from the sink. Hence, with k = 1 , max-

imum life expectancy of the EH-WSN is when the first relay node

depletes of its energy. To prevent this death we employ k ≥ 2 con-

nectivity algorithm so that when a relay node dozes off to harvest

energy another one takes over the responsibility, details are pre-

sented in Section 4.4 . 

4.4. Generalized SMRMC algorithm 

As we are dealing with energy harvester relays , dozing off to

accumulate energy is a common phenomenon. For SMRMC ( k = 1),

no other relay node can monitor the source sensor nodes that have

been left unsupervised; thus, they will not be able to deliver their

data packets to the sink. The EH-WSNs will not sustain for long in

such scenarios. For sustainability of the network, we need to cover

each source sensor by more than one relays . In this way, the net-

work will survive even if one or more relay nodes doze off to en-

ergy harvesting mode. As there will be another or a few other relay

nodes to administer their communication to the sink. Henceforth,

we formulate this problem as a k -coverage problem, where, every

source sensor node is monitored by at least k relays and removing

k − 1 relays from the vicinity of a source sensor does not affect the

connectivity of the network. Now, we discuss our proposed gener-

alized SMRMC ( k ≥ 2). 

4.4.1. SMRMC ( k ≥ 2) using convex polytopes 

In this section, we construct convex polytopes among the nodes

to find optimal solution to the problem of covering each source

sensor nodes by k number of relay nodes. Our 1-connectivity SM-

RMC algorithm creates a density profile for the entire network,

i.e., relay nodes are placed on the highest density locations in the

vicinity. Thus, if we start building convex polytopes using the ex-

isting relay nodes, a new relay node at the centroid of those poly-

topes will be a lucrative position for a backup relay node. This will

not only enhance connectivity of the source sensor nodes but also

work for hop distance minimization of the network. And, if we

plant these new relay nodes maintaining connectivity as well, it

would enable us to establish an alternative path toward the sink

for each source sensor node in the transmission range of the newly

placed relay node. Now, maintaining connectivity is only a matter

of having sink or any of the newly placed relay nodes as a member

of the convex polytopes. 

We write a function BuildConvexPolytopes(n) that returns all

possible convex polytopes consisting of n nodes. That is, the convex

hull of size n is returned. We build convex polytopes using the gift

wrapping [33] algorithm because of its simple implementation and

moderate computational complexity compared to other algorithms.

The algorithm treats an arbitrary point as reference and iteratively

builds a polytope with the nearest node which has all the other

nodes to its right. 

The motivation behind using convex polytopes for our k −
cov erage is simple. We intend to keep the number of relay nodes

minimum. That will only happen if a newly placed relay node con-

tributes the most in source sensor coverage . From our first set of re-

lay nodes R , we get the idea where source sensor coverage is dense

furthermore, if a few i ∈ R are gathered around then the centroid

of that gathering must have good coverage factor . Therefore, the

centroid of a convex polytope seems like an ideal candidate. We

can trim out those polytopes whose member nodes are not within

transmission range of the centroid. We iteratively reduce the size

of the convex polytopes until all the source sensor nodes are cov-

ered. 

Now, we discuss the generalized SMRMC ( k = 2) in detail. We

use the relay nodes deployed by 1-connectivity SMRMC algorithm
o choose the relay nodes for k( = 2)-connectivity SMRMC algo-

ithm. First, we generate the convex polytopes of size | R | (if any).

or network configuration of Fig. 3 (a) we can see that, it’s not pos-

ible to create a polytope of size | R | . Hence, we create the next

argest one possible. In Fig. 3 (a) we can see such a polytope (red).

ext, we check whether the centroid of the new convex polytope

s a viable location for k = 2 relay node or not. If all the members of

he polytope are within T distance from the centroid and minimal

verlap is maintained for source sensor coverage with the nearest

elay node, we can place a relay node at the centroid. However, the

ed polytope in Fig. 3 (a) fails this test. Our next step is to repeat-

dly decrease | R | by 1 unit ( | R | −1 , | R | −2 , ���, 2) and choose a

easible polytope. The green polytope in Fig. 3 (a) is such a poly-

ope. We continue this process until all the source sensor nodes

re covered by k = 2 relay nodes, as shown in Fig. 3 (b). However,

onvex polytope building approach would only guarantee the con-

ectivity and coverage of source sensor nodes that are inside the

iggest polytope created by the 1-connectivity relay nodes. To erad-

cate this problem, we use a few dummy relay nodes (yellow tri-

ngles in Fig. 3 (b)). We assume they are placed at the boundary of

he wireless vicinity at every T meter intervals. Similarly, we can

enerate set of relay nodes for k = 3 by using the relay node set

or k = 2 by constructing convex polytopes. 

For the EH-WSN to be sustainable, we need to estimate the

alue of k that depends on the charging and discharging rates of

he relay nodes. Let γ and λ be the average charging and discharg-

ng rates. First, we consider homogeneous charging and discharg-

ng cycles that is all the nodes have the same charging and dis-

harging rates. If γ ≥ λ, then k = 1 will suffice to maintain connec-

ivity and sustainability of the EH-WSN. However, if γ < λ, we will

equire k ≥ 2; for homogeneous relay sensor nodes, k = 

⌈
λ
γ

⌉
+ 1

ould suffice the network sustainability requirement. However,

omogeneous charging and discharging rates for EH-WSNs is an

mpractical assumption. In case of heterogeneous charging and dis-

harging rates, γ < λ is the crucial case to handle. In such condi-

ion, the set of relay nodes R must satisfy the inequality (4) so that

he time it takes for the shortest lived relay node of a particular

et to harvest enough energy to get back to active state, should be

maller than or equal to the aggregated time for all the shortest

ived relay nodes in other sets to deplete of their energies. Hence,

here will always be at least one set of active relay nodes monitor-

ng the wireless vicinity. 

.4.2. Sustainable switching of the relay sets 

After successful derivation of k sets of relay nodes to maintain

onnectivity as well as sustainability, these k sets need an efficient

witching mechanism to share relay responsibility among them.

hough such switching mechanism in EH-WSNs stems a challeng-

ng research domain by itself, we provide a generic solution to the

roblem. 

In k − connected generalized SMRMC, each set has higher num-

er of relays than its previous one, i.e., | R 1 | ≤ | R 2 | ≤ | R 3 | . Hence,

hen a relay set dozes off, the relay responsibility switches to the

ext set having the least number of relays and sufficient residual

nergy. In other words, the switching mechanism follows a cyclic

rder over the sets of relay nodes. Given that R 1 is the first set

o perform relay duties, R 2 will pick up when R 1 dozes off. Sim-

larly, when it is the time for R 2 to go to harvest energy, R 3 will

ake over the responsibility, not R 1. Even though R 1 has the least

umber of relay nodes, theoretically it would not have sufficient

esidual energy. 

Note that the above switching strategy is not an optimal one,

hich requires instantaneous monitoring of the energy harvesting

nd depletion rates and dynamic switching schemes. Development

f such a scheme for dynamically switching relay responsibility

mong the available relay sets is left as a future work. 
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Fig. 3. Deployment process of relay nodes in 2-connected SMRMC. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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.4.3. Determination of control parameters 

In the greedy solution of the SMRMC, we have three control

arameters, namely the candidate relay selection interval θ , cover-

ge safety margin δ and number of relay nodes deployed per iter-

tion m . These are tuning parameters and can be tuned according

o fault tolerant requirements of the network. The first pass of the

lgorithm deals with the candidate region of the sink Y only. The

lacement of relay nodes around the sink node is of crucial impor-

ance as they would carry traffic from the entire network. We are

onsidering largest hexagon inscribed in the disk of radius equal

o the transmission range T of a relay node, we can ensure cover-

ge range of 
√ 

3 × T if we place one relay node at each peak point

f the hexagon. Hence, if we place m = 6 equidistant relay nodes,

ur greedy algorithm can guarantee coverage range of 
√ 

3 × T from

he sink in the first pass. In this particular case, θ = 60 ◦ will suf-

ce. To determine the value of δ, we need to monitor the SNR from

he deployed relay node. Thus, this is strictly a design parameter. 

.5. Complexity and scalability of SMRMC 

Both the proposed optimization framework and the greedy gen-

ralized SMRMC are centralized algorithms, which raise concerns

or scalability of the proposed algorithms. We have analyzed the

omplexities of these algorithms and present the asymptotic upper

ound analysis here. The integer part of the MILP implies that its

pper bound computational complexity is O 

(
n 
R, 

)
which is the num-

er of combinations of R relay nodes over n source sensor nodes.

hus, as n → ∞ the problem becomes infeasible. The framework

lso suggests R and k values are increased with n ; hence, R → ∞
hen n → ∞ . 

On the other hand, for 1-connected SMRMC , the upper bound

f asymptotic analysis is O ( RR ′ n ). Here, R ′ is the number of candi-

ate relay nodes. It is evident that O ( RR ′ n ) < < O 

(
n 
R 

)
. Moving on

o our last algorithm for generalized SMRMC ( k ≥ 2), the compu-

ational complexity is analyzed as O (RR ′ n + n 2 h log h ) , where h is

he average number of nodes in the polytopes. In practical cases,

 < < n , as the nodes building the polytopes has to be within

ach other’s transmission ranges. From the discussion above, we

an conclude that O (RR ′ n ) < O (RR ′ n + n 2 h log h ) << O 

(
n 
R 

)
. Our op-

imization framework becomes infeasible as the number of source

ensor nodes is increased; however, 1-connected SMRMC and gen-

ralized SMRMC can find a solution in polynomial time. Thus, the

ptimal solution is not scalable; however, the greedy solutions are

ble to find good enough solution in polynomial time. 
. Performance evaluation 

In this section, we implement two versions of SMRMC ( i.e. ,

 − connected and k − connected) along with two state-of-the-art

pproaches OP T − P RIM [16] and α-lifetime maximization [15] us-

ng a commercial software MATLAB [18] and present the compara-

ive performance results. The topology of the source sensor nodes,

nergy harvesting and depletion rates, initial energy and trans-

ission range of the nodes, energy thresholds, etc. are kept same

or the studied approaches in support of fair comparison. For the

mplementation of α-lifetime maximization [15] , we have consid-

red α = 80%, i.e., 20% nodes take the relay responsibility and for

P T − P RIM [16] , a greedy deployment process is run iteratively

tarting from sink so as to increase the coverage factor. 

.1. Simulation environment 

We have deployed [50 0, 350 0] source sensor nodes with uni-

orm random distribution over an area of [30 0, 20 0 0] m 

2 and a

ink node is placed at a random location. All the source sensor

odes disburse their data to the sink. The transmission range of

he source sensor and relay nodes are assumed to be the same.

e use coverage factor measurement interval, θ = 36 that gener-

tes 10 initial candidate locations and set coverage safety margin, δ
 10m to mitigate anisotropic path loss and for better simulation

calability [32] . We place m = 1 relay node after each iteration.

or energy harvesting sensor nodes, we are using random renew-

ble energy distribution following the data provided in technical

ote of EH-Link [34] , so as to model the inconstant and discrete

haracteristics of renewable energy supplies [35] . The amount of

nergy of a relay is chosen from the range [0.0 0 05, 0.08] mW with

niform random distribution. Furthermore, we divide this range in

hree sub-ranges [0.0 0 05, 0.02] for night time (8.0 0 pm –4.0 0 am)

r dark hours, [0.02, 0.05] for afternoon time (3.0 0 pm–8.0 0 pm)

r cloudy weather and [0.05,0.08] for day time (4.00 am–3.00 pm)

r sunny weather. This helps the simulator to generate more realis-

ic scenarios. We are considering a 10 0 0 μF capacitor for the solar

ell and the sensor can start communication once it has reached E

 5.4 V; and, the sensor stops all communications once its energy

evel goes below M = 4.0 V. Following the data sheet, in 480lx light

ntensity (typical for office lightings), a sensor takes approximately

5 seconds to be operational and 132 seconds to be fully charged.

nergy depletion is also considered to be a random variable as the

elays near the sink will deplete of their energy faster than dis-

ant ones. We also consider each source node transmits in a rate
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Table 3 

Simulation parameters. 

Parameter Value 

Deployment Deployment Area 10 0 0 m × 10 0 0 m 

Number of source sensor node 1500 

Source Sensor node distribution Uniform random 

Node description Transmission range (T) 100 m 

Coverage safety margin ( δ) 10 m 

Data rate 250 kbps 

Packet size 1024 bytes 

Transmission energy E tx 92 mJ/packet 

Reception energy E tx 45 mJ/packet 

Sleep state energy consumption 

E sleep 

15 μJ 

Time required to charge fully 132s (480lx) 

Generated voltage every 5s 1.2 V 

SMRMC Candidate location selection 

interval θ

36 

Renewable energy supply Uniform random 

Activation energy for relay 

node E 

5.4 V 

Relay node inactive below M 4.0 V 
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randomly chosen from [0.05,1] packets per second. For power con-

sumption profile of the relay nodes, we use the data sheet of EH-

Link mote, a self-powered wireless sensor node harvesting ambi-

ent energy. The energy consumption for startup is 12 mJ, energy

required for transmission is 92 mJ/data packet, 8 mJ for only pro-

cessing and 15 μJ for idle state. All the simulation parameters are

summarized in Table 3 . Each graph data point is the average of the

results from 50 simulation runs with different random seed values.

We run all simulation experiments on a machine having 2.8 GHz

Intel CPU and 4GB memory. 

5.2. Performance metrics 

We analyze the performances of the proposed SMRMC system

on the following metrics. 

• Number of relay nodes deployed: It is defined as the total num-

ber of relay nodes required to deploy by an algorithm to main-

tain network connectivity and sustainability. 

• Achievable network lifetime: We define this metric by the to-

tal time from the initiation of the network until a source sen-

sor node fails to locate a relay node within its communication

range so as to communicate its sensed data with the sink. 

• Average hop distance to the sink: We calculate the minimum hop

distance of each source sensor node in the network to the sink

and take the average hop distance in the network. 

• Execution time: For each of the studied algorithms, we record

the time required to produce the set(s) of relay node locations. 

5.3. Results and discussion 

In this section, we discuss the impacts of the number of source

sensor nodes, node deployment density, network size, constant and

random nature of renewable energy supplies on the performances

of the studied deployment approaches. 

5.3.1. Impacts of increasing node deployment density 

We change the network density by incrementally placing source

sensor nodes per unit area. Employing the proposed algorithm in

various node deployment densities would shed light to the robust-

ness of the SMRMC algorithm. Fig. 4 shows the behavior of the

algorithms for increasing source sensor node density. 

In Fig. 4 (a) (with 90% confidence interval), we observe SMRMC

for k = 1 as well as for k = 2 , the number of relay nodes de-

ployed increases gradually as the source sensor node density in-

creases, which is coherent with our initial assumption. However,
he number of relay nodes deployed reaches a steady value af-

er certain node density (0.002); this is due to the fact that the

ntire area of the network has been covered by the deployed re-

ay nodes and adding more relay nodes does not favor connectiv-

ty. The OP T − P RIM and α-lifetime maximization approaches re-

uire more relay nodes than SMRMC for k = 1 . The reason is two

olds, firstly , both the OP T − P RIM and α-lifetime maximization are

ensity based that is, they cover the highest density regions first

nd then connect the isolated regions. Therefore, they require ad-

itional relays to ensure connectivity. Secondly , the hop optimiza-

ion in OP T − P RIM forces the algorithm to select the set of relay

odes that minimizes hop count to the furthest node in the net-

ork rather than one with minimum number of relays that min-

mizes average hop count of the network. Hence, even with the

elaxed conditions on source sensor coverage, OP T − P RIM and α-

ifetime maximization performs poorly. The confidence interval on

MRMC is quite steady compared to other algorithms. This obser-

ation proves SMRMC is superior than other state-of-the art ap-

roaches in terms of varying source sensor densities. 

Fig. 4 (b) presents the network lifetime as a function of source

ensor node density (with 90% confidence interval). As the node

ensity increases the algorithms convey reduction in network life-

ime. This reduction is rationalized by the fact that, increased num-

er of sources in the network results in increased network activ-

ty (packet communications, synchronizations, retransmissions etc.)

ence, excelling the energy consumption and reducing the network

ifetime. The SMRMC for k = 2 conveys highest lifetime (more than

 times of SMRMC for k = 1 ). Since the former has the capabil-

ty of load sharing among the relays and thereby decreases the

oid region. For the same number of relay nodes, SMRMC for k = 1

ut performs both OP T − P RIM and α-lifetime maximization. The

P T − P RIM does not ensure each and every source sensor is cov-

red by a relay . And, it prompts the source sensors to carry out

elay responsibilities if relay nodes are not available. Consequently,

he source sensors deplete of their energy and the network dies out.

ituation is even worse if a relay near the sink goes to harvest en-

rgy. Our algorithm guarantees connectivity and thus it never im-

oses relay responsibilities to the source sensors , this contributes

o extending network lifetime. The confidence interval for SMRMC

 k = 2 ) shows that it gives more stable lifetime. Therefore, it is

eneficial to have k > 1. 

Fig. 4 (c) presents the experimental results for average hop dis-

ance to the sink from the source sensors (with 90% confidence

nterval). For varying node densities the average hop distance re-

ains steady in our algorithm. The source sensors are distributed

ith random uniform distribution, so the average hop distance de-

ends on the relay nodes deployment rather than node density in

he network. We observe that, for equal number of relay nodes our

lgorithm produces better average hop distance than OP T − P RIM.

his is due to the fact that, the SMRMC can ensure connectivity

ith less number of relays than OP T − P RIM and the excess nodes

equired by OP T − P RIM is an added advantage for SMRMC. 

Fig. 4 (d) shows the execution time for the proposed algorithms

long with OP T − P RIM and α-lifetime maximization as a function

f source sensor density over the network. For varying node densi-

ies, the average execution time of the proposed 1 − connected SM-

MC excels others (lower execution time), whereas k − connected

MRMC suffers as expected theoretically. The prime reason of con-

uming more time by k − connected SMRMC is the requirement of

xtra computation cycles for polytope building, viability test of the

olytopes, etc. However, in exchange, it offers greater degree of

etwork connectivity. 

.3.2. Impacts of incremental network size 

We gradually increase the dimension of the network and study

ts impact on to the performance of the studied node deployment
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(a) Number of relay nodes (b) Network lifetime

(c) Hop distance (d) Execution time

Fig. 4. Impacts of increasing node deployment density. 
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lgorithms. This would help us to analyze the scalability of SMRMC

ystem. 

In Fig. 5 (a), we present number of relay nodes that are re-

uired to deploy by each of the studied algorithms as a function of

etwork size (with 90% confidence interval). The deployed num-

er of relay nodes increases with the size of the network in all

he algorithms, as expected theoretically. The SMRMC (k = 1) de-

loys the least number of relay nodes and the increment is grad-

al. This shows SMRMC has a high tolerance for scalability than

P T − P RIM and α-lifetime maximization algorithms. The reason is

traight forward, SMRMC expands from the sink and deploys relays

o the highest density in the observable region; thus, with increas-

ng network size the observable region resembles dilation process

nd a gradual increase in number of relay nodes is encountered.

owever, larger the network size more scattered the relay node

eployment scheme will be for OP T − P RIM and α-lifetime max-

mization. Therefore, the connectivity maintenance overheard will

ncrease with the network size as well. In Fig. 5 (a), an interest-

ng phenomenon is observed, the gap between the 1-connected

MRMC and 2-connected SMRMC graphs increases with the net-

ork size. This is due to the fact that the boundary area of the

etwork remains isolated in our convex polytope approach and

equires special attention to be k -connected. Larger the network,

arger the isolated boundary region and more number of relays are

equired to achieve k -connectivity. 

Fig. 5 (b) portrays the relationship between the network size

nd network lifetime (with 90% confidence interval). Lifetime of

he network gradually decreases as the network size increases in

ll the studied algorithms. In a large network, the relays around
he sink incurs greater loads than the relays in a small network.

o be more specific, relays placed near the sink carry data pack-

ts from all the other nodes of the network and when the net-

ork is large, those relays are burdened with huge number of data

ackets. Hence, they deplete of their energy quickly, causing the

etwork to die out earlier. However, the noteworthy observation is

hat, as the network size increases SMRMC ( k = 2 ) excels in perfor-

ance in comparison with SMRMC ( k = 1 ). With small networks

 i.e, 300 × 300 ) SMRMC ( k = 2 ) conveys almost twice network life-

ime than SMRMC ( k = 1 ) whereas, with larger network size ( i.e ,

0 0 0 × 20 0 0) SMRMC ( k = 2 ) delivers more than 3 times lifetime

ompared to SMRMC ( k = 1 ). This highlights the scalability of our

roposed SMRMC algorithm. 

Fig. 5 (c) shows that the average hop count to the sink node

ncreases as the network size increases. For fair comparison, we

sed the optimal number of relay nodes from OP T − P RIM for SM-

MC ( k = 1 ) and α-lifetime. And for SMRMC ( k = 2 ), we use op-

imal relay node deployment from Algorithm 2 . We observe that

he SMRMC ( k = 2 ) achieves the shortest average hop distance as

here are many alternative paths, some of which will be shorter

han those achieved with k = 1 . In SMRMC ( k = 1 ), the average hop

istance is less than both the OP T − P RIM and α-lifetime. This is

aused by the fact that the SMRMC ( k = 1 ) can achieve connec-

ivity with fewer number of nodes than the number of nodes re-

uired by OP T − P RIM; so the additional nodes take part in mini-

ization of average hop distance to the sink. 

Fig. 5 (d) presents the average execution time of the proposed

lgorithms compared to OP T − P RIM and α-lifetime maximization

hile network size is the controlled parameter. Network size has
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(a) Number of relay nodes (b) Network lifetime

(c) Hop distance (d) Execution time

Fig. 5. Impacts of increasing network size. 

Algorithm 2 Generalized SMRMC ( k ≥ 2) using convex polytopes 

1. Input: Y , S, R 

2. Output: a list of locations, ψ for k = 2 relay nodes 

3. Initialize ψ ={Y}, h = 0 

4. while S � = ∅ do 

5. P = GenerateNodes ( ψ , R , h ) 

6. � = BuildConvexPolytopes( P g | P g ∈ P ) 

7. h ← h + 1 

8. for each �v ∈ � do 

9. if max (dist({ p | ∀ p ∈ �v } , ζ�v )) ≤ T − δ then 

10. C v ← C ζ�v 
; C ζ�v 

is the coverage factor of the centroid 

11. C ← { C v } 
12. end if 

13. end for 

14. L=AssignRelay(C) 

15. S ← S \ C L ; C L is the coverage factor of relay locations L 

16. ψ = ψ ∪ L 

17. end while 

18. procedure: GenerateNodes 

19. Input: ψ , R , h 

20. Output: P 

21. P h = { p | ∀ p ⊂ P (R ) and | p | = | R | −h } 
22. P = { P h × ψ} 
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a significant impact on the execution time of the algorithms. As it

increases execution time of the algorithms also increase. However,

1 − connected SMRMC is the fastest among all. The k − connected
MRMC executes for the highest duration as it produces a k −
onnected network of relays as opposed to 1-connected SMRMC.

his higher degree of connectivity comes at a price of longer exe-

ution time. 

.3.3. Impacts of constant light intensity 

We run our simulation for constant supply of incremental re-

ewable energy and present the results in Fig. 6 (a) (with 90% con-

dence interval). We allocate same amount of initial energy as

ell as constant energy harvesting rate. Although the energy de-

letion rates are variable. Energy depletion rates are depended on

he amount of traffic being carried by the individual relay nodes.

e gradually increase the constant energy supply to all the relay

odes in the network. We can see the increase in the network life-

ime is linear. After a certain amount of constant renewable energy

upply (0.12 mW/sec) the network reaches an unbounded lifetime

tate, i.e. , network lifetime goes beyond 100 years. 

.3.4. Impacts of random light intensity 

We run our simulation on random supply of renewable energy

nd observe the results of Fig. 6 (b) (with 90% confidence interval).

ll the relay nodes start with randomly assigned initial energies

nd they can harvest random amount of energy within a range

ith mean equal to the constant energy supplies of Fig. 6 (a) for

air comparison. We increase the range of random renewable en-

rgy supply and observe the resultant data. Firstly, the graph de-

ict that the network lifetime achievement is less than the lifetime

chieved while the energy supplies were constant. Next, the differ-

nce is even more prominent when approaching infinite lifetime
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(a) Constant energy harvesting (b) Random energy harvesting

Fig. 6. Impacts of renewable energy harvesting on network lifetime. 
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100 years) for SMRMC ( k = 2 ), which is achieved with constant

nergy supply after (0.12 mW); however, even with random energy

upply [0.005,2 × 0.15] mW, it barely achieves 40 years of lifetime.

his result is more realistic than the one in 6 (a) as in practice the

enewable energy supplies are random, not constant. 

The performance analysis of our proposed SMRMC algorithms

enders the conclusion that 1-connected SMRMC moderately mini-

izes the number of required relay nodes compared to OP T − P RIM

nd α-lifetime minimization, which was one of the targets of this

ork. We analyzed the lifetime of the EH-WSNs using heteroge-

eous energy harvesting and expenditure behaviors of practical

mbient energy harvesting nodes. The outcome shows significant

ncrease in network lifetime and moderate decrease in average

op distance to the sink. We also present the effect of random

nergy harvesting on the network lifetime for real life situations.

he proposed 1-connected SMRMC has the computational com-

lexity of O ( RR ′ n ) [upper bound], which is lower than the MILP O
n 
R 

)
and 2-connected SMRMC bears O (RR ′ n + n 2 h log h ) , where, h

s the number of nodes in the polytope. Here, the convex polytope

uilding algorithm has O ( n log h ) computational complexity. For the

ubstantial gain in network lifetime in 2-connected SMRMC , such

omputational complexity is endurable by the pre-compilation

ngine. 

. Conclusion 

In this work, we have investigated the problem of optimal re-

ay node placement in EH-WSNs. Careful node placement can be

 very effective optimization means for achieving enhanced, even

erpetual lifetime in EH-WSN. We have studied the SMRMC (sus-

ainable minimum-relay maximum-connectivity) problem of EH-

SNs and analyzed the state-of-the-art researches on optimal

ode deployments. The problem of optimal deployment of relay

odes has been formulated as an MILP so as to achieve perpet-

al sensor networks. The MILP optimization framework is applica-

le irrespective of locations of the sink and source nodes; however,

ts complexity raises to very high as the network size increases.

e have also investigated greedy solutions to the k -connected

MRMC problem using convex polytopes. Through computer sim-

lations, we show that our greedy SMRMC algorithms can pro-

ide upto two times better performance in terms of network life-

ime. Thus, our solution would provide network designers and re-

earchers with a lucrative deployment strategy for relay nodes in

H-WSNs. 
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