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potential to improve road safety and traffic efficiency. Most VANET applications are applied in real time
and they are sensitive to delay, especially those related to safety and health. Therefore, checking the ap-
plicability of any proposed application is very important. One way to achieve that is by calculating the

Keywords: Round Trip Time (RTT), which is the time taken by a VANET application starting from the initiator node
VANET (source vehicle) sending a message until receiving a response from the core network. In this paper, we
USN present a new complete analytical model to calculate the RTT of VANET applications. Moreover, we in-
IMS troduce a novel detailed network architecture for VANET applications using the IP Multimedia Subsystem

Round trip time

Queui cworl (IMS) as a service controller in the USN environment. To the best of our knowledge, there is no previous
ueuing network

published work that either studied the RTT of VANET applications or developed a complete architecture

BCMP to implement them by integrating VANETs with USNs and IMS. The RTT is calculated by combining two
analytical models. Firstly, we developed an analytical model to calculate the time needed for the commu-
nication between two nodes on a road. Secondly, we developed a queuing model using Baskett Chandy
Muntz Palacios (BCMP) queuing network for the IMS servers to calculate the application’s execution time
in the core network. These models are general enough to be applied to any VANET application. Finally,
to assess the validity and the accuracy of the proposed architecture and models, we used three differ-
ent tools: C++, MATLAB, and OPNET. The analytical results were compared to the simulation results to
evaluate their consistency.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction - Safety related applications might include messages related to

the safety on the road such as driver vital parameters mon-

There is a rapid evolution of the Intelligent Transportation Sys- itoring, driver sleep control, accident alert, road conditions,

tems (ITS). One of its main objectives is to improve the safety on weather conditions, and traffic conditions. Their communication

the roads. VANET has been considered as an efficient and effec- protocols and servers should be designed to minimize delays
tive method to meet ITS’s requirements by providing various ap- and losses.

plications, including collision warning, up-to-date traffic informa-  User related applications are applications that provide value

tion, active navigation, and infotainment [1]. In VANETs, the vehi- added services like Internet connectivity applications and peer-

cles communicate with each other via short-range wireless MAC to-peer applications. This type can tolerate some delay and
protocols such as IEEE 802.11p [2]. messages losses.

The applications envisioned in VANET can be classified into i)
safety and ii) user related applications [3]. On the other hand, smart wearable devices [4] and USNs are

emerging rapidly providing many reliable services facilitating peo-
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applications [5]. Wearable devices and USNs can have a large field
of applications if they are integrated with the ITS.

To the best of our knowledge, there is no complete model,
which integrates these two technologies: USN and VANET. In [6,7],
we used the IMS as a service controller sub-layer in the USN
environment. We extend this work here by integrating VANET
and IMS. The main motive behind this integration is to lever-
age from the benefits of IMS [8] to support VANET applica-
tions. First, IMS is fully standardized and mature. Second, it has
been chosen as the main subsystem to implement Voice over
LTE (VoLTE). Consequently, IMS would probably exist in the in-
frastructure of telecom operators. Therefore, the idea is to reuse
it instead of implementing a new subsystem for VANET appli-
cations. Third, IMS uses open standard IP protocols and is de-
signed to easily develop and implement new services. Fourth,
IMS is access independent. Consequently, the access gateway
used in the proposed architecture could exploit any available ac-
cess network to communicate the collected information to the
core network. Finally, The ITU proposes to use the Next Gener-
ation Network (NGN) as the platform to support USN applica-
tions including vehicle communications without introducing an
integration architecture. The integration between the USN con-
trolled by IMS and VANET provides a rich environment for var-
ious critical applications especially in health and safety on the
roads.

In this paper, we propose a model for a new end-to-end road
safety service based on IMS as a service controller sub-layer to
VANETs and wearable devices. This proposed model is general
enough to be applied to any other VANET application. It combines
analytical equations for the ad-hoc network and the service con-
troller. Since safety applications are delay sensitive, the time taken
by an alert to be sent until a response is received is very criti-
cal. This time is called RTT. Therefore, in this research, we study
the RTT to implement safety applications based on our proposed
model. This would help in calculating instantaneous parameters
such as: the number of hops, the RTT needed to implement VANET
applications, and the reliability of the model. The analytical results
derived from the equations are compared to simulations to prove
their validity. As far as we know, it is the first contribution where
such a complete approach is used to model this complex architec-
ture. The contributions of this paper can hence be summarized in
the following:

Proposing a new complete model to integrate USN and VANET
platforms controlled by IMS.

Developing a complete signaling flow to implement the pro-
posed safety application in the IMS using the Session Initiation
Protocol (SIP).

Developing an analytical model for the vehicles link connectiv-
ity between the event initiator vehicle and the nearest RSU to
calculate the reporting delay of events.

Developing a network queuing model for the IMS servers pro-
cessing functionality to provide a full estimation of the delay as
a function of the alert arrival rate at the RSU.

Calculating the total RTT starting from transmitting an event
alert message until receiving a response from the IMS network.
This is to evaluate the reliability of the IMS to be used as a
controller for real time applications.

The rest of the paper is organized as follows: Section 2 de-
scribes the related work. Section 3 explains the proposed appli-
cation algorithm and framework. Section 4 presents the mathe-
matical model of the VANET relays on the road and the queu-
ing model of the IMS network. Section 5 presents the evaluation
of the proposed models and comparisons to simulation. Finally,
Section 6 gives the conclusion of this contribution.

2. Related work

Most of the research in VANETs is focused on optimizing the
data dissemination protocols, VANET link models, and security in
VANET communications. Very few contributions look at the com-
plete architecture including the VANET applications as it should be
considered as a whole. As we are interested in the network mod-
eling and its applications, we are reviewing contributions in these
areas. This section presents the related work of three approaches
we are working on to calculate the RTT of implementing VANET
services controlled by the IMS. Part one reviews the VANET model-
ing related work. Part two describes the related work in modeling
the IMS network servers. Finally, part three presents the integra-
tion of the VANET and the IMS platform.

Regarding the VANET modeling, when the network is sparse,
the information propagation speed may depend on the vehicle
speed and the network may work in a delay tolerant fashion. In
[9,10], models were presented for delay tolerant networks or to in-
vestigate the impact of disconnections in vehicle networks on the
information propagation. These are interesting results but in our
present work, we consider only real-time applications.

The connectivity in VANETs was widely studied as in [11-13],
where the connectivity probabilities were derived. In [14], authors
proposed an analogy by which the ad hoc network connectivity is
modeled by a G/D/oo queue. In [15], the authors used this analogy
to derive the number of clients in a connected component of ve-
hicles in a VANET and what they called the connectivity distance,
which is the length of a vehicle connected component. In [16], au-
thors investigated the effect of channel randomness on connectiv-
ity, with particular emphasis on the effect of lognormal shadow-
ing and Rayleigh fading phenomena. The connectivity analysis had
been extended to the case of a Nakagami fading channel in [17]. In
[18], authors studied the minimum transmitted power necessary to
ensure network connectivity in a VANET under BER requirements.

These papers provide insightful results on connectivity analysis.
However, they give no detail on the number of hops in the short-
est path of a vehicle connected component, which is important to
estimate propagation delays. In [19], the multi-hop packet delivery
was approximated through an effective bandwidth approach with
the traffic parameters approximated by average ON and OFF peri-
ods. In [20,21], the connectivity and the number of hops through
the shortest path were exactly modeled. Unfortunately, the results
were given as recursive formula, which makes it difficult to per-
form the analysis as a function of network parameters. In [22], the
number of hops through the shortest path in a connected com-
ponent in VANETs was calculated as an explicit expression of the
z-transform of its probability and was given for medium and dense
networks. We will use this model to derive the access delay. This
model is summarized in part IV.

For the core network modeling, the authors of [23] proposed a
scheme for modeling and optimizing the IMS network design us-
ing M/M/1/oco queuing. The authors used utility functions to opti-
mize the service rate of the IMS servers. We believe this model
did not take into consideration the capacity planning of the IMS.
Moreover, its evaluation experiment is not precise as it was based
on two proxy servers without taking into consideration the other
IMS layers’ servers.

In [24], authors proposed to model and simulate the IMS net-
work using M/M/1 network model assuming the service arrival rate
is exponential. This queuing model is very theoretical and cannot
simulate the real conditions of the IMS network as will be ex-
plained.

Another work proposed modeling the IMS servers using BCMP
networking [25] for an authentication method. The solution con-
siders an open queuing network model and hence is too simple.
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Moreover, this work does not take into consideration the messages
reply in calculating the servers delay.

Regarding the use of the IMS as the platform for implementing
the VANET application, there is very little literature in that area.
In [26], authors proposed an integration between the ITS and the
IMS. They proposed the integration based on a design for a gate-
way on the vehicle onboard device. The work in [27] extended the
idea in [26]. It presented an IMS based platform for the deploy-
ment of services in vehicular network. They integrated two service
enablers to enrich presence and instant messaging and two cus-
tomized IMS clients. They aimed to provide a service platform of
a control mechanism enabling the vehicular terminals to operate
these services efficiently regardless of the access technology.

In these articles, authors did not present a detailed functional
model for the proposed integration and their service enablers.
Their work concentrated on developing a real service platform.
However, they did not mention the parameters they used in their
scenarios as well as the road traffic load and its distribution. There-
fore, these results are limited in scope.

The authors of [28] proposed an integrated architecture for the
VANET with the IMS in the presence of WSNs. They proposed a
design for a gateway, which is the central point of the integration.
The integration was proposed in terms of how to access the IMS
network. All the previous work shares the same problem. They fo-
cused on developing a design of the gateway required for that in-
tegration without mentioning the requirements of the integration
of the middleware layer in the USN as defined in the ITU recom-
mendations [5].

3. Application framework
3.1. Architecture model

This subsection presents our model architecture. We propose
a complete architecture that complies with the ITU requirements
[5] and follows the proposed model in [6,7] based on using the
IMS as a controller for VANET applications. The proposed archi-
tecture consists of two layers: transport layer and service layer as
shown in Fig. 1.

The Sensor network contains different types of wearable de-
vices or sensors with wireless capability. The basic difference be-
tween these two terms is that a wearable device is usually not ca-
pable of routing or forwarding but only reporting information to a
gateway, while sensors can organize themselves in more complex
connected graphs. These two kinds of nodes observe the vehicle
driver, the vehicle itself, and the surrounding atmosphere as well.
Additionally, mechanical sensors fixed on the car can detect failure
or warnings within the car. Data is then aggregated using the On
Board Unit (OBU) fixed in the vehicle.

The Access Gateway layer in Fig. 1 contains the Road Side Unit
(RSU) which provides the access and connectivity requirements be-
tween VANET and IMS infrastructures. It interacts with the OBUs
using Dedicated Short Range Communication (DSRC) based on IEEE
802.11p. On the other hand, it interacts with the IMS network us-
ing SIP.

The Transport layer provides transfer functionalities and com-
prises access network, core transport network, and transport con-
trol sub-layer as defined in the standards [29]. The access network
functions take care of end users’ access to the network as well
as collecting and aggregating the traffic towards the core network.
The transport control sub-layer is further divided in two subsys-
tems: the Network Attachment Subsystem (NASS) and the Resource
and Admission Control Subsystem (RACS) to provide the QoS, pri-
vacy, security, and authorization as required for the USN applica-
tions.
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Fig. 1. Next generation VANET network architecture.

The Service layer provides the platform for enabling services to
the user. It includes registration and session control functions. It
contains three sub-layers: the Control sub-layer, USN middleware
sub-layer, and the Application sub-layer. The service control sub-
layer is based on the standard IMS [30] and controls the authenti-
cation, routing, and database of the subscribers. This sub-layer pro-
vides the USN requirements needed including service profile, open
service environment, security, and authorization.

The USN middleware sub-layer consists of a set of logical func-
tions to support USN and VANET applications. It contains the Ap-
plication Servers (ASs) providing the different services. It is respon-
sible of executing the different applications. The AS is integrated
with a Context Awareness server (CA) to automatically adapt an
application or service depending on the user’s current situation.
This integration eases services control and reduces the signaling
required between both of them.

It contains also a private database for the e-Health services’
subscribers. We call it the Electronic Health Record (EHR). It con-
tains the initial sensors configuration settings, the collected moni-
tored vital signs, emergency contacts, medical supervisors, medical
history, and any other information related to the e-health service.
Moreover, the layer comprises a Traffic Data Base server (TDB). It
contains the general safety rules, weather information, roads con-
ditions and rules, etc. The TDB server contents are updated regu-
larly.

The Service Application Sub-layer contains a Presence Server
(PS), which is used to follow and publish the vehicles status in
real-time as will be explained later in details. This sub-layer con-
tains also a Web Server (WS), which can publish roads events, sta-
tus, and any updates that could be useful for the passengers.

Other facilities and services that cover the sensor network man-
agement, user service profiling and personalization, open service



AM. Said et al./Computer Networks 104 (2016) 66-78 69

. P/S- Presence Police, FF,
RSU CSCF AS/CA EHR TDB Server Amb...etc
(— (1) Message »|
t— (2) Message -»
£ 200 0K fe (3) 200 OK
@2 7] L ®ce
HITP
j« (6) 200 OK —
HITP
(7) Get
|
(8) 200 OK
HTTP
(9) Evaluation of
Thresholds
10) M -
(¢ (11) Message 4 (10) Message
92000k >
a3 ™ (14) Publish
(15) 200 OK i
t— (16) Notify »{
le- (17) 200 OK |
(18) Message
(19) 200 OK
|

Fig. 2. Application signaling flow in the IMS.

environment, location based service support, and service privacy
of the USN requirements are used. However, we have not included
them in this description for the paper clarity.

3.2. VANET communication model

In this subsection, we describe the new SIP signaling flow used
to implement the proposed model. We consider that there are dif-
ferent types of vehicles on the road. These vehicles are equipped
with OBUs to communicate with each other and with the RSUs.
Drivers put wearable devices to monitor their vital signs and
health status.

The messages exchanged between the vehicles or between
them and the RSUs are entirely composed of elements determined
by the sender, allowing for flexible data exchange. There are dif-
ferent types of messages. The basic safety message contains ve-
hicle safety-related information that is periodically broadcasted to
surrounding vehicles. The emergency vehicle alert message is used
to broadcast warnings to surrounding vehicles that an emergency
vehicle is operating in the vicinity. The probe vehicle data mes-
sage contains status information about the vehicle to enable appli-
cations that examine traveling conditions on road segments. The
traveler advisory message provides congestion, travel time, and sig-
nage information, etc.

Once a vehicle detects an event such as an accident or driver
health risk, it sends an alert message to the neighbor vehicles to
be relayed to the nearest RSU. This message contains all the avail-
able data including the vehicle’s ID, location, lane, speed, etc. The
VANET architecture forwards the message in a V2V mode until it
reaches the nearest RSU. We use the Wireless Access in Vehicular
Environments (WAVE) protocol family for this communication. It is
based on directional relaying of information.

Once the RSU receives the message from vehicles’ OBUs, it for-
wards it to the Proxy/Severing-Call Session Control Function (P/S-
CSCF) of the IMS as shown in step 1 of Fig. 2. The information is
formulated in the SIP "MESSAGE" body as in [7]. The P/S-CSCF for-
wards this message to the Application Server/Context Awareness
(AS/CA) (step 2). The AS/CA acquires the current health record of
the vehicle’s driver from the EHR server and/or the current road
information from the TDB server using HTTP “GET” request as in
steps 5-8. All this information is used by the AS/CA to perform
a comparison and a situation analysis of the event that occurred
(step 9). Based on the result of the analysis, the AS/CA sends its
decision as a SIP “MESSAGE” (step 10) to the RSU. The RSU re-
lays it (step 11) to the vehicle which detected the event and/or its

surrounding vehicles according to the instructions received from
the AS/CA. Subsequently, the AS/CA sends a SIP “PUBLISH” request
(step 14) to the PS to update the status of the road/vehicle/driver.
Afterwards, the PS notifies in step 16 the interested parties of this
change. These parties could be drivers’ relatives, cars owners, cars
rental agencies, police departments, fire brigades, ambulances, or
passengers intending to travel on the road where the event oc-
curred. This would allow them to handle the situation accordingly.
It is assumed that these parties had already subscribed with the PS
to track such events. This subscription is not shown in the Figure.
Moreover, the AS/CA sends a SIP “MESSAGE” (step 18) to any in-
terested website such as emergency websites and traffic websites,
which might publish that there is a traffic jam on that road.

The context created for each event at the operator side would
formulate the event conditions. According to that, it would de-
cide which actions should be taken to alleviate the worst cases.
The feedback taken by the AS/CA could be different types of re-
actions or alert messages sent to the source vehicle and/or to the
surrounding vehicles.

As mentioned earlier, it is very important to calculate the RTT
starting from the moment when an event is detected by a vehi-
cle and a message is transmitted until a response is received from
the core network to be able to evaluate the validity of the pro-
posed network architecture model. This is not a simple problem.
Therefore, we decompose it into two parts. First, we need to model
the VANET link connectivity in order to calculate the communi-
cation delay between the event detecting vehicle and the nearest
RSU. Second, we model the IMS servers’ processes to implement
the proposed service. The next section is dedicated to the models
derived for these two parts.

4. Modeling the VANET link connectivity and IMS servers

This section describes the mathematical models used along
with their derivations. The Vehicle to Vehicle (V2V) communica-
tion is firstly presented followed by the core network.

4.1. V2V connected set model

In order to calculate the time delay expected between the ve-
hicle that detects an event and the nearest RSU, we need to calcu-
late the number of hops between this vehicle and the nearest RSU.
Note that assuming a shortest path routing the number of hops is
not the number of nodes: only the farthest node under the cover-
age of another sending node retransmit a packet. To achieve this
goal, we use our own model of link connectivity between vehicles
on a road presented in [22].

The model is an extension of [14| where the authors calculate
the connectivity probability between two nodes as a function of
the inter-distance between them. We extend this model to calcu-
late the number of nodes in the shortest path between two nodes
that is the number of hops. Our approach consists of estimating
the hop density on a connected set to estimate the number of
nodes in the shortest path between two vehicles separated by a
certain distance. We define the hop density as the number of hops
in a connected component of vehicles divided by the spread (in
space) of this connected component. For this goal, we calculate the
number of hops in the largest shortest path in the connected set,
which is the number of hops in the shortest path from the start
of the connected component to its end divided by the spread of
the connected set. In order to calculate the number of hops in the
largest shortest path and as in [14], we use the same analogy pre-
sented in [31] where the idea is to notice that the number of ve-
hicles in a VANET connected component is equal to the number of
clients in a busy period of the M/D/oc queue. The method to calcu-
late the probability distribution of the number of clients in a busy
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Fig. 3. Vehicles connected component according to the shortest path.

period of GI*/D/oo queue (of which M/D/cc queue is a particular
case) is given in [15].

Similar to [14], we consider free flow vehicles traffic on a
straight road with speeds distributed according to a truncated nor-
mal distribution. The minimum and maximum speeds are V,,;, and
Vmax. Their mean and standard deviation are i and o respectively.
Note that if the vehicle transmission range R is sufficiently large
compared to the road width L, the commonly used assumption of
modeling a multiple lane road by a straight line with spread ve-
hicles is highly acceptable. The vehicles arrive at position 0 of the
road according to a Poisson process with a rate A4. As proved in
[14], the inter-distance of the vehicles at any given time is expo-
nentially distributed with the following rate:

2 _1(1;;11 )2
x:xa/Vm“x% vz ® dv )
Vinin Vinax—pt \ _ Vinin—I4
erf( ov2 ) erf( ov2 )

To calculate the inter-distance between the retransmitting vehi-
cles on the road, we assume a shortest path between them as in
Fig. 3. Let Xy, X5,..., Xn be the retransmitting vehicles. X, ; is either
the farthest vehicle under X,’s coverage, or the next vehicle after
Xp if the distance between X, and X, ; is larger than R. If X, is
the farthest vehicle under X, coverage, there may be other vehicles
between X, and X, ;. However, we assume they do not retransmit
the packets sent by X;. The X;,,; vehicle is assumed to be the next
hop for the X,’s as it is within its coverage range.

Let 7, be the distance between node X, and node X,,, ;. Let N[a;
b] be the number of vehicles between positions a and b. When
X1 <R, the probability function of t; is given by:

E, (x1) = P(t1 <x1)
= P(N[x1;R] = 0N N[0; %;] > 1)

— e—)n(R—Xl)(] _ e—)\.X]) (2)
When x; > R, it is:
Fq(x))=1—en (3)

The probability function of t, knowing t,.; =x,.1 in the case of
T,.1 > R is the same as ;. When x;,, <R, the probability function of
T knowing T,y =xn.1 and 7,1 <R is given by:

X
Ftn/Th1(Xn, Xn—1) = P('fn < - =Xy NTpg < R)
n-1
— e—A(R—x,,) _ e—kx",1 (4)
and in the case x; > R:
Frojryy (X, Xn_1) = 1 — e M= Rexa0)] (5)

If the inter-distance between the hops was Poisson, the solution
would be straightforward. It is not the case as shown in Egs. (2)-
(5).We conclude that the distance between the retransmitting vehi-
cles on the shortest path is a Markovian process. In the rest of this
section, we assume without loss of generality, the first retransmit-
ting vehicle X; is located at the beginning of a connected compo-
nent.

Using Theorem 2 in [22], the probability to have k vehicles in a
connected component is:

R R R
P(Nb = k) = / / . / P('L'k > R/Tk,] = Xk—])
x1=0 Jxy=R—x; Xk_1=R—x;_»

k-1
x [ [dP(ti = xi/Ticy = xi_1)dP(T1 = X1) (6)
i=2
Let us denote A’ = AR, p = Ae~*, and p’ = e,
From (2)-(6), the probability of the number of connected vehi-
cles becomes with a simple change of variables:

1 1 1 k-2 k-1
’
P(Nb:k):p"‘le / / [TeX“[]du
=0 Juy=1-u, Uer=1-U3 j_4 i1

(7)
By denoting

1 1 1 k-1 k
fmmk:pkx/ / / uper e [Te* [Tdu (8)
u=0 Jup=1-u4 we=1-uy_4

i=1 i=1
We have

P(Np = k) = p2y k> 9)
In [22] the following recursive system is easily proved:

{Wo.k = Mo -1 — P k2

_ o PMyi1k-2
My k= Mokt — 37 Ma—1k — 53T —

(10)

Let Q(z) be the z-transform of Nj,, and M;(z) be the z-transform
of My :

+00
Q@) =Y P(N, =k)z* (11)
k=1
+00
My (2) =) My (12)
k=1

Then, the z-transform of Nj, is:
Q@) = p'z+ pz2(1 + M (2)) (13)

Assuming a special case where AR > Ln(4), the z-transform
M;(z)can be expressed as (cf. Theorem 3 in [22]):

hi(2) + ha(2) + h3(2)

e = 1 — (14)
pz2 |:1 +/1-4p'22 - zzez)‘/(m—l)}

where

T (T I CR

#2op] (15)

hz(Z) _ e%}\’( /]—4p'22—]) [2/)23 + 2'0/22 —z-1+ (Z _ -l)

«T=407] (16)

hs@)=2(p'+p—1)+22(1-3p" =2p) +2(1 - p) +p' +p
(17)

Concretely, to calculate the probability of the total number of
hops in the largest shortest path, the z-transform in Eq. (14) can
be used if AR > Ln(4) and the recursive formula in Eq. (10) must
be used for a small value of AR The recursive calculation is diffi-
cult since numerical truncation and round up problems occur for



AM. Said et al./Computer Networks 104 (2016) 66-78 71

large k. This is because small quantities are subtracted many times.
Using the z-transform allows to avoid this truncation problem. For-
tunately, when AR is small, only a small number of probabilities
needs to be calculated because the numbers of hops in connected
components are small. Conversely, when AR is large, a large num-
ber of probabilities must be calculated but it can be done through
the z-transform. Note that the z-transform exists in theory for AR
> Ln(4). However, it may be more careful to use it for AR slightly
larger than Ln(4) as the z-transform is diverging in Ln(4), and the
numerical differentiation near Ln(4) is not very stable.

Based on the above, the average number of hops E(no.ofhops)
in the connected component for an infinite road length can be cal-
culated by differentiating (14) with respect to z as follows:

+00

E(no.of hops) = Y kP(Ny = k) = <8%§z))
k=1 z=1

= P(N, = 1) +3P(N, = 2) + 2P(N, = 2)M; (1)

oM, (2)
+'O< dz )z]

=p’+2p+2pM1(1)+p<81\g§2)> (18)
z=1

The average size (in terms of length or spread, not number of
hops) of the connected component can be calculated as in [14] as:

E(size) = % ! (19)

RO\
Finally, we can calculate the number of hops in terms of the
average road length L as:

E(no.of hops) ‘L

E(no.of hops), = Esize)

(20)

Using this result, the delay for transmitting a message be-
tween two nodes on a road is directly calculated by multiplying
Eq. (20) by the delay taken by a vehicle to transmit its message
(Th)

4.2. Note on the generality of the V2V connected set model

4.2.1. V2V multi-segment model

In real life, the traffic flow changes along the road due to traffic
lights, traffic jams, road curves, etc. Therefore, real V2V communi-
cation cannot be modeled using a simple linear relaying scenario.

In order to match the real scenarios in roads, we propose a new
assumption within the model. We assume that each road is divided
into separate segments (indexed by B), and that each of them has
a specific vehicle density, a specific length Lg, and different arrival
rates. This assumption allows adapting our results to the real roads
scenarios. Therefore, the total number of hops in the road will be
the summation of each segment’s hops as follows:

E(no. of hops)rota = Zw

5, E(no. of hops),, (21)

Accordingly, the time delay between two nodes on the road us-
ing the segmentation assumption is calculated using:

~ E(no. of hops),,
Dyotar = ZB:l W

We show later that the complete model with multi-segments
gives very satisfactory results compared to the simulation scenar-
ios as will be discussed in Section 5.

x Lgx Ty (22)

4.2.2. On the Poisson traffic assumption

The above Poisson traffic assumption is valid in free flow con-
dition, but it is questionable elsewhere. In real conditions, it is of-
ten more general. In this part, our goal is to present an integrated
V2V plus infrastructure model, which requires presenting a model
of the road part (the V2V model). For simplicity, we present only
the Poisson case. In fact, our method is more general. The reader is
referred to [22] for details and demonstrations. We give here just
a summary of the insights of the generalization.

Eq. (6) is always valid whatever the traffic assumption. How-
ever, the cumulative distribution of the distance between hops
must be adapted depending on the vehicles process that is
Eqgs. (2)-(5) are no more valid if the vehicle traffic is not Poisson
anymore. If it is assumed that the cumulative distribution of the
distance between vehicles is F(x) and f(x) is its density, then it can
be proved (cf. [22], Theorem 1) that:

When R —x,_1 <Xx; <R

1 X
m Uu=R—x,_1
LI+ R~ xn-1)]
1-L[f(x)]

Where L(f) is the Laplace transform of function f and L-! its in-
verse.

Ftn/rn,l (xn’xn—1) = L_l

i| [1T-—FR-u)ldu
(U=(R—=Xy-1))

I ER(tY) o
Fu)= [ 1 [1—Llf(><>llu)“ FR—u)ldu

When x, > R, the cumulative distribution function of 7, know-
ing t,_1 and 7,_1 <R'is
F(xn) —F(R—Xn-1)

T—FR—%p1)

Fe e,y (Xn, Xn-1) =

F‘L’1 (Xl) :F(Xl)

Then, this hop distribution depending on F can be injected into
(6).
This model has been validated with traces provided by the Uni-
versity of Catalunya (cf. [37,38]): cf. [22].

4.3. IMS performance modeling

This subsection presents the modeling of time taken to imple-
ment the service in the core network. For this goal, we use the
BCMP network queuing. It is helpful for modeling protocol interac-
tions and servers behavior.

The queuing network consists of service centers/stations. Each
of them has a scheduling discipline. This scheduling could be one
of four service disciplines: First Come First Served (FCFS), Last
Come First Served (LCFS), processor sharing, and infinite servers.
Each class of customers may have a distinct service time distribu-
tion and the customers’ messages are of different classes (q).

The BCMP queues network could be open, closed, or mixed for
each type of the mentioned scheduling disciplines. In our model,
we will use a mixed queuing network, which consists of N (N> 1)
service centers/stations. The model can give a good approximation
of complex protocol interactions, which is considered as a compro-
mise between complicated solutions and precision.

Fig. 4 shows a queuing representation model of the IMS and
middleware servers according to the proposed signaling flow in
Fig. 2. There are six servers/stations (P/S-CSCF, AS/CA, EHR, TDB,
PS, and Interested Sites).

The system state can be defined as the number of each cus-
tomer’s class in each service center. The state S of the system
is given by (sq. s....,sy) where s; = (101, 0, ..., njy) denotes the
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Fig. 4. Queuing model for the proposed architecture.

state of each service center i and nyq is the number of customers of
class g in service center i. According to the BCMP theorem [32], the
probability distribution state in a BCMP network has the following
form:

p(S) =cd(S)g1(y1)&2(2) ---& i)

Where c is a normalizing constant chosen to make the equilib-
rium state probabilities sum to 1, d(S) is a function of the number
of customers in the system, and each g; is a function that depends
on the type of service center i.

(23)

Q ,liq .
IZ—ZA, |:q]'[1 z:q“, ] Service Centers of Type 1
Qi .
gy = m! ]_[1 u"";: Service Centers of Type 2&4 (24)
q=1 Hig Mia*
Q )\:'iq .
l_[1 Mn,._q': Service Centers of Type 3
q= ig Mig*

Where in our model n; is the number of messages at server i,
/i is the service rate by server i to handle an incoming message,
I, q 1s the service rate at server i of the message class g, and 2; 4
is the arrival rate at server i of the message class q.

The servers of the model are assumed to be of the processor-
shared type and the distribution of the arrival rate of messages
is Poisson. There are nineteen messages in the signaling flow, and
they are supposed to be of the same class for simplicity (i.e. A; =
Ajg)- According to that, (23) can be simplified as in [32] to:

pi(n) = (1 - p)p;" (25)
Where
p=y M (26)
Mi

For a stable system, this condition (A; < p;) must be conformed
for each server i. Additionally, the transmission failure probability
of each message is assumed to be zero (p=0). Hence, there is no
message retransmission. Therefore, it can be ignored. Accordingly,
we can calculate the utilization of each server from Fig. 4 as fol-
lows:

1,1 1 1
=A (— =t 7) Z
PcscrF CSCF e s s (27)
1 o1 .1 11 1
=A (*+7+7+7+7+—+7) 28
pasica =S\ LT s T e e s s -
AEHR
_ e 29
PEHR e .
A
PTDB = == .

s

1 1
=A (— + —) 31
Lrs PS s | e (31)
Contacts = /“Contacts w17 1o

Assuming the system is to be stable, the average arrival rate of
messages A; for each server i is different and is calculated accord-
ing to the messages flow in each server queue, which is decom-
posed into two parts:

- Messages coming from outside with arrival rate Apg;, where py;
is the probability that a client message arrives to the system at
server i.

+ Messages from server j with arrival rate A;p;; for all servers j=1,
2,...M, where pj; is the probability that a customer completes
his service at server i and goes to server j.

So, the average arrival rate at each server i can be calculated as:

M
Ai=Apoi+ ) Apji
=1

(33)

where X; = e;A and e; is the rate of visiting server i or the av-
erage number of passing by server i. So, (33) can be written as
follows:

M
ej = Poi + Zejpji (34)

j=1

Now, we can deduce a system of equations that satisfies the
visit rate for each server i. As we can see, the model considers
the averages of messages types in the different servers. It does not
respect the time sequence of each procedure. It is however very
sufficient and does not affect the evaluation of the overall perfor-
mance.

Based on the last equation and according to Fig. 5, the distri-
butions of messages for each server (P/S-CSCF, AS/CA, EHR, TDB,
PS, and Interested Sites) can be represented by the following equa-
tions:

2
=1+= 35
e +e (35)
2 1 1 1
ey = 261 +e3+e4+ 56‘5 + 595 + 782 (36)
e —le (37)
3= 76
e —le (38)
4= 56
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Fig. 5. Calculations of arrival rate for each server.

1 1

39

e = =€+ 56 (39)
1 1

€ = =€ + 565 (40)

Solving the above equations produces the arrival rate at each
server in terms of the arrival rate at the AS/CA as it has the highest
arrival rate (A4g/c4)- The solution is as follows:

4
AcscF = 7)~A5/CA (41)

1

AEHR = ATpB = 7)»A5/CA (42)

2
)"PS = )\Contac[s = 7)\AS/CA (43)

From (25), the mean queue size corresponding to the average
number of clients waiting on servers is calculated as:

E(n) = Zn,p,(n ) = (44)

nl

where i stands for the servers: (P/S-CSCF, AS/CA, EHR, TDB, PS,
and Interested Sites).

Using the Little’s Law, the service processing time at each server
is as follows:
E(n) 1 1

Ai (A =p)pi  pi—2Ai

In order to calculate the total processing time D of the service
implementation in the IMS network, we sum the time spent by
the RSU (T¢) to create its messages (1 and 12 in Fig. 2), the service
processing time (T;) at each server (P/S-CSCF, AS/CA, EHR, TDB, PS,
and Interested Sites), the waiting time at each server’s queue and
the transmission time (T;) of each message.

D:Tc-i-Tt-i-ZTi
i

_TC+E+Z x (46)

p,

I = (45)

Assuming there is no queuing in the RSU, its waiting time can
be approximated to zero. Therefore:

Ic = — (47)

Where Qggy = (message 1, message 12)

Fig. 6. V2V link model.

So, Tr = u% + %12 The final form of (46) is

1 1
= + i + Tescr + Tas + Tenr + Trog + Tes + Teontaees + Tr

(48)

It is to be noted that, although not explicitly indicated, (48) in-
cludes the fact that some messages revisit the same server more
than one time as indicated in Eqs. (27)-(32).

5. Performance evaluation

In this section, we validate the proposed analytical models of
the V2V link connectivity and the IMS queuing model. This section
is divided into three parts. In part one; we calculate the delay be-
tween the vehicle that detects the event and the nearest RSU. In
part two, we calculate the average processing time of the VANET
application in IMS network. In the last part, the average RTT of the
proposed application is calculated starting from the initiator node
(source vehicle) sending a message until receiving a response from
the core network.

Dividing the entire system into two subsystems and simulat-
ing them individually to calculate the total delay by summing the
simulation results does not affect the accuracy of the simulation.
The technique to divide complex systems into smaller modules (or
subsystems) and to build the modules separately is a well-known
approach to study complex systems [33,34].

5.1. V2V link model validation

In this part, we test the maturity of the analytical model in cal-
culating the number of hops between two nodes on a road and
hence the delay between them. The link model used is shown in
Fig. 6. The analytical results are calculated using C++ and the sim-
ulation results are obtained using MATLAB (2012a). The studies are
decomposed into several experiments for the ease of surveying.
First, the following network design assumptions as follows were
made:

« We assume the vehicle that detects the event is the same ve-
hicle that transmits the alert message and that the destination
node is the nearest RSU.

» The total road length between these two nodes L=2, 3, and
4 Km.

« The vehicles density range is from 0.01 to 0.1 vehicles per me-
ter in step of 0.01 and the distribution on the road is assumed
to be Poisson.

« The mobility of the vehicles is neglected since nodes remains
almost stationary within message transmission time [35].
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Fig. 7. Comparison of number of hops of different road lengths at a transmission
range (R=200m).
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Fig. 8. Comparison of number of hops of different road lengths at a transmission
range (R=350 m).

« The number of hops is obtained versus the A/L vehicles per me-
ter.

Experiment 1: in this experiment, we calculate the number of
hops between the vehicle that detects an event and the nearest
RSU versus the vehicles density (A/L: vehicles/m). We assume the
transmission range R=200 m, and the vehicles density varies from
0.01 to 0.1 vehicle/m in steps of 0.01. The experiment was repeated
for different distances between the vehicle that detects the event
and the nearest RSU, specifically: L=2, 3, and 4 Km respectively.
Fig. 7 shows he results of the analytical model along with those
obtained from the simulation. As shown in the Figure, the results
from both the model and the simulation are very close. Moreover,
the increase of the distance between the source and the destina-
tion yields to an increase of the number of hops as expected. The
number of hops at the different distances (L=2, 3, and 4 Km) set-
tles almost at 11, 16, and 21 hops respectively with the increase
of the vehicles density. The Figure clearly shows that the stability
points are reached at high vehicles density. This means that the
number of hops approaches a fixed value with the increase of ve-
hicles number on the road until reaching a saturation point where
any further increase of the of the number of vehicles has no effect.
This is due to that the model is based on the shortest path be-
tween the source and destination. Therefore, it is not affected by
the increase of the vehicles density on the road.

Fig. 8 and Fig. 9 show the results of the same experiment
with the same assumptions but at different transmission ranges:
R=350, and 500 m respectively. As shown in these Figures, the
number of hops is inversely proportional to the transmission range
assuming the same vehicles density and speed. Additionally, as the
transmission range increases, a minor difference appears between
the analytical and the simulation results if the distance between
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Fig. 9. Comparison of number of hops of different road lengths at a transmission
range (R=500m).
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Fig. 10. Comparison of number of hops of different transmission ranges (R=200,
350, and 500 m) at distance between the vehicle that detects the event and the
nearest RSU (L=3 Km).

the vehicle that detects the event and the nearest RSU is not much
larger than the transmission range. It is very clear in Fig. 8, when
the transmission range R=500m, and the distance between the
vehicle that detects the event and the nearest RSU: L=2, 3, and
4 Km. This is because the value of the distance between the two
proposed nodes L is close to the value of the transmission range R.

Using the results of the previous simulation, the effect of the
transmission range R on the number of hops when the distance
between the vehicle that detects the event and the nearest RSU
L=3Km is studied. The results are drawn for transmission ranges
of R=200, 350, and 500 m. Fig. 10 shows the results of the ana-
lytical model along with those obtained from the simulation. The
Figure confirms that a saturation of the hops number is reached
at high vehicles densities. On the other hand, the increase of the
transmission range speeds up reaching the saturation value at
lower vehicles densities for both the analytical and the simulation
results.

Experiment 2: we calculate the communication delay between
the vehicle that detects the event and the nearest RSU versus
the vehicles density at different transmission ranges of R=200,
350, and 500 m respectively. The vehicles speed is assumed to
be 100Km/h and the distance between the vehicle that detects
the event and the nearest RSU L=3Km. Since modeling the IEEE
802.11p is out of scope, we use the results of [35] to obtain the an-
alytical and simulation values per hop of the IEEE 802.11p broad-
cast performance in terms of time. The authors of this work de-
veloped a Markov chain model for the IEEE 802.11p broadcast. As
mentioned in their work, there are two main types of safety mes-
sages: emergent safety messages and routine safety messages. The
emergent safety messages have the highest priority that matches
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Table 1
IEEE 802.11p MAC access delay.

Density (Vehicle/m) Min delay (ms)  Max delay (ms)  Average delay (ms)

0.01 1.5373 3.9954 2.76635
0.02 1.5377 5.3343 3.436
0.03 1.5371 8.6794 5.10825
0.04 1.5376 11.4207 6.47915
0.05 1.5373 25.1149 13.3261
0.06 1.5371 45.4646 23.50085
0.07 1.5372 62.9478 32.2425
0.08 1.5371 75.341 38.43905
0.09 1.537 86.0945 43.81575
0.1 1.5371 98.7202 50.12865
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Fig. 11. The delay comparison of different vehicle density at different transmission
ranges (R=200, 350, and 500 m) at distance between the vehicle that detects the
event and the nearest RSU (L=3 Km).

our proposed safety algorithm. The same model assumptions men-
tioned in [35] used for the analytical and simulation of the IEEE
802.11p broadcast. These results are listed in Table 1 showing
the minimum, maximum, and the average delay for the emergent
safety messages at vehicles densities of 0.01 to 0.1 in steps of 0.01.
Authors in [35] proved that there is a good agreement between
analytical values and simulation results.

Fig. 11 shows the delay comparison at different vehicles densi-
ties and for different transmission ranges R=200, 350, and 500 m.
The distance between the vehicle that detects the event and the
nearest RSU is assumed to be L=3 Km. As shown in the Figure,
the delay increases with the increase of the vehicles density at
each mentioned transmission range. The reason for this is that the
increase of the vehicles density yields to more transmission de-
mands and channel accessing. In conclusion, the communication
delay is directly proportional to the vehicles density if the trans-
mission range is fixed. As for the transmission range, the number
of relays between a source and a destination decreases with the in-
crease of the transmission range since the vehicle communication
coverage increases.

It can be concluded from the previous results that the analytical
model gives very satisfactory results compared to the simulation
scenarios.

5.2. IMS queuing modeling validation

In this part, we validate the IMS analytical model by com-
paring its performance with the simulation results. We calculate
the IMS servers’ processing time of the proposed VANET applica-
tion according to the signaling flow of Fig. 2. The signaling flow
starts when the RSU forwards the received alert message to the
CSCF servers. We used MATLAB (2012a) to implement the analyti-
cal model and OPNET Modeler (V.14.0) to simulate the IMS servers’

Table 2
IMS servers’ parameters used.
Parameters Duration
Process time (microsecond) UE 200
P/S/I-CSCF 200
HSS 10

Propagation delay (microsecond)  UE/P-CSCF 5000

other links 200
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Fig. 12. The processing time of VANET applications on the IMS servers.

Table 3
Average processing time of VANET ap-
plication.

Analytical versus simulation

MATLAB
OPNET

112.3 (ms)
124.2 (ms)

functionalities. We used the values of the IMS servers processing
time mentioned in [36] as in Table 2.

Fig. 12 shows the processing time of the proposed VANET appli-
cation using the IMS as a sub-layer controller versus the messages
arrival rate at the servers for the analytical model. As expected,
the processing time of the proposed application increases with the
increase of the messages arrival rate. The average processing time
is obtained over all the possible message arrival rate as shown in
Table 3.

The OPNET simulator gives its results according to these param-
eters: processing time, transmission time, number of users, and
background utilization. We used the same processing and trans-
missions times used in the analytical model to match the results
of both. However, in OPNET we do not have the facility to match
between the number of users/server utilization parameters and
the arrival rate of messages as in the mathematical model. There-
fore, we compared the average processing time of the mathemat-
ical model with the average processing time of the OPNET as in
Table 3.

5.3. RITT calculation

In this last part, we calculate the RTT, which is the time taken
by a VANET application starting from the vehicle that detects the
event sends a message until it receives a response from the core
network. In order to obtain this total time, we need to sum the
averages of the following timers:

+ Time required to send an alert message from the vehicle that
detects the event until reaching the nearest RSU.

- Time necessary to execute the proposed application in the IMS
servers according to the messages signaling flow of Fig. 2.
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Round Trip Time (RTT) of VANET Application
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Fig. 13. Round trip time comparison between the analytical and simulation results
of the proposed VANET application.

» Time needed to send the IMS feedback message to the inter-
ested sites and to broadcast it to the vehicles in the event vicin-

1ty.

Following our VANET model, we calculated the average time
(analytically and by simulation) taken by the alert message to be
sent between the two proposed nodes of distance L=3 Km. For
the IMS network, we used the average processing time of the pro-
posed VANET application as in Table 3. Finally, as the RSU is re-
sponsible of broadcasting the feedbacks of the core network, we
sum the average time required to broadcast the feedback of the
IMS. As shown in Fig. 13, the analytical and simulation results are
very close. It is obvious from the RTT results that the major factor
contributing to the RTT is the VANET specially when using a low
transmission range. The Figure shows that the RTT is inversely pro-
portional to the transmission range. The IMS processing time has
less effect on the RTT compared to the vehicular communication
delay, which is more influential. The VANET network is the ma-
jor factor in the RTT as the communication delay between vehicles
suffers of three main factors: vehicles density, collisions, and con-
nection intermittent. These factors yield to a higher delay than in
the IMS network. The average IMS processing time is less than the
VANET delay by 3.06 times if the transmission range is 200 m and
is 1.41 times less if the transmission range is 500 m. Consequently,
the IMS can be used in real time applications without affecting the
system stability. This is because the average processing time intro-
duced by the IMS servers has less effect on the VANET application
RTT than the delay due to the VANET communication.

6. Conclusions

In this paper, we proposed a complete model, including signal-
ing flows, which uses the IMS as a service controller sub-layer for
VANET applications due to its benefits and features. Additionally,
the use of IMS provides the ITU-T service requirements of USN
applications and services. On the other hand, safety applications
are time sensitive. Therefore, there is a need to test the valid-
ity of the proposed model. One way to achieve this is by calcu-
lating the Round Trip Time (RTT), which is the time taken by a
VANET application starting from the initiator node (source vehicle)
sending a message until receiving a response from the core net-
work. For the validity of our proposal, we developed two analytical
models for the proposed architecture. First, we modeled the vehi-
cles link connectivity on roads to estimate the reporting delay of
events until reaching the closest RSU using the connectivity queu-
ing model GI*/D/oc. The analytical model validity is proved in the
performance section. It achieves a perfect performance when com-
paring its results with those obtained from the simulation. Second,
we modeled the behavior of the IMS servers using BCMP network-

ing. The performance of the developed model is validated and it
shows to be more accurate when compared with the simulation re-
sults. These models are general enough to be applied to any VANET
application.

Finally, we calculated the RTT to test the reliability of the pro-
posed application model. As a conclusion from the results, the av-
erage RTT of the proposed model is less than a second, which
proves the applicability of using the IMS as a sub-layer controller
for VANET applications.

This work will be used as a base for further work. We plan
to derive models for more sophisticated vehicular communication
scenarios and to incorporate beam-forming based broadcast tech-
nique.
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