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a b s t r a c t 

In our recent study, we introduced the PlayNCool protocol that increases the throughput of the wire- 

less networks by enabling a helper node to strengthen the communication link between two neighboring 

nodes and using random linear network coding. This paper focuses on design and implementation advan- 

tages of the PlayNCool protocol in a real environment of wireless mesh networks. We provide a detailed 

protocol to implement PlayNCool that is independent from the other protocols in the current computer 

network stack. PlayNCool performance is evaluated using NS–3 simulations and real-life measurements 

using Aalborg University’s Raspberry Pi test-bed. Our results show that selecting the best policy to ac- 

tivate the helper node is a key to guarantee the performance of PlayNCool protocol. We also study the 

effect of neighbor nodes in the performance of PlayNCool. Using a helper in presence of active neighbors 

is useful even if the channel from helper to destination is not better than the channel between sender 

and destination. PlayNCool increases the gain of end-to-end communication by two-fold or more while 

maintaining compatibility to standard wireless ad-hoc routing protocols. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Traditional routing protocols use a single path from a source

node to a destination node in wireless mesh networks. The routing

protocol finds the next hop to route a packet towards its destina-

tion based on different metrics, such as the number of hops and

the round-trip delay. This approach is similar to the routing proto-

cols in wired networks and it fails to exploit the broadcast nature

of the wireless channel. The nodes, which are using the wireless

medium, are able to overhear transmitted packets to/from other

nodes. The overhearing of a packet provides interesting capabili-

ties to nodes in the network, e.g., allowing them to forward the

received packets opportunistically. Recently, Opportunistic Routing

protocol (OR) exploits broadcast nature of the wireless channel to

increase throughput of the communication between source and

destination. In this approach, the source broadcasts a packet and

all the neighboring nodes may overhear the transmitted packet and
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orward it to the destination. ExOR provides an implementation of

n opportunistic routing protocol [1] , with the caveat that nodes

n the network needed to coordinate their actions to avoid re-

undant transmissions. To address this problem, MORE [2] , CCACK

3] , and GeoCode [4] exploit random linear network coding (RLNC)

o decrease the amount of coordination needed between nodes.

sing RLNC approaches, each intermediate node transmits coded

ackets. Since each coded packet is generated by making a linear

ombination of the received packets using randomly drawn cod-

ng coefficients from a finite field, the probability of conveying re-

undant data is significantly reduced. Although these approaches

ncrease the network performance by introducing novel network

oding based routing protocols, they are not exploiting the exist-

ng routing protocols already deployed in wireless networks, a fact

hat may hinder their use in real systems. The goal of our work is

nherently different: we advocate for the use of PlayNCool, a net-

ork coded protocol that is independent of the system’s routing

rotocol, thus allowing us to exploit existing routing protocols such

s AODV [5] , OLSR [6] , and B.A .T.M.A .N [7] to select the best next

op. PlayNCool aims to exploit a helper node per link in the com-

unication route, particularly when the quality of the link is poor.

he helper node is a node not included in the communication path

http://dx.doi.org/10.1016/j.comnet.2016.05.012
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etween a source and a destination, but it can improve the quality

f a particular link by re-coding packets using RLNC and transmit-

ing them to the destination of that particular link. This results in

n increased reliability and throughput per link in the path and

mproving the end-to-end performance of the system. 

There could be different reasons for node to help a communica-

ion between two nodes. For example, by strengthening of a com-

unication for a weak link, the helper node can get rid of the re-

ransmissions of the source node, and then transmits its own data

ith lower delay. 

The key challenge is to maximize the effectiveness of the helper

ode, i.e., increase the probability of transmitting coded packets

hat are linearly independent of coded packets already at the des-

ination. For this purpose, each helper plays it cool and avoids

ransmitting until it has gathered enough coded packets from the

ource. PlayNCool calculates the waiting time by considering the

hannel conditions as well as competition between nodes to ac-

ess the channel. PlayNCool can use the channel condition infor-

ation from the underlying routing protocol when available, e.g.

.A .T.M.A .N., or by exploiting PlayNCool’s link quality discovery

unctionality otherwise, which uses feedback packets in PlayNCool

o estimate packet losses. Our contributions are as follows. 

• Mathematical analysis and optimal solution: We formulate the

problem of finding the optimal time to enable a helper in a uni-

cast scenario as a Markov Decision Process (MDP). The model

assumes a link between two nodes in the presence of active

users and a fair channel allocation per user. The MDP model al-

lows us to determine an optimal solution for the problem. Hav-

ing more active users will decrease the probability of accessing

the channel for the current flow. A striking fact is that the pres-

ence of active users can significantly increase the gains of using

a helper compared to the use of a direct link. 

• Heuristics based on local information and optimization: We design

PlayNCool, a heuristic to select and exploit neighbors to act as

helpers for a specific link in a communication path computed

by an underlying routing algorithm. PlayNCool considers only

local information of channel quality and active neighbors for

deciding when and for how long to allow the helper to gener-

ate RLNC packets and transmit. We show that PlayNCool’s per-

formance is near to the optimal MDP solution. 

• Implementation and simulation on NS–3: We implement PlayN-

Cool in NS–3 and tested its performance on deployments of up

to 25 nodes. These results show a performance improvement of

two to four fold compared to traditional routing in some sce-

narios using static routing protocol. 

• Measurements on testbed with Raspberry Pi devices: We imple-

ment PlayNCool on Aalborg University’s Raspberry Pi testbed

and measured its performance in deployments across Univer-

sity buildings. These results confirm that significant throughput

gains of up to two fold are achievable in practice. They also

show that PlayNCool is particularly effective at maintaining a

low number of linearly dependent packets transmitted by the

helper node with minimal coordination and signaling. 

The remainder of the paper is organized as follows. First, we

escribe the related work in Section 2 . In Section 3 , we illus-

rate our system model. Then, in Section 4 we describe the mo-

ivation and need for the PlayNCool protocol. In Section 5 , an

DP model determines the optimal policy for using a helper node.

ection 6 provides a design of the PlayNCool protocol to im-

lement and evaluate it in wireless systems and Section 7 de-

cribes the numerical and measurement results of PlayNCool. Fi-

ally, Section 8 concludes the paper. 
. Related work 

ExOR protocol [1] was the first protocol to exploit the broad-

ast nature of the wireless channel. In this protocol, the source

roadcasts a packet and neighbors of the source receive it. The

odes run a protocol to find out which neighbors have received the

acket. The closest node to the destination broadcasts the packet.

ach node must coordinate the transmission with the other neigh-

ors to avoid redundant transmissions. In MMOCR [8] , the proto-

ol relies on opportunistic forwarding on a channel with the least

nterference. Each node uses the Cumulative Interference Strength

CIS) as a metric to quantify different channel conditions. 

Ahlswede et al. [9] introduced network coding to improve the

erformance of the networks by transmitting the combination of

he packets. COPE [10] is the first network coding based unicast

outing protocol where the relay node XORs the packets from dif-

erent flows. FENC [11] introduced a new algorithm to reduce the

omplexity of COPE based approaches. MORE [2] is the first imple-

entation of random linear network coding (RLNC) to decrease the

mount of coordination needed between nodes. Each node calcu-

ates the transmission credit based on off-line calculation of the

ink quality in the network. Zhang et al. [12] introduced Opti-

ized Multipath Network Coding (OMNC), which utilized MORE to

ork in a distributed fashion by assigning each node a broadcast

ate in a distributed way. OMNC exploited the broadcast property

f the wireless medium using network coding to adapt to lossy

nvironment. CCACK [3] exploited a novel Cumulative Coded AC-

nowledgment scheme that allows nodes to acknowledge in a net-

ork coded fashion to their upstream nodes in a simple way, re-

ilience to loss, and with zero overhead. GeoCode [4] created mul-

iple paths by choosing the nodes that are located inside a speci-

ed geographic area (e.g. ellipse) as relay nodes. The created paths

ay intersect each other at intermediate nodes, which use net-

ork coding to maximize the throughput. In [13] , authors pro-

osed a dynamic segmented network coding scheme to apply net-

ork coding into the Delay/Disruption Tolerant Network (DTN).

lideOR [14] is another MORE-based reliable multicast protocol

hat uses both intra-session and inter-session network coding to

ncrease the performance of the networks. Khamfroush et. al in-

estigated the optimal use of Network Coding for a multicast sce-

ario that allows for cooperation between destinations to reduce

he cost of multicast packet transmission [15] . 

. System model 

In traditional routing protocols, we consider a network that

onsists of source, destination, and a number of relays. Let us in-

lude an additional set of nodes, called helpers. The helpers are

ot originally part of the communication path, but can be chosen

ocally from the neighbor nodes to improve the throughput of spe-

ific communication links. 

Fig. 1 b illustrates a basic topology that a relay R i transmits the

oded packets to the next relay R i +1 , using a helper H i +1 . The

elper H i +1 is chosen among neighbors where X represents all

he number of neighbors and N k represents an individual neigh-

or node between two relay nodes. When a helper is selected, the

umber of neighbor would be X − 1 . The packet loss probabilities

etween R i and H i +1 , H i +1 and R i +1 , and R i and R i +1 are repre-

ented by ε1 , ε2 , and ε3 , respectively. 

Fig. 1 a illustrates a communication path from a source node to

 destination node using multiple relay and helper nodes. R 0 rep-

esents the source node and R n represents the destination node for

 route with n-hop relays. The source, relays, and helpers transmit

inear combinations of the packets of their buffer using RLNC. R 0 
enerates coded packets by linear combinations of generations of g

ackets using coefficients drawn uniformly at random from the el-



140 P. Pahlevani et al. / Computer Networks 105 (2016) 138–149 

Fig. 1. (a) PlayNCool basic topology (b) PlayNCool approach. Grey areas illustrate local optimization with only one helper for a link. 

Fig. 2. (a) R i uses only direct link to transmit packets. (b) R i exploits a helper but the helper only repeats the received packet. (c) the helper codes the packets in a smart 

way. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a  

n  

m  

r  

t  

i  

s  

t  

G  

n  

p  

 

a  

t  

fi  

g  

s  

p

5

 

s  

s  

n  

e  

(  

c  
ements of the finite field of size q, i.e., GF(q). We assumed that q is

large enough so that any RLNC packet received from the R 0 is inde-

pendent from previously received packets with very high probabil-

ity. However, the transmissions between H i +1 and R i +1 can be lin-

early dependent because they may share common linear combina-

tions. The helper H i +1 accumulates the coded packets by overhear-

ing transmissions from R i . When it has accumulated enough coded

packets, it generates RLNC packets by re-coding, i.e., by creating

linear combinations of the buffered coded packets, and transmits

them to R i +1 . At this point, both R i and H i +1 continue to transmit

coded packets to R i +1 until the R i +1 acknowledges that it has all g

Degrees of Freedom (DOF) . 1 At this point, the R i stops transmitting

of this generation and starts transmitting a new generation. 

4. Motivation 

Let us use an example of transmitting five packets to illustrate

the potential and caveats of using a helper node and re-coding

at helper to increase the throughput performance between two

nodes. Fig. 2 a shows that the link between R i and R i +1 is weak

and, as a consequence, R i transmits 13 times to deliver 5 packets

to the R i +1 . While maintaining the same quality in the direct link,

Fig. 2 b considers the use of helper H i +1 with a better connection

to the R i +1 . Let us assume that H i +1 simply repeats each packet to

R i +1 . By using H i +1 , most of the packets transmitted from H i +1 are

received successfully in R i +1 . However, R i +1 receives a lot of dupli-

cated packets, i.e., the transmissions of H i +1 are not always useful.

For example, p 1 and p 3 packets are received twice at R i +1 . In fact,

the total number of transmissions in the system remains high, 12

transmissions in the example. 
1 Degrees of freedom corresponds to the number of independent linear combina- 

tions received or available to a node in the network. 

m  

a  

t  

n  
Re-coding at H i +1 with RLNC with this particular loss pattern

nd with such an active helper does not bring a reduction of the

umber of transmissions. In general, it would bring an improve-

ent over pure repetitions, but can still be quite wasteful. The

eason is that H i +1 needs to build up its knowledge by listening

o R i transmissions. If it is too eager to transmit, it will reduce the

mpact of each transmission. We shall illustrate this in our mea-

urements. Reducing the activity of H i +1 is an option, but being

oo cautious would also reduce its potential throughput benefits.

iven this trade-off, it is clear that to make H i +1 truly useful, we

eed to not only to allow RLNC re-coding at H i +1 but to have a

rotocol that controls when and how many coded packets to send.

Fig. 2 c provides an example of H i +1 waiting until it accumulates

 certain number of coded packets before it starts to transmit. This

ranslates in a total of nine transmissions in the network to convey

ve packets to the R i +1 . Although we considered a helper with a

ood link quality to R i +1 , our analysis and measurements will also

how that using H i +1 is beneficial even when this link quality is

oor. 

. Optimal MDP solution to the problem 

In this section, we model the problem as an MDP problem,

pecifically a stochastic shortest path (SSP) [16] problem. We con-

ider a basic topology, as shown in Fig. 1 a, in the presence of X − 1

eighbors that also use the same channel to transmit data pack-

ts. We assume a fair and adaptive Time Division Multiple Access

TDMA) medium control and all nodes have the same priority for

hannel access. Adaptive TDMA means that the list of nodes trans-

itting in each round can be updated when new nodes become

ctive. The packet transmission cost is the number of time slots

hat a node needs to wait until it captures the channel plus the

umber of time slots is used to send packets. At each time slot,
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Fig. 3. Cost (required time slots) of three key actions. 
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he process is in a state s . By choosing an action a in the state s ,

he process moves to a new state s ′ . The process will be terminated

hen the R i +1 receives the generation. The states, possible actions,

nd transition probability are defined in the following [17] . 

.1. State definition: 

Each state is defined by a triplet s ( i 1 , i 2 , c ), where i 1 is the num-

er of DOFs at H i +1 , i 2 is the number of DOFs at R i +1 . c is the num-

er of shared DOFs between R i +1 and H i +1 , i.e., the dimension of

he common knowledge between R i +1 and H i +1 . 

.2. Possible actions: 

We define actions a 1 , a 2 , a 3 , anda 4 as possible ways of trans-

itting a packet in the network of Fig. 1 a as follows. Action a 1 :

roadcast from R i to R i +1 and H i +1 . Action a 2 : unicast from H i +1 to

 i +1 . Action a 3 : first, broadcast from R i to R i +1 and H i +1 , then uni-

ast from H i +1 to R i +1 in two consecutive time slots. Action a 4 : do

ot transmit. 

.3. Transition probabilities: 

The possible states to which state ( i 1 , i 2 , c ) can transit to with

on–zero probability depends on the action that we choose and

lso the total knowledge ( K = i 1 + i 2 − c) that is available to both

 i +1 and H i +1 at time t . We define I x ∈ X as an indicator function,

hich is one when x ∈ X and zero otherwise. Considering the

act that the state of the network does not change when either

he packet is lost or the received packet is not innovative at R i +1 

nd H i +1 , we can calculate the transition probability. The non–zero

ransition probabilities for four possible actions are summarized as

ollows: 

Action a 1 (source broadcast): There are different state transi-

ions when R i is broadcasting. We will explain the unexpected

ases and the remaining cases can be studied via combinatorial ar-

uments. If the packet is received in both R i +1 and H i +1 success-

ully, depending on the total knowledge, the state can transit to

ifferent states. If the total knowledge is less than g then the com-

on knowledge between H i +1 and R i +1 will be increased by one

ecause both H i +1 and R i +1 have received the same DOF. If the total

nowledge is g the common knowledge will be increased by two.

or example, assume that g = 3 and H i +1 has received p 1 , p 1 + p 2 ,

nd R i +1 has received p 2 + p 3 . The network state is s = (2 , 1 , 0) .

ow, R i broadcasts p 1 + p 3 and both H i +1 and R i +1 receive this

acket. In this case, the common knowledge is increased by two

nd the system state is s ′ = (3 , 2 , 2) . Moreover, if the H i +1 has g

OFs, then any new coded packet sent by the R i adds one DOF

o the R i +1 and increases the common knowledge by one. This is

ecause H i +1 already has all DOFs to decode the original packets

nd the common knowledge is equal to the number of DOFs at

 i +1 . All possible transitions with non–zero probabilities are sum-

arized briefly as follows: 

• If K < g, i < g, i < g : 
1 2 
In this case when both H i +1 and R i +1 receive the coded packet

from R i , the common knowledge will be increased by one. 

• If K = g, i 1 < g, i 2 < g : 

In this case when both H i +1 and R i +1 receive the coded packet

from R i , the common knowledge will be increased by two. 

• If K = g, i 1 = g, i 2 � = g: 

In this case when R i +1 receives the coded packet from R i , the

common knowledge will be increased by one. 

• If i 2 = g: P (i 1 ,i 2 ,c) → (i 1 ,i 2 ,c) 
= 1 . 

Action a 2 (unicast from H i +1 to R i +1 ): If the number of DOFs

t H i +1 is greater than the common knowledge, then the packet

ransmitted by H i +1 increases the number of DOFs by one at R i +1 

nder our high field size assumption. If the number of DOFs in the

 i +1 is equal to the common knowledge between H i +1 and R i +1 ,

he received packet from H i +1 will increase the number of DOFs at

 i +1 . 

Action a 3 (first broadcast, then unicast from H i +1 to R i +1 ): This

ction contains two successive phases, which includes a combina-

ion of a 1 and a 2 taking place at the same transmission round. First

e use action a 1 to transit from state s to a new state ˆ s with prob-

bility p s → ̂ s . Then, we use action a 2 to transit from ˆ s to s ′ with

robability p ˆ s → s ′ . Due to independent erasure channel assumption,

he transition probability of moving from state s to state s ′ using

ction a 3 is calculated as p s → s ′ = p s → ̂ s × p ˆ s → s ′ . 
Action a 4 (do not transmit): P (i 1 ,i 2 ,c) → (i 1 ,i 2 ,c) 

= 1 . 

.4. Cost function 

It is assumed that transmission of one packet takes one time

lot for a neighbor. Because of the active neighbors, when R i or

 i +1 send a packet, they must wait for X − 1 time slots to get a

ew time slot to transmit their packets again. When R i and H i +1 

se action a 3 and both transmit in two successive time slots, then

he number of time slots that is used is X + 1 in that transmis-

ion round. On the other hand, if only one transmits the number

f slots in a round is X . Fig. 3 shows the cost of actions a 1 , a 2 , a 3 .

his leads to 

(s, a j , s 
′ ) = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

X, ∀ s ∈ S | s � = (i 1 , g, c) , j ∈ 1 , 2 

(X + 1) , ∀ s ∈ S | s � = (i 1 , g, c) , j = 3 

D, f or s = (i 1 , g, c) , j ∈ 1 , 2 , 3 , 

D, ∀ s ∈ S | s � = (i 1 , g, c) , j = 4 , 

0 , if s = (i 1 , g, c) , j = 4 , 

(1)

here C ( s, a j , s ′ ) is the cost of transition from state s to state s ′ 
y choosing action a j and S is the set of all possible states. D is

n arbitrary large number that is much greater than X . By defin-

ng large D , we guarantee that the MDP does not choose any one

f the actions a 1 , a 2 , a 3 when R i +1 has received all DOFs which is

ne of the absorbing states. Instead, it chooses action a 4 that has

he minimum cost. Moreover, it will not choose a 4 when the DOF

f R i +1 is still not g . This leads to stopping the process at the ab-

orbing states. We define a set of states of the form ( i 1 , g, c ) as the

bsorbing states, where i can change from zero to g . 
1 
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5.5. Optimization algorithm 

We can formulate the problem of cost minimization as a

stochastic shortest path (SSP) problem that is a special case of an

MDP, which can model decision based stochastic dynamic systems

with a terminating state. The different possible situations that the

system could encounter are modelled as states s ∈ S T , where S T 
denotes the state space of SSP. In each state s , the system must

choose an action a j from an action space A ( s ) ⊂ A that is possi-

ble in state s that will impose an immediate cost C(s, a j , s 
′ 
) to

the system, where A denotes the action space of the SSP prob-

lem. The cost of a transition from state s to state s 
′ 

is a scalar

that depends on s , the selected action a j , and s 
′ 
. In the SSP for-

mulation, the expected cost, C̄ (s, a j ) , is calculated as C̄ (s, a j ) =∑ 

s 
′ ∈ S T 

P 
s → s 

′ (a j ) C(s, a j , s 
′ 
) , where P 

s → s 
′ (a j ) represents the proba-

bility of system moving from state s to state s 
′ 

once action a j is

taken. The terminating condition of the system can be thus repre-

sented as a zero-cost absorbing state s abs . A policy π = [ π(s )] is a

mapping from S T → A that associates a given action to each of the

states. The optimal policy π ∗ of an SSP problem is the one that

minimizes the cumulative mean cost until the absorbing state is

reached. The algorithms solving SSPs define a value function V π ( s )

as the expected cumulative cost until absorption, when the sys-

tem starts at state s and follows policy π . It can be recursively

expressed for all s ∈ S T as 

 π (s ) = C̄ (s, π(s )) + 

∑ 

s ′ ∈ S(s,a j ) 

P s → s ′ (π(s )) V π (s 
′ 
) , (2)

where S ( s, a j ) represents the set of possible states that system in

state s can transit to with non-zero transition probabilities when

action a j is taken, i.e., S(s, a j ) = { s ′ | P 
s → s 

′ (a j ) > 0 } . Consequently,

the optimal policy at state s can be defined as [18,19] 

π ∗(s ) = arg min a j ∈ A (s ) 

{ 

C̄ (s, a j ) + 

∑ 

s ′ ∈ S(s,a j ) 

P s → s ′ (a j ) V π ∗ (s 
′ 
) 
} 

. 

The optimal policy of an SSP can be computed using well-known

policy iteration and value iteration algorithms [20] . To solve our

optimization problem and determine the optimal policy for min-

imizing the packet transmission cost, we assume a Genie system

(GS), meaning that each node in the network has perfect knowl-

edge of the system state. We drop this assumption for our practical

schemes. 

6. PlayNCool protocol 

In this section, first we describe the idea behind the PlayNCool

protocol. Then, we describe the PlayNCool protocol in detail by il-

lustrating the possible actions of each node. 

6.1. PlayNCool heuristic 

The PlayNCool scheme uses a simple heuristic to transmit pack-

ets opportunistically. The key question is: when has the helper

H i +1 accumulated enough coded packets? We define p as the num-

ber of overheard packets in H i +1 before it starts transmitting the

coded packets. The helper H i +1 calculates the p value only from

erasure probability of the link. Later, we will describe how the

helper node measures the erasure probability. 

The value of p should be large enough to guarantee that H i +1 

transmissions are innovative 2 for R i +1 with high probability. If p
2 A coded packet is considered innovative when its coefficient vector is linearly 

independent of the coefficient vector of the coded packets that the node has already 

received from that generation. 
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s  

a

s too small, H i +1 may transmit linearly dependent packets. If p is

oo large, H i +1 starts transmitting too late, which means R i +1 may

ave received most of the DOFs from R i and the usefulness of H i +1 

ould be limited [21,22] . 

The total number of transmitted packets from R i is split into

wo parts. First, the number of transmissions before H i +1 is acti-

ated ( r ) and second, the number of transmissions after H i +1 is ac-

ivated ( k ). In our heuristic, we assumed that the channel is allo-

ated to the nodes equally, which is a valid assumption for TDMA.

herefore, the number of transmissions from R i and H i +1 is equal

o k after the helper is activated. Hence, the total number of trans-

issions from R i and H i +1 to R i +1 is as follow: 

 x = 2 · k + r. (3)

y considering the error probability between R i and H i +1 , p is

iven as: 

p = (1 − ε1 ) · r. (4)

ased on high field size assumption, we assume that the relay

hould receive g coded packets in total from H i +1 and R i to decode

 generation. Thus, 

 = r · ( 1 − ε3 ) + k · ( 1 − ε2 ) + k · ( 1 − ε3 ) . (5)

e divide r into two cases. In the first case, which is called r a , the

ate of incoming innovative packets to H i +1 is higher than the rate

f outgoing packets from H i +1 , i.e., ( 1 − ε1 ) · ε3 > 1 − ε2 . Therefore,

 i +1 starts transmitting when it has received the first innovative

oded packet. The number of transmissions until H i +1 receives an

nnovative packet is r a = 

1 
( 1 −ε1 ) ·ε3 

, i.e., p = 1 /ε3 . 

In the second case, which is called r b , we have ( 1 − ε1 ) · ε3 ≤
 − ε2 . The number of received DOF in H i +1 should be at least

qual to the number of transmitted DOF from H i +1 . Therefore, 

 b · (1 − ε1 ) · ε3 + k · (1 − ε1 ) · ε3 = k · (1 − ε2 ) . (6)

ombining Eq. (5) and Eq. (6) , allows us to calculate 

r b = −g · A ( ε1 , ε2 , ε3 ) /E ( ε1 , ε2 , ε3 ) , where A (a, b, c) = −1 + b +
 − a · c and E(a, b, c) = (2 − c − b) · (c − a · c) − (1 − c) · A (a, b, c) . 

The number of coded packets that need to be transmitted on

he link from R i is 

 s (r) = 

g + ( 1 − ε2 ) · r 

2 − ε3 − ε2 

, (7)

here r is r a ( r b ) for case 1 (2). 

We consider the effect of X − 1 active nodes in the completion

ime of transmission. There are X active nodes before H i +1 starts

o transmit the packets. That is, R i is expected to transmit one

acket every X slots. Due to that, r · X is the expected comple-

ion time to transmit r packets. On the other hand, when H i +1 is

ransmitting, R i is also transmitting. Therefore, in each X + 1 slots,

 i and H i +1 transmits one packet. The expected completion time

s T H (X − 1) = r · X + k · (X + 1) . The gain in the presence of X − 1

eighbors is defined as the completion time of transmission of a

eneration without using helper approach (T W H (X − 1)) divided by

he completion time of helper approach (T W H (X − 1)) . 

ain = 

T W H (X − 1) 

T H (X − 1) 
. (8)

.2. PlayNCool protocol details 

In this section, we describe the PlayNCool protocol. First, we de-

cribe a packet loss estimation protocol and then we illustrate the

ctions of each node to transmit a generation of packets. 
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Fig. 4. (a) An example of link quality discovery protocol using sequence number in the Hello packets. (b) Hello packet format. (c) each node transmits Hello packets. 

Fig. 5. Comparison between MDP, and PlayNCool simulation for ε1 = 0 . 2 , ε2 = 0 . 8 , g = 10 and different number of active neighbors. 
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.2.1. Packet loss estimation protocol 

To be able to calculate p and r values, H i +1 and R i only need to

stimate ε1 , ε2 , and ε3 packet loss probabilities. Due to that, each

ode broadcasts a Hello packet to its neighbors periodically. This

essage includes an incremental sequence number, as shown in

ig. 4 c. When a neighbor receives a Hello packet, it buffers the new

eceived sequence number and then it compares the new sequence

umber with the last received sequence number and updates the

umber of lost packets as follows as 

 (n ) = L (n − 1) + S n − S n −1 , (9)

hich, L ( n ) is the number of lost packets when the node receives

 Hello packets from a neighbor, S n is the sequence number in the

essage, and S n −1 is the last received sequence number. We define

 (1) = 0. Each node calculates the error probability as follows: 

 = 

L (n ) 

S n − S 1 + 1 

, (10) 

here S 1 is the first received sequence number from a neighbor. 

Each node updates the information about neighbors link qual-

ty by receiving a new packet. As an example in Fig. 4 a, S n = k + 3 ,

 n −1 = k, therefore L (n ) = 2 and ε = 0 . 5 . By using the Eq. 10 , each

ode is able estimates the link quality from a neighbor. However,

o estimate the link quality to a neighbor, all the neighbors should

xchange the link quality. Due to that, each Hello packet includes
stimated link quality as shown in Fig. 4 b. ID header in the mes-

age format is a unique identifier for each node. 

.2.2. Relay actions 

In this section we describe the sequence of the activities in R i 
hen the relay receives a new packet from a new generation. 

Finding the best helper among the entire neighbors : The re-

ay R i receives the packets either from the previous relay R i −1 or

rom the network layer (when the relay is R 0 ). By receiving the

rst packet, R i chooses H i +1 , which provides the most gain using

q. (8) , among the all neighbors. 

Transmitting a request packet to H i + 1 : Once H i +1 is chosen,

 i transmits a request packet to H i +1 and activates it. The request

acket activates the node to be a helper for the incoming genera-

ion. It includes information of the error probability of ε1 , ε2 , ε3 ,

eneration number, and generation size. 

Estimating the number of coded packets for transmission: By

sing the Eq. (7) , R i calculates the number of coded packets that

eeds to be transmitted to R i +1 using H i +1 . 

Generating coded packets and controlling the transmission

ate: Then R i starts generating the coded packets using the RLNC

pproach and stores them in the MAC queue. The MAC layer re-

oves the coded packets and transmits them over the wireless

hannel. Once the coded packets are stored in the MAC queue for
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Fig. 6. (a) The map of possible area of getting benefit from using relay for ε1 = 0 . 2 , g = 10 and different values of ε3 , ε2 , X : pairs of ( ε3 , ε2 ) under the curve of X provide 

gain > 1, i.e., there is a gain of using the relay. (b) Gains of MDP and PlayNCool simulation for ε3 = 0 . 8 , ε2 = 0 . 3 , X − 1 = 5 , and different values of ε1 and g . 

Fig. 7. (a) The meshed topology including 25 nodes. The grey nodes are generation load in the network. R 0 sends 12 generation to destination using PlayNCool. g = 50 , 

ε3 = 0 . 8 . (b) Gain of PlayNCool approach for different link quality in 5 × 5 mesh network. ε3 = 0 . 8 , g = 50 , and 8 nodes generates extra packets with 100KBps rate. 
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r i 
transmission, PlayNCool cannot remove them because the PlayN-

Cool protocol is independent from the upper and the lower layers.

R i should control the generation of packets and it should not gen-

erate more than it knows, e.g., it should not generate 100 coded

packets if it has only received two coded packets. R i controls coded

packets generation by a metric called Budget . When R i receives one

innovative packet, based on the link quality to the next hop, it in-

creases the budget B r (t + 1) . The budget of B r (t + 1) at time t + 1

is 

B r (t + 1) = B r (t) + C (i +1) 
r − Y (i +1) 

r (t) , (11)

where the credit C (i +1) 
r is the number of coded packet that needs

to be generated in R i by receiving a new coded packet and Y (i +1) 
r (t)

is the number of transmitted coded packets at time t . 

When R i sends a coded packet, H i +1 and R i +1 both may receive

this new coded packet. Hence, the number of coded packets that

needs to be transmitted from R i until the R i +1 and H i +1 receive the

coded packet is 

 

(i +1) 
r = ( 1 − ε3 · ε1 ) 

−1 
. (12)

R i generates coded packets when the budget is higher than one.

When the budget is zero, it stops generating until the budget is

increased. 

Adding extra budget: When R i has received all coded packets

of a generation and transmission budget is zero, it adds extra bud-

get and transmits more packets to R i +1 . 
Transmitting an ACK packet to the previous relay: When

 i +1 has received enough coded packets to decode a generation, it

ransmits an acknowledgment to R i to stop receiving more coded

acket of that generation. 

Stop generating coded packets: R i stops transmitting coded

ackets belonging to that generation. 

.2.3. Helper actions 

In the following we explain the helper activities in details: 

Receive a request packet from R i : H i +1 starts receiving the

oded packets from R i when it has received a request packet from

 i . The request packet includes information about the error proba-

ility on the link and the generation ID. 

Transmit a response packet to R i : H i +1 transmits a response

acket to R i for each request packet. The response packet confirms

hat H i +1 is ready to transmit coded packets to R i +1 . 

Estimating the number of coded packets that need to be

ransmitted: H i +1 calculates the number of coded packets that

eed to be transmitted from Eq. (5) as 

 (r) = 

g − r · ( 1 − ε3 ) 

2 − ε3 − ε2 

, (13)

here r is calculated for different cases ( r a and r b ). 

Accumulates enough number of packets: H i +1 accumulates

oded packets from R i until it has received p coded packets. Then,

 i +1 starts transmitting the coded packets to R i +1 meanwhile it is

eceiving the coded packet from R . 
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Increasing the budget by overhearing the source packets:

imilar to R i action, H i +1 should not generate more than it knows.

y using budget B h (t + 1) , H i +1 controls the number of transmis-

ion of the packets. The budget of B r (t + 1) at time t + 1 is 

 r (t + 1) = B r (t) + C (i +1) 
r − Y (i +1) 

r (t) , (14)

he credit C (i +1) 
r is the number coded packets needs to be gen-

rated in H i +1 per receiving a new innovative coded packet and

 

(i +1) 
r (t) is the number of packets generated by H i +1 at time t .

s shown in Fig. 1 a, when R i transmits t coded packets, H i +1 

eceives y = t · (1 − ε1 ) coded packets in the expectation. Conse-

uently, when H i +1 receives one coded packet ( y = 1 ) from R i it

ncreases its budget by a credit value equal to: 

 

(i +1) 
h 

= ( 1 − ε1 ) 
−1 

. (15) 

 i +1 generates coded packets when the budget is higher than zero.

Terminating the transmissions of the coded packets: R i +1 

ransmits an acknowledgement when it has received enough DOF

o decode the generation. H i +1 finishes generating of coded packets

hen it receives the acknowledgement. 

Generating additional coded packets: When H i +1 has trans-

itted the budget and it didn’t receive any acknowledgement yet,

 i +1 adds extra budget to generate more packets. 

. Performance evaluation 

In this section, we show the numerical result of PlayNCool and

DP solution. First, we compare the PlayNCool heuristic with the

DP solution and evaluate PlayNCool’s performance compared to

he optimal approach. Then, we present the result of the PlayNCool

rotocol in the NS–3 simulator platform and, finally, we demon-

trate the PlayNCool benefits by presenting its performance in

 real implementation on Raspberry Pi devices. In this section,

henever we say source and destination, it means R 0 and R n . 

.1. MDP and PlayNCool comparison 

The C++ KODO library [23] is used to simulate the PlayNCool

rotocol and compare it with the optimal MDP solution. In our

imulation, each node uses a fair TDMA to access the channel. The

osses in the channel are synthetic and they are generated with

 random variable having a Bernoulli distribution. The topology in

his test includes R 0 , R 1 , H 1 , and X − 1 neighbors, as a consequence,

 is total number of active neighbors together with H 1 . In order to

tudy the effect of different parameters of the network on the gain,

e consider two scenarios: a) g and X − 1 are fixed while ε i is var-

ed, b) ε i and g are fixed while X − 1 is varied. 

In Fig. 5 we consider the case where ε2 > ε3 , which was shown

n [24] to require no helper to achieve optimal performance. As

hown in Fig. 5 the gain of using helper can be larger than one

f there are active neighbors in the system. By using even a small

 , the gain of the helper solution is significant. This figure shows

hat when X is low, PlayNCool does not provide a good estimation

f the gain until there is a large number of active nodes. How-

ver, when the X is large enough, PlayNCool performance and MDP

erformance are close. Fig. 5 demonstrates that by using a helper

ode, even a weak link between H 1 and R 1 decreases the comple-

ion time by around 40%. 

In order to understand the effect of the active nodes in the ef-

ciency of a helper, we illustrate the operating region where the

elper provides benefits. This efficient operating region for the era-

ure probabilities of the links between R 0 , R 1 ( ε3 ) and H 1 , R 1 ( ε2 )

s defined for each X value as the area under the curve (pointed

y an arrow) in Fig. 6 a. In other words, for different X , the helper

rovides gains for each pairs of ( ε3 , ε2 ) that are located under the

urve. When there is no active neighbor ( X = 1 ), Fig. 6 a confirms
esult in [24] if ε3 < ε2 gain is less than one. Increasing the num-

er of active neighbors leads to the wider efficient region of us-

ng a helper in such a way that even a single active neighbor, i.e.,

 = 2 , expand in the efficient region significantly. For X = 10 , es-

entially any values of ( ε3 , ε2 ) benefits from using H 1 , as shown

n Fig. 6 a. In other words, the existence of active nodes makes the

elper useful in a wider range of channel conditions. 

We also consider the case where ε2 < ε3 , ε3 = 0 . 8 , ε2 = 0 . 3 ,

nd X − 1 = 5 . Fig. 6 b shows the gain when ε1 is changing and for

oth g = 10 and g = 30 packets. As shown in this figure by increas-

ng ε1 the gain is decreasing but it is always bigger than one. This

eans that regardless of the link quality between R 0 and H 1 , the

elay can benefit from H 1 to decrease the completion time. Also,

ig. 6 b illustrates that by increasing the value of g , the difference

etween the gain calculated by the MDP and the simulation is de-

reased. This is because PlayNCool assumes that H ! is always trans-

itting innovative packets to R 1 . However, this is not always true

s we have shown in the MDP analysis. By increasing the genera-

ion size, the probability of transmitting an innovative packets in-

reases. Due to that, the gain of PlayNCool is closer to the MDP

olution in this case. 

.2. NS–3 simulation 

In our NS–3 simulation, we considered 5 relays ( R 0 , ..., R 4 ). R 0 
ends a UDP flow to the R 4 using static routing protocol in IP layer.

oreover, the IEEE 802.11b [25] standard is used to transmit and

ccess the channel. R i used broadcast mode to transmit the packets

o R i +1 . We applied the Random Propagation Delay Model and the

akagami Propagation Loss Model. The PlayNCool layer is inserted

etween the MAC layer and IP layer in the NS–3 protocol stack. 

In order to demonstrate the performance of the PlayNCool pro-

ocol, we evaluated the PlayNCool protocol in the wireless mesh

etwork, including 25 nodes as shown in Fig. 7 a. In this implemen-

ation, for simplicity, we have chosen a predefined helper between

 i and R i +1 . Each helper is in the range of the of R i and it can

ransmit the packets to R i +1 . The active neighbor nodes, shown in

ray color, are generating extra traffic to increase the competition

etween nodes to capture the channel. R 0 transmits 12 generations

o the R 4 through 3 relays and 4 helpers. We define 50 packets in

ach generation ( g = 50 ) and ε3 = 0 . 8 in this topology. 

esults 

As shown in Fig. 7 b, the maximum gain is 2.3 and the gain

s mostly determined by ε2 . However, even when ε2 is weak and

lose to 0.6 the gain is still significant and it is close to 1.5. 

The effect of the load on the PlayNCool gain: As we discussed

efore, the competition between nodes to capture the channel

lays an important role in gain. To study the effect of that, all the

odes around the main flow are generating traffic in the network.

ig. 8 a shows the result for the different transmission rates when

1 = 0.4, ε2 = 0.4, ε3 = 0.8. By increasing the transmission rate,

he gain of the PlayNCool protocol increases and it stabilizes when

he gain is equal to 4. The reason is that, having R i and H i +1 ac-

ive at the same time allows them to access the channel more fre-

uently. When the rate reaches to the highest point, the gain of

he PlayNCool protocol will be stabilized because the MAC protocol

hares the channel between nodes equally and the channel is fully

ongested. Fig. 8 b shows the effect of the ε2 and different trans-

ission rates on the gain. In the case of low transmission rates, by

ncreasing ε2 the gain will be decreased. However, when the load

s high enough the gained obtained from competition is dominated

nd the effect of the ε on the gain is minor. 
2 
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Fig. 8. (a) The effect of the load on the gain in PlayNCool. ε1 = 0.4, ε2 = 0.4, ε3 = 0.8, g = 50. (b) The effect of the load and error probability of the helper and the relay 

( R i +1 ) on the gain in PlayNCool. ε1 = 0.3, ε3 = 0.8, g = 50. 

Fig. 9. The average number of linearly dependent packets received in the destination from the source and the helper for certain DOF in the destination. The helper is using 

three different strategies including standard, recode-and-forward, and PlayNCool with different field sizes ( GF (2), GF (2 8 )). g = 100 , ε1 = 0 . 3 , ε2 = 0 . 1 , and ε3 = 0 . 3 . 

Fig. 10. The Raspberry Pi devices test-bed to take the channel quality. 
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.3. Implementation on Raspberry Pi devices 

In this section, we present the PlayNCool results on the Rasp-

erry Pi devices. The Raspberry Pi devices [26] are credit-card-

ized computers intended for teaching computer science at school.

aspberry Pi devices are using the Ubuntu operating system and

L-WN722N WiFi devices to transmit data in wireless channel [27] .

ll nodes are using IEEE 802.11 standard and 2412 MHz fre-

uency to transmit and receive data packets in broadcast mode.

he source broadcasts UDP flow to the destination. The measure-

ent are taken in the Department of Electronic Systems at Aalborg

niversity. PlayNCool is implemented on the application layer of

he Raspberry Pi devices using broadcast sockets. Our test-bed is

hown in Fig. 10 . An ad hoc network including three nodes is con-

idered as shown in Fig. 1 a. The helper is located in the range of

he source and it can transmit the packets to the destination. We

sed both synthetic and non-synthetic loss to evaluate the perfor-

ance of the PlayNCool. 
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Fig. 11. (a) Total number of transmissions for basic topology. ε3 = 0 . 8 , ε1 = 0 . 4 . (b) completion time for different transmission rates for basic topology. ε1 = 0 . 5 , ε2 = 0 . 3 , 

ε3 = 0 . 8 . (c) Total number of transmission when when the topology includes 5 nodes of R 0 , R 1 , R 2 , H 1 , H 2 . R 0 . ε1 = 0 . 5 , ε2 = 0 . 3 , ε3 = 0 . 8 . 
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.3.1. The importance of the PlayNCool protocol 

As we discussed before, re-coding at the helper reduces the

ransmission of linear dependent packets from the helper. How-

ver, applying re-coding alone does not reduce the transmission of

inearly dependent packets significantly and it needs a proper pro-

ocol to transmit re-coded packets in a wise way. 

To understand the benefit of PlayNCool strategy, we introduce

tandard and Re-code-and-Forward strategies to activate the helper

ode. In the standard strategy, by receiving the first coded packet

rom the source, the helper starts re-coding and transmitting the

oded packets. In this strategy, there is no control on the num-

er of transmuted packets from the helper. On the contrary, the

elper in the Recode-and-Forward strategy, re-codes and forwards

 packet whenever it receives only one new packet from the

ource. In other words, receiving a packet from the source gives

ransmission credit of one packet to the helper. 

In Fig. 9 a, the helper is using standard strategy to transmit

ackets. the destination receives 76% overhead. It receives on av-

rage 176 coded packets before being able to decode the origi-

al 100. The Recode-and-Forward strategy is better than the stan-

ard strategy but the destination is still receiving 47% overhead per

eneration. On the contrary, the PlayNCool strategy transmits only

.03% overhead shown in Fig. 9 c. The reason is that the helper does

ot transmit coded packets until it has accumulated enough coded

ackets to transmit to the destination. 

The field size has an impact on the overhead of linear depen-

ent packets. Figs. 9 a and 9 d are using GF (2) and GF (2 8 ) respec-

ively for standard strategy. As shown in these figures, the des-

ination receives 76% overhead when the source and the helper

se GF(2) to code the packets. On the other hand, when they use

a  

ig. 12. (a) The number of transmitted packets for different nodes when 0 ≤ e 2 ≤ 0.2 an

uilding. 
F (2 8 ), the destination receives 73% overhead. The reason is that

hen the destination has received most of the DOF and the source

nd the helper are using GF(2) to code the packets, the probability

f selecting a new DOF is low. 

.3.2. PlayNCool performance on Raspberry Pi devices 

Our topology includes three nodes R 0 , R 1 , H 1 . Fig. 11 a compares

he implementation and theoretical results of PlayNCool in terms

f the total number of transmissions when g = 100 , ε3 = 0 . 8 , ε1 =
 . 4 , while ε2 is varying. The result confirms that the PlayNCool

euristic estimation is close to the real implementation. Moreover,

he total number of transmissions of PlayNCool is significantly less

han a direct transmission from source to destination. 

Fig. 11 b illustrates the completion time of the PlayNCool mea-

urement and the Direct Transmission measurement in different

ates. The completion time of both approaches decreases by in-

reasing the transmission rate and stabilizes in the high rate.

layNCool requires less time to complete the transmission because

ecause both helper and source are active at the same time. 

Fig. 11 c compares the total number of transmissions when the

opology includes 5 nodes of R 0 , R 1 , R 2 , H 1 , H 2 . R 0 transmits coded

ackets to R 1 and R 1 re-codes the coded packets and forwards

hem to the R 2 . Both R 0 and R 1 exploit a helper ( H 1 , H 2 ) to for-

ify their direct link to the next hop. 

As a second measurement round, we no longer introduce syn-

hetic losses but rely only on losses introduced by the wireless

hannel. The measurement is taken in the building of Department

f Electronic Systems at Aalborg University as in Fig. 12 b. The red

oint is R 0 (source), located in the first floor, and blue points

re R 1 and H 1 , located in the second floor. We put H 1 in three
d 0.2 ≤ e 1 ≤ 0.4. (b) The Raspberry Pi devices deployment in a Aalborg University 



148 P. Pahlevani et al. / Computer Networks 105 (2016) 138–149 

Table 1 

The correlation between helper 

and destination for different 

helper positions. 

Position Correlation 

near to R 1 0 .33166 

in the middle 0 .08937 

near to R 0 0 .05780 
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different places (close to R 0 , close to R 1, and in the middle of R 0 
and R 1 ). Fig. 12 a shows the implementation results when 0 ≤ ε2 

≤ 0.2 and 0.2 ≤ ε1 ≤ 0.4. When the error between R 0 and R 1 
is higher than the 0.4, the total number of transmissions of the

PlayNCool approach is less than the total number of transmissions

of Direct Transmission. However, there are some cases that the

PlayNCool approach is not efficient. The reason is that the value

of loss correlation from R 0 to H 1 and R 1 has a significant impact

on the gain. Having the high value of the packet loss correlation

makes H 1 inefficient because H 1 receives the same DOFs as R 1 with

high probability( Table 1 ). 

8. Conclusions 

In this paper, we introduced a routing independent protocol,

called PlayNCool, to increase the performance of the wireless net-

works. PlayNCool exploits a local helper to fortify the gain of the

individual link. The advantage of using a local helper is that it can

use local information available in a specific link. In particular, the

link quality between two relays and between relay and helper are

the key factor to determine the gains provided by the PlayNCool.

Besides, we showed that using a helper in the presence of active

neighbors is useful even if the channel from helper to destination

is not better than the channel between sender and destination. Our

NS–3 simulations showed that PlayNCool increases the end-to-end

gain by factor of two to four folds in the wireless mesh network.

The implementation and measurements using Aalborg University’s

Raspberry Pi testbed proved that the PlayNCool protocol decreases

the total number of transmissions and the completion time. Our

future work will focus on the using more helpers and also the ef-

fect of geographical position of the helper in the gain of the PlayN-

Cool. 
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