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A B S T R A C T

The purpose of this study is to (1) assess the added value of information available before (i.e., leading) and
after (i.e., lagging) the focal post’s creation time in sentiment analysis of Facebook posts, (2) determine which
predictors are most important, and (3) investigate the relationship between top predictors and sentiment.
We build a sentiment prediction model, including leading information, lagging information, and traditional
post variables. We benchmark Random Forest and Support Vector Machines using five times twofold cross-
validation. The results indicate that both leading and lagging information increase the model’s predictive
performance. The most important predictors include the number of uppercase letters, the number of likes
and the number of negative comments. A higher number of uppercase letters and likes increases the like-
lihood of a positive post, while a higher number of comments increases the likelihood of a negative post.
The main contribution of this study is that it is the first to assess the added value of leading and lagging
information in the context of sentiment analysis.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In the beginning of the century, Web 2.0 emerged as an ideologi-
cal and technical foundation giving rise to the massive production of
user generated-content (UGC). Blogging platforms and online retail-
ers are the first examples of this foundation [50]. Today, UGC is
still growing rapidly, sparking interest and activity in opinion min-
ing and sentiment analysis [62, 74]. Sentiment analysis is defined
as the computational process of extracting sentiment from text [61,
74]. Applications range from the prediction of election outcomes
[17, 92], to relating public mood to socio-economic variables [17], to
improved e-learning strategies [72].

Early examples of sentiment analysis were mainly based on
review data. This type of data rarely contained much more informa-
tion than the content and the time of posting of the review itself.
Models using these data are based on present information, where
‘present’ refers to the time of posting. This changed with the advent
of social networks such as Facebook and Twitter in that much more
data became available. On these platforms, not only the focal post’s
content is available, but, taking into account the time of posting,
there is also leading and lagging information. Leading information is
available even before content is posted (e.g., user profiles, previous
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posts) and thus contains information about the past. On the other
hand, lagging information is generated a posteriori, after the con-
tent was posted (e.g., interactions such as likes or retweets) and thus
contains information about the future (seen from the time of post-
ing). Leading information can therefore be included in any sentiment
model, while lagging information can be included in tools that do
not require real-time sentiment analysis. To the best of our knowl-
edge, there is no study that includes leading and lagging information
into sentiment analysis models. However, we believe that we can
improve sentiment prediction by including leading and lagging infor-
mation for several reasons. First, social media suffer from a lot of
slang [41, 72] making it harder for traditional methods to achieve sat-
isfactory model performance on text variables alone. Second, leading
variables would take into account users’ average sentiment, word
use, well-being, and mood and demographics, effectively acting as
a user-specific informative prior of future sentiment and account-
ing for heterogeneity among users. Leading variables have been
shown to lead to better predictions [10]. Third, extant literature has
found significant relationships between post sentiment and lagging
information such as likes and comments [87].

To fill this gap in literature, we assess the additional value for sen-
timent analysis of leading and lagging information over and above
information extracted from the focal post. We do this by constructing
three models. The first model is the base model that focuses on the
present and contains only the focal post (including text and timing
of posting). The second model contains both the focal post’s content
and leading information, and thus contains both present and past
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information. Finally, the third model augments the second model
with lagging information. This means that the third model takes into
account the past, present and future information of a post.

The remainder of this article is structured as follows. First, we pro-
vide a literature review focusing on sentiment analysis of social media
data and the reasons why leading and lagging information might
be valuable in a sentiment prediction model. Second, we detail our
methodology including the data, the model description, the predic-
tors, the predictive algorithms and the model evaluation measure. The
third section discusses the results. The penultimate section consists of
the conclusion and practical implications of this research. In the final
section we address the limitations and avenues for future research.

2. Literature review

There are two main approaches to sentiment analysis [72, 88].
The first approach consists of lexicon-based models, which use pre-
defined lexicons of positive, neutral and negative words to assign
positivity values to a sentence or text (e.g., [46, 93]). Machine
learning-based methods constitute the second approach. These
methods use several text features (e.g., syntactic features and lex-
ical features; we refer to McInnes [64] for a complete overview of
these features) as input for a training model and predict the senti-
ment of text using these features [88]. Machine learning methods
have been shown to be more accurate than lexicon-based meth-
ods in general, but also more time consuming [20, 75]. Lexicon-
based methods, however, tend to perform better in less-bounded
domains [72]. Recently, the two approaches have been combined by
several authors [58, 65, 72, 90, 98], mostly by using the scores from
a lexicon-based exercise as input features for the machine learning

algorithm. In this study we will adopt such a hybrid approach. The
reason is that the approach allows for additional features to be added
to the model.

Literature on sentiment analysis can be summarized according to
(1) the use of a focal post’s features [64] , (2) the use of auxiliary fea-
tures [10] , and (3) the focal post’s source [1] . The focal post’s features
constitute: (1) lexicon features, which denote either a pure lexicon-
based approach or a combination of lexicon and machine learning,
(2) lexical features (bag-of-words, n-grams, co-occurrence and collo-
cations), (3) syntactic features (morphology, part-of-speech) and (4)
time features. The auxiliary features are divided into leading and lag-
ging features. The former denotes all the information, with regard
to a specific user, that is available until the moment of posting. The
latter includes information that is available one week after posting
(i.e., information on the likes and the comments a post has received).
Stated differently, the focal post’s features reflect all information of
the present, where ‘the present’ refers to the time of posting, which
will be different for every post. Every action that occurred before
the present, is referred to as ‘the past’, while ‘the future’ indicates
all actions that occurred after posting. The leading variables thus
originate in the past, while the lagging variables originate in the
future.

Table 1 provides a representative overview of literature with a
focus on social media applications, as social media contain leading
and lagging information. It is apparent that sentiment analysis has
been widely applied to a diverse set of social media. Table 1 shows
that both the lexicon-based (denoted an x in the column labeled ‘Lex-
icon’) and the machine learning approaches have been used, and that
plenty of text features have been explored. However, it also shows
that there is a large potential source of information for sentiment
analysis that remains largely untapped. Indeed, social media do not

Table 1
Literature overview.

Features of focal post Auxiliary features Text source

Lexicon Lexical Syntactic Time Leading Lagging

Pang et al. [75] x x Reviews
Dave et al. [26] x x Reviews
Yu and Hatzivassiloglou [96] x x x News Items
Bai et al. [4] x Reviews
Gamon [40] x x Customer feedback
Mullen and Collier [68] x Reviews
Matsumoto et al. [63] x Reviews
Read [80] x Reviews
Riloff et al. [81] x x Reviews
Abbasi et al. [1] x x Reviews
Go et al. [41] x x Twitter
Prabowo and Thelwall [78] x x x Reviews
Melville et al. [65] x Reviews
Pak and Paroubek [73] x Twitter
Barbosa and Feng [9] x x Twitter
Davidov et al. [27] x Twitter
Kouloumpis et al. [53] x x x Twitter
Taboada et al. [88] x Reviews
Agarwal et al. [2] x x x Twitter
Smeureanu and Bucur [85] x Reviews
Wang and Manning [94] x Reviews
Neri et al. [69] x Facebook
Blamey et al. [15] x Twitter
Kumar and Sebastian [56] x x Twitter
Ben Hamouda and El Akaichi [13] x Facebook
Troussas et al. [91] x Facebook
Tamilselvi and ParveenTaj [89] x x Twitter
Habernal et al. [42] x x Facebook
Ortigosa et al. [72] x Facebook
Basiri et al. [10] x x x Reviews
da Silva et al. [24] x Twitter
Fersini et al. [36] x Reviews, Twitter
Yu and Wang [97] x Twitter
Mohammad and Kiritchenko [67] x Twitter
Our study x x x x x x Facebook
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only offer an efficient way to gather the focal post’s textual data
used in traditional sentiment analysis, they also allow to gather a
lot of auxiliary data (e.g., user profile information, likes on statuses)
that have not yet been used in sentiment analysis. Basiri et al. [10]
recently made an effort to incorporate such data into a sentiment
analysis model. They found that deviations of a reviewer’s post com-
pared to the previous posts of this same reviewer lead to better
review score prediction. The model of Basiri et al. [10] is, however,
limited to the incorporation of one auxiliary variable and therefore
does not reflect the full potential. Furthermore, they do not incor-
porate the leading information into a sentiment analysis model, but
only use it for the prediction of review scores.

In this study we will exploit the focal post’s information as well as
auxiliary leading and lagging data that are present on Facebook. This
allows us to assess the improvement in the prediction of emotional
valence of Facebook statuses that stems from incorporating auxil-
iary data. The following section clarifies why leading and lagging
information may be important (i.e., improve the predictive perfor-
mance of our models). This information is also summarized in the
conceptual framework depicted in Fig. 1.

2.1. Leading information

Leading Facebook information includes the complete history of
a user’s Facebook trail, including previous posts. We hypothesize
that this information will improve sentiment classification predic-
tion because several user characteristics can influence expressed
sentiment. Settanni et al. [84] show that textual indicators extracted
from Facebook may be used to study subjective well-being, a result
confirmed by Kramer [55]. This means that, by looking at previous
posts of the same user and the valence of those posts, we can make
an assumption about the subjective well-being of the user. Moreover,
Diener [32] states that personality is a major determinant of long-
term, subjective well-being. This is an important point, given that
several researchers report that Facebook profile features [51, 71] as
well as text [76] can accurately predict personality traits. By incorpo-
rating these Facebook profile features and previous textual features,
we thus aim to incorporate the subjective well-being of a user as a
predictor. As this is a long-term emotional state of a user, we believe

subjective well-being can be informative of the sentiment expressed
in Facebook posts.

While subjective well-being can add value, short-term changes
(the ‘mood’ of a user) can affect sentiment of Facebook posts as
well. Ortigosa et al. [72] state that behavior variations as shown
on Facebook, can indicate changes in the user’s mood. Smith and
Petty [86] report that positive or negative framing of a message could
create more attention, especially in the case where the framing is
unsuspected, as is the case with short-term changes from subjective
well-being. We therefore argue that deviations from a user’s average
posting behavior can be informative of the sentiment of that post.

Comparable to a person’s subjective well-being, we refer to net-
work well-being as the overall emotional state of the network of
the user. Network well-being and the focal user’s well-being are
connected by a phenomenon called emotional contagion [21, 47],
which is defined as the tendency to automatically mimic other per-
sons, and consequently to converge emotionally [45]. This influence
works in both ways. Network well-being can thus be informative
about a user’s well-being, and hence about the sentiment expressed
in the user’s Facebook posts. Quercia et al. [79] already showed that
community well-being can be predicted by using sentiment of com-
munity members’ tweets. Since Facebook posts of the user’s network
were not available, we use the reactions to previous posts of the
focal user to take into account part of network well-being that can be
measured.

Finally, Schwartz et al. [83] not only found differences in lan-
guage usage across personalities, but also across gender and age. By
incorporating these demographic variables and allowing for interac-
tion effects, we assume that the textual features can bring even more
added value to sentiment prediction.

Overall, the leading variables allow researchers to take into
account heterogeneity among users with regards to word use, well-
being, mood and demographics. The leading variables are discussed
in detail in Section 3.4.2 and Table A2 in Appendix A. Fig. 1 shows
the relationships described above in a visual way. The top panel
shows the observed characteristics, the middle panel contains the
unobserved, or latent, concepts, and the bottom panel represents
the outcome. Solid lines represent the measurement model, while
dotted lines are intended to show the structural model. For example,

Fig. 1. Conceptual framework representing the literature review.
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Facebook profile features are expected to, in part, measure user per-
sonality, while user personality influences user well-being and hence
influences the sentiment of a Facebook post. For the sake of com-
pleteness, we also added the expected relationships for the focal post
characteristics. The focal post’s textual characteristics can be infor-
mative of the focal user’s mood, while the timing variables are taken
into account directly as control variables for post sentiment.

It is important to note that the concepts are introduced to pro-
vide plausible explanations of our findings about the relationship
between the observed (top layer) characteristics and the outcome
(bottom layer). Unfortunately our data do not allow us to model the
concepts in the middle layer as our measurement model is incom-
plete. For example, there are more observed characteristics that
make up the concept ‘network well-being’. We do not have access
to these additional characteristics and therefore it would be incor-
rect to make claims about that particular concept. The primary goal
of our conceptual framework is to support our findings that focus
on the top and bottom layer. Analysis of the middle layer is out of
the scope of this research and requires additional data generated
through questionnaires.

2.2. Lagging information

The lagging variables comprise information on the likes and com-
ments of a post, as well as deviations from previous liking and
commenting behavior on posts. Previous research has shown that
more negatively oriented posts tend to attract more comments [87].
This can be explained by negativity bias [12]. Negativity bias is
defined as the tendency to react stronger to very negative stimuli
than to matched positive stimuli. In terms of engagement on posts,
this means that people are more engaged with negatively oriented
posts, and are willing to put more effort in commenting on the post.
On the other hand, we expect that the number of likes a post receives
is positively correlated with positive sentiment, as a ‘like’ has an
inherent positive dimension. Forest et al. [37] indeed indicate that
positive posts receive more likes compared to negative ones. In the
case of positively oriented posts, people might simply opt to like the
status, instead of taking the effort to write a comment, thereby shift-
ing responses from comments to likes [87]. Next to the number of
comments and likes, we also evaluate the valence of comments. Pre-
vious research on discussion forums and political weblogs revealed
that negatively oriented posts are found to receive more negative
comments, while positively oriented posts receive more positive
comments [25, 49].

In accordance with the concepts of user well-being and network
well-being, we propose a similar concept ‘network mood’, compara-
ble to individual mood. An individual’s mood can influence network
mood and vice versa (e.g., by posting status updates), by mecha-
nisms such as emotional contagion and empathy. Network mood can
thus be informative about a user’s mood, and hence about the sen-
timent of posts from that user. Since we do not have network posts
available, we measure part of the network mood by the likes and
comments on statuses of the focal user. As mentioned in the previous
paragraph, unsuspected framings create more attention and involve-
ment [86]. We therefore also add deviation variables, indicating if a
post received more comments or likes than average for that specific
user, to define network mood.

The earlier results and the theoretical framework mentioned
above suggest that information on likes, comments, and deviations
is very valuable to detect emotional valence of a status, and we thus
hypothesize that lagging variables add predictive value to our model.
The lagging variables are discussed in more detail in Section 3.4.3 and
Table A3 in Appendix A. They are also shown in Fig. 1.

In sum, to the best of our knowledge we believe that this study
is the first to include auxiliary features in sentiment analysis mod-
els. Based on the conceptual framework outlined in our literature

review, we hypothesize that those data will significantly increase the
predictive performance of our models.

3. Methodology

3.1. Data

The data were gathered using a Facebook application in the
period from June 1, 2014 to July 13, 2014. The application was cre-
ated for a European soccer team and advertised several times on
the soccer club’s Facebook page. In order to stimulate usage of our
application, the users could win a jersey of the soccer team. When
launching the application, the Facebook user was presented with
an authorization box, which specified the data that were being col-
lected. It was clearly stated that the data were collected solely for
academic purposes. Contact information was also provided in case
there were any questions. Once the user authorized the application,
it started to gather personal information (e.g., gender, age, location),
information on engagement behavior (e.g., Facebook groups the user
belongs to, Facebook page likes, Facebook events the user attended)
and general Facebook behavior (e.g., uploaded photos, videos, links
and posts) from the user using the Facebook API. In total, we were
able to capture 100,227 posts. As the Facebook application focused
on Flemish soccer fans, the main language of the status updates is
Dutch. In subsequent analyses we discard all non-Dutch posts. The
average number of words used in the statuses is 15, which is com-
parable to the average number of words in tweets [41]. The main
difference is in the maximum number of words, which goes up to 968
for our Facebook sample, while the maximum number of tweet char-
acters is limited to 140. Detailed information about all the Facebook
variables can be found in Section 3.4.2 and Appendix A.

3.2. Model description

In order to formally assess the additional value of auxiliary infor-
mation over and above a focal post’s content, we fit three models.
The first model is the base model and reflects all the information of
the present, where ‘the present’ refers to the time of posting (i.e., it
contains the time and text variables of the post). The second model
contains both information from the present and from the past by
including the leading variables. The third model augments the sec-
ond model with lagging variables, which adds a third time dimension
to the model (i.e., the future). The choice of these three models is
therefore motivated by practical reasons. We call model 1 the base
model as our literature review pointed out that it reflects current
practice. Model 2 has the prospect of improving predictive perfor-
mance and can still be deployed in real-time. Finally, model 3 is
expected to further improve performance but requires us to wait
until the post has had enough time to gather comments and likes.
Because model 2 can be used in real-time and model 3 cannot, it
is practically relevant to determine the difference in performance
between these two models. Formally, the models have the following
forms:

Model 1: Status sentiment = f(focal post’s content)
Model 2: Status sentiment = f(focal post’s content)

+ f(leading variables)
Model 3: Status sentiment = f(focal post’s content)

+ f(leading variables)
+ f(lagging variables)

The definition of Status sentiment is described in Section 3.3, while
the different independent variables are described in Sections 3.4.1,
3.4.2 and 3.4.3. The functional form of the models is not specified
as we use a data mining approach without pre-set functional form,
which is explained more in detail in Section 3.5.
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3.3. Dependent variable description

For the creation of our dependent variable, we follow the
approach of distant supervision used by Read [80], Go et al. [41]
and Pak and Paroubek [73]. This approach filters out emoticons from
tweets, and uses these emoticons to represent positive and negative
sentiment of a tweet. The emoticons thus serve as noisy emotion
labels [41]. We list emoticons taken from Wikipedia [95] and assign a
positive or negative sentiment to the emoticon. Our sentiment vari-
able is then constructed by comparing the emoticons in the post
with our reference list. In case of ties (positive as well as negative
emoticons occur), the label is assigned by majority voting.

This approach implies that only Facebook messages with emoti-
cons can be used in the training phase, which leads to a total of
17,697 available status updates (of which 2078 were classified as
negative and 15,619 as positive). In order to overcome class imbal-
ance, we apply oversampling [8].

To test the accuracy of using emoticons for sentiment detection, a
random subset of 2000 status updates was manually labeled by two
annotators. The inter-annotater agreement (also called Fleiss’ j [57])
between the three labels (label obtained by emoticons, annotator 1
and annotator 2) is 0.74. This score can be defined as substantial [57],
which indicates that emoticons can indeed be used as sentiment
labels.

3.4. Independent variable description

Different categories of variables were used in this study. As
discussed above, the nature of the variables constitutes a major con-
tribution of this paper, and hence we will further elaborate on the
variables included. These can be divided into three categories: a focal
post’s variables, auxiliary leading variables and auxiliary lagging
variables. A summary of all the variables can be found in Appendix A.

3.4.1. Focal post’s variables
First, we extracted time-related variables of the post. These vari-

ables are the time, day and month of posting and a dummy variable
to indicate whether the post occurred in a weekend. We include
these variables as control variables [28].

Second, in order to perform the sentiment classification task, we
need to process the textual information so that it can serve as input
to the model. As described before, there exist a variety of text fea-
tures that can be taken into account. We include as much features as
possible in our predictive models, in order to have a powerful base
model to test our augmented models against.

First of all, we include lexicon-based features. These features are
calculated using a (Dutch) sentiment lexicon [22]. This lexicon gives
a positive/negative weight to each word, as well as a subjectiv-
ity score. We then calculate the positive polarity, negative polarity,
overall polarity and subjectivity for each status update by simply
summing the polarity and subjectivity scores of each word in the
status update. If negation words occur next to polarity words, we
change the orientation of the polarity scores. These scores per sta-
tus update are input features for the prediction model. Next, we
use syntactic features. This includes the number of punctuations,
exclamation marks, question marks, capital letters, characters and
words. It also includes part-of-speech. Finally, we also create lexical
features. We only include unigram features, as past research gives
no conclusive evidence for the added value of higher order n-gram
features [26, 41, 63, 73, 75]. In order to create the unigram, we fol-
low the approach by Coussement and Van den Poel [23], Pak and
Paroubek [73], Cao et al. [19] and D’Haen et al. [31]. In a first step,
all special characters, emoticons and punctuation are removed. A
tokenization is performed by splitting each status in distinct words
using spaces as separators. Next, stopwords such as ‘the’ or ‘a’ are
removed since these words are frequently used and hold little or no

content information [38]. Abbreviations are replaced using a dictio-
nary and a spelling check is conducted in order to cope with the
noisy nature of social media data. Indeed, users often use their cell
phones to post status updates which leads to a higher frequency of
misspellings and slang [41, 72]. The next step is lemmatization, fol-
lowed by synonym replacement in order to further reduce the vector
space. As a final step, stemming is applied. With stemming, a word
is stripped to the basic form (i.e., suffixes and prefixes are removed)
[31, 54, 77]. This process results in a basic unigram (also called bag-
of-words or document-term matrix). The unigrams obtained by the
procedure described above are still very sparse. Therefore, we apply
a feature selection technique that reduces the number of features for
input to the classification algorithm. We chose to work with Latent
Semantic Indexing (LSI). This method is proposed by Deerwester et
al. [29] and reduces the original matrix in dimension by its first k
principal component directions [29].

3.4.2. Leading variables
Leading variables can be subdivided into five groups, as out-

lined in Section 2. Facebook profile features contain engagement
behavior (e.g., number of Facebook events attended) and general
Facebook behavior (e.g., number of photos, videos). Age and gender
are included as demographic variables. Previous post information
will control for the user’s and network well-being. This informa-
tion includes average measures, e.g. average polarity of posts and
average number of likes on previous posts. Deviations from previous
post information can be informative about user mood. We use the
following equation to calculate these deviation variables:

DXi,T = Xi,T − X̄i,1→T (1)

where X denotes the specific variables, i represents a user and T
indicates the time of posting. We thus calculate for every post the
deviation between the post’s feature score and the average feature
score for the user that posted. Example variables are the deviation in
the number of words and the deviation in the number of positive and
negative words of the post. A complete list can be found in Table A2
in Appendix A.

3.4.3. Lagging variables
Lagging variables can only be observed after the content was

posted, which are, in the case of Facebook, likes and comments. We
thus include the number of likes, the number of comments, the num-
ber of likes on comments and textual information from comments
(e.g., the number of positive or negative words in comments, the
number of words in comments) into our predictive model. Further-
more, as for the leading variables, we calculate deviations from the
normal liking or commenting behavior on posts of the focal user. This
includes for example the deviation in the number of comments and
the deviation in the number of likes. In order to calculate the lag-
ging variables, we allow each post to gather likes and comments for 7
days. We chose this particular time frame for three reasons. First, this
limitation increases the practical feasibility of our solutions as sen-
timent analysis is most valuable within a short time frame. Second,
as such we give each post equal time to gather likes and comments.
Third, as Fig. 2 shows, more than 99% of all comments are gathered
during the first week. A complete list of all lagging variables can be
found in Table A3 in Appendix A.

3.5. Predictive techniques

We use the Support Vector Machines (SVM) and Random Forest
classification algorithms to perform our sentiment analysis. SVM has
been used extensively in sentiment analysis and generally outper-
forms other methods such as Naïve Bayes, Maximum Entropy and
logistic regression [35]. Although Random Forest classification has
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Fig. 2. Cumulative collected % of comments per day.

not been frequently used in sentiment analysis, it has recently been
shown to be the best allround classification technique in many other
domains [35]. Using both algorithms allows to use a well-established
technique in sentiment analysis on the one hand, while on the
other hand we can assess whether the Random Forest classification
algorithm adds value in sentiment analysis.

3.5.1. Support Vector Machines
An important parameter in SVM is the kernel function [11]. We

use a radial basis (RBF) kernel, because this allows for non-linear
relationships and requires the choice of only one hyperparame-
ter c, the width of the Gaussian [14]. We thus have, combined
with the SVM penalty parameter C, two parameters to choose. The
choice of these parameters cannot be determined in advance. Hence,
we follow the recommendation to test different values of C, (C =
[2−5, 2−4, . . . , 215]) and c, (c = [2−15, 2−14, . . . , 23]) [48]. We use the
svm function of the e1071 R package [66] to implement SVM.

3.5.2. Random Forest
The Random Forest classification algorithm grows a committee

of classification trees and averages over all tree predictions [18]. By
doing so, it can overcome the limited robustness and suboptimal
performance of individual trees [34]. Applying Random Forest has
multiple advantages. It is does not overfit [18]. Furthermore, it is easy
to use in that variable importances are provided [82] and only two
parameters have to be set [16]: the number of trees and the num-
ber of predictors to consider at each step in the tree. We set these
parameters according to the guidelines of Breiman [18]: the number
of trees is set to 1000 and the number of predictors is defined as the
square root of the total number of variables. Random Forest is imple-
mented using the randomForest package in R provided by Liaw and
Wiener [59].

3.6. Performance evaluation

Instead of classifying each post with a binary label {negative, pos-
itive}, we compute a score, representing the probability that a post
is positive. For example, instead of saying that a post is positive, we
would be able to say that the post is 70% likely to be positive, which
is equivalent to saying that the post is 70% positive. Therefore, model
performance is measured by the area under the receiver operating
characteristic curve (AUC or AUROC). In case of scoring classifiers
the AUC is a more adequate performance measure than, for example,

accuracy as it does not rely on the cut-off values of the posterior
probabilities [6]. AUC is defined as follows:

AUC =
∫ 1

0

TP
(TP + FN)

d
FP

(FP + TN)
=

∫ 1

0

TP
P

d
FP
N

(2)

with TP: True Positives, FN: False Negatives, FP: False Positives, TN:
True Negatives, P: Positives (positive sentiment), N: Negatives (neg-
ative sentiment). The values of the AUC range from 0.5 to 1. An AUC
of 0.5 means that the model is not able to do better than a random
selection, while a value of 1 indicates a perfect prediction [6].

3.7. Cross validation

We use five times twofold cross-validation (5x2 CV) [3, 33]. This
method randomly splits the sample into two partitions of equal
size. The first partition serves as training set while using the sec-
ond partition as test set and vice versa. This procedure is repeated 5
times. Hence, a total of 10 performance measures per model will be
obtained [33]. We summarize these 10 performance measures with
the median. To assess whether the AUCs of the different models are
significantly different, we use the non-parametric Friedman test [39]
as suggested by Demšar [30]. The models are ranked, per fold sep-
arately, with the best model receiving the rank of 1, the second
receiving the rank of 2 and the worst performing model receiving the
rank of 3. In case of ties, the average rank is assigned. The Friedman
statistic can then be defined as:

w2
F =

12N
k(k + 1)

⎡
⎣∑

j

R2
j − k(k + 1)2

4

⎤
⎦ (3)

where N is the number of folds, k is the number of models and Rj is
the average rank of the j-th model over all folds.

3.8. Variable importance measures and Partial Dependence Plots

In order to interpret the relationships between independent vari-
ables and the sentiment classification, we will use the Random
Forest models. The variable importances are assessed using the total
decrease in node impurities from splitting on the variable, averaged
over all trees in the Forest. The node impurity is measured by the
Gini index p(1 − p), and the decrease in node impurity is measured
as follows:

D(s, t) = pt(1 − pt) −
( |tL|

|t| ptL (1 − ptL ) +
|tR|
|t| ptR (1 − ptR )

)
(4)

where s is short for a given split of a given variable and t, tL, tR

respectively stand for all the cases in the parent node, left child node
and right child node. p is short for p(y = 1) with y = {0, 1} and thus
denotes the probability that an observation is positive given that it is
in that specific node. We denote cardinality by | • |. We use the impor-
tance function in the randomForest package in R [59]. Remark that
we take the median of the five times twofold cross-validated mean
decrease in node impurity when we report importance measures.

Next to the most important variables, we are interested in the
form of the relationship between predictors and the response. For
this purpose, we use Partial Dependence Plots [44]. Partial Depen-
dence Plots can be used to interpret any ‘black box’ model. Basically,
the plots represent the relationship of one (or a subset) of the pre-
dictors with the response, taking into account the effect of all the
other predictor variables. The Partial Dependence Plots are five times
twofold cross-validated, using the interpretR R package [7].
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Fig. 3. Results of the models in terms of AUC.

4. Discussion of results

As explained in Section 3.2, three models were built. The first
model only considers the present information, the second model
considers both present and past information and the third model
considers present, past and future information. Fig. 3 shows the per-
formance of the three models in terms of AUC, both for the Random
Forest (solid line) and Support Vector Machine (dashed line) mod-
els. As the Random Forest algorithm creates better models across the
board, all subsequent results will be discussed in terms of the Ran-
dom Forest model. Remark that the reported AUCs are median values
of the five times twofold cross-validation procedure.

The Friedman test indicates the presence of a significant dif-
ference in the analysis

(
w2

3 = 20, p < 0.01
)
. Subsequently we made

pairwise comparisons between the models and found that on each of

the ten folds, the second model performs better that the first model,
and the third model performs better than the second model. This
means that model 2 is significantly better than model 1 (p=0) and
that model 3 is significantly better than model 2 (p=0).

In sum, the AUCs show that leading and lagging variables add
value to the user’s post variables. In order to understand what drives
these results, we analyzed the variable importances. The top 50 vari-
able importances of the best, most comprehensive model (the third
Random Forest model: user’s post variables & leading variables & lag-
ging variables) are shown in Fig. 4 and listed in Appendix B. In Fig. 4,
the variables are sorted in descending order of (5x2 CV median)
mean decrease in Gini, which means that the most important vari-
ables are ranked first. When looking at the graph, we see that the
top 10 importances are mixed among the three components of the
model; three variables originate from the user’s post variables, three
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Fig. 5. Partial Dependence Plots of post variables.

variables are leading variables and the remaining four variables con-
tain lagging information. This again suggests that all data sources are
complementary to each other. We will continue with a discussion
of the top post, leading, and lagging variables, starting with the post
variables. We use Partial Dependence Plots (PDPs) for this purpose.
The PDPs depict the predicted probability of a positive post on the
y-axis, and the different values of the predictor on the x-axis.

We see that the number of uppercase letters and the post polar-
ity both have a positive relationship with positive sentiment, as
depicted in Figs. 5a and 5b. For polarity, this was expected as it
measures the positivity of a post based on the lexicon approach.
Our research also suggests that the number of uppercase letters is
strongly related to positive sentiment. Capital letters are used when
users are more passionate about the post. They are often used as
intensifiers of the message [88]. A look at the negative posts in
our sample brings up a possible explanation for the positive direc-
tion of the intensifier. Negative posts on Facebook frequently convey
low-arousal negative feelings (e.g., feeling sick, alone) instead of
high-arousal feelings such as complaints or anger. This means that
there is no need to use intensifiers for these negative feelings, leav-
ing intensifiers to be used mainly for positive posts. Although several
papers include uppercase words or letters as features, none of the
papers report the importance of the uppercase feature separately,
making it impossible to compare our results. Finally, month of post-
ing is an important predictor. The plot ( Fig. 5c) does not show a
clear pattern, except that spring months score a little bit lower than
average. This can be caused by the relatively poor performance of
the soccer team during this period. Indeed, a larger proportion of the
posts is related to this soccer team compared to a completely random

selection of posts. As such, this result is not immediately general-
izable, but we show the importance of including timing variables
as control variables in sentiment analysis. Finally, it is worth noting
that Appendix B shows that 30 out of the top 50 variables are post
variables.

Fig. 6 shows the Partial Dependence Plots for the leading vari-
ables. The deviation in the number of negative words and polarity
are shown in the top row (Fig. 6a and 6b). A higher deviation in
the number of negative words (i.e., more negative words are used
than on average) leads to a higher probability of negative senti-
ment. A negative deviation in polarity leads to a higher probability
of negative sentiment as well. This means that if the polarity of a
post is more negative than the user’s average post, the post will
receive a more negative score. Fig. 6c and 6d shows the average
number of negative/positive emoticons in comments (the average
number of positive emoticons in comments is the eleventh most
important variable). We see that a higher average number of pos-
itive/negative emoticons in comments on previous posts, indicates
a higher probability of a positive/negative focal post. This supports
our conceptual framework and indicates that well-being can be pre-
dictive of sentiment. Furthermore, Fig. 6a and 6b indicate that also
mood, as a temporal change of subjective well-being, can be informa-
tive. Indeed, Ortigosa et al. [71] state that behavior variations, such
as deviations from the average polarity of posts shown in Fig. 6a and
6b, indicate changes in the user’s mood. Finally, when looking a the
top 50 most important variables, we see age as an important demo-
graphic variable, and the mean and standard deviation of the time
between the focal user’s page likes as important personality-related
variables.
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Finally, the top lagging variables are discussed. These are plot-
ted in Fig. 6. While the number of likes (depicted in Fig. 7a) are very
predictive, the number of comments do not seem that important
(only fiftieth most important variable; not shown). The relationship
of likes is as expected: the higher the number of likes, the higher the
probability of positive sentiment. Fig. 7b shows the deviation in the
number of likes compared to the average number of likes on posts
by the same user. If the post receives less likes compared to an aver-
age post, the probability of positive sentiment declines. Fig. 7c and
7d show the number and deviation of negative emoticons in com-
ments on the focal post. Both graphs shows that a higher number
of negative emoticons, both in absolute figures and compared to the
average number of the user, indicate a higher probability of negative
sentiment. These results confirm the earlier findings of Stieglitz and
Dang-Xuan [87], and also support our conceptual framework relat-
ing to network mood, user mood and post sentiment. Stieglitz and
Dang-Xuan [87] also found a positive relationship between positive
emoticons in comments and the positive sentiment of a post. We find
this variable on a sixteenth place, with indeed a positive relationship
(not shown), but of much smaller magnitude.

All previous results apply to a model trained and tested on posts
with emoticons, which are used as noisy labels. These posts may be
easier to predict than regular posts, because they express clear and
strong emotions. Therefore, we manually labeled a random sample of
2000 posts without emoticons, and tested the model on these posts.
The inter-annotator agreement (Fleiss’ j) for the statuses is 0.81,

indicating that the task was well-defined [57]. The annotators dis-
agreed in 198 cases, which were subsequently revised and assigned
a final sentiment label in order to include them in the analysis. For
subsequent analysis, we dropped neutral statuses (259 cases) [26, 41,
75]. In that way, we can apply our model to the new statuses, which
are used as new test samples for each of the folds. Results showed
that model 1 achieved a median AUC of 0.751, model 2 a median
AUC of 0.775 and model 3 a median AUC of 0.812. We can conclude
that (1) the focal post’s variables show significantly lower perfor-
mance compared to models using statuses with emoticons, probably
because emotions are expressed less clearly and (2) there is an effect
of both leading and lagging variables. The effects in terms of extra
predictive power are very similar to the case of statuses with emoti-
cons. In summary, the results for posts with and without emoticons
are very similar and consistent in terms of the added value of leading
and lagging information.

5. Conclusion and practical recommendations

Initially, sentiment analysis was performed mainly on review
data. Recently, because of their abundance, social media data have
become the main focus in the field. Despite this change in focus,
our literature review shows that researchers have not yet explored
the additional wealth of information that is available through social
media data. Therefore, in this study we set out to (1) study the added
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Fig. 7. Partial Dependence Plots of main lagging variables.

value of leading and lagging variables for sentiment analysis, (2)
determine the top predictors, (3) and explore the relationships of the
top predictors with the sentiment of a post. We devised a conceptual
framework to support our results.

The results clearly indicate that leading and lagging variables add
predictive value to established sentiment analysis models. In other
words, past and future information does add value over present
information. The magnitude of the differences in model performance
and the consistency of these differences over all folds suggest that
the results are relevant. Given that Facebook messages are informal
and therefore often contain slang, irony or multi-lingual words [72],
sentiment analysis is difficult based solely on text. We showed that
leading and lagging variables can help to predict sentiment in this
challenging environment, and our conceptual framework helped in
explaining why these variables matter.

The most important predictors of the most complete model were
a mix of post variables (e.g., number of uppercase letters), leading
variables (e.g., average number of negative comments on posts in the
past) and lagging variables (e.g., number of likes) indicating that all
three model components add to the predictive value of our model.
We can draw several conclusions from these findings.

First, we can see that word use and time of posting are impor-
tant. The number of uppercase letters is the most important pre-
dictor, followed by month of posting and the use of negative and
positive words (polarity) as the sixth and eighth most important

factors, respectively. Moreover, we see that a deviation in polarity
is important, indicating a mood change from the general subjective
well-being of the user, thereby supporting our predictions based on
the conceptual framework. Finally, in total 30 of the 50 most impor-
tant variables are related directly to the post’s content and time of
posting.

Second, it becomes clear that reactions on status updates contain
relevant information, as 6 out of the 10 most important predictors
stem from likes and comments related variables. A higher number
of likes indicates a more positive post, while negative emoticons in
the comments (on the current post, on previous posts, and deviations
from previous posts) indicate negative posts. It thus seems that there
is additional information in the variables that measure network well-
being and mood. This also confirms previous findings from Stieglitz
and Dang-Xuan [87].

Third, we can conclude that general Facebook variables and
demographics seem less important. Age is the thirteenth most
important variable, while only two Facebook-related variables show
up in the top 50 (the average and standard deviation in page liking
behavior of the user). Page liking behavior has already been shown to
be predictive of, among others, happiness and personality traits [52],
and thus user well-being, which makes this result plausible. The
implication is that one could save the burden to gather the immense
amount of data from Facebook, as the majority of the variables have
only limited importance. Based on our results, we thus argue that
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age, page liking behavior and of course posts of the user are the most
important Facebook variables to identify.

Finally, we would like to make a general remark on the impor-
tance of variables. We see that negative variables receive more
attention from the algorithm than positive variables, or that devia-
tions in the negative direction have a bigger influence. This can be
linked to the lower number of negative posts in our sample and on
Facebook in general [60, 70]. As the majority of the posts is positive,
clues about negative sentiment turn out to be, in general, more useful
to the algorithm. Therefore, we conclude that in a setting where the
ratio of positive versus negative posts is high, features that indicate
negativity can be more helpful to predict overall sentiment.

Academics, companies and public parties are interested in large
scale sentiment analysis, which yields a wide range of applications.
Companies can perform sentiment analysis to analyze customer sat-
isfaction [41], to increase ad-targeting efforts or to track public
opinion about the company. Teachers can use sentiment analysis
to support personalized e-learning [72]. Academics measure general
public mood and track changes over time. Political parties employ
social media to track public sentiment and adjust their campaign
towards regions or topics that suffer from negative emotions. Finally,
broadcasters and media can analyze tweets to predict election out-
comes [92].

Established approaches to sentiment analysis described above
include only present information. We propose to include all infor-
mation from the past, which includes previous posts from the same
user, in any sentiment analysis model. Indeed, even real-time appli-
cations can include leading information and benefit from the extra
predictive value. Live television, for example, can analyze reactions
on the Facebook or Twitter page in real-time, thereby including
leading information. Another example may be news channels that
analyze tweets real-time to predict elections (e.g., on the day of elec-
tion), thereby using leading information. This could enable a more
accurate prediction and better reputation of the news channel. On
the other hand, real-time applications cannot benefit from lagging
variables. However, other applications can take advantage of these
lagging variables. For example, a company can allow for a small lag
in the measurement of customer satisfaction. This study used a lag
of 7 days, but as Fig. 2 shows, more than 95% of all comments are
gathered after only one day. The time frame for creating the lagging
variables can thus be shortened, without losing much of the infor-
mation. Finally, one can use the present and past information in a
first round to quickly get an idea of the sentiment, and refine these
early findings with lagging information in a second round. One pos-
sible application is a marketing campaign for a new product. First,
the company can perform sentiment analysis to assess global sen-
timent concerning the product. In this way, the broad outlines of
the marketing campaign can be adjusted if necessary. Second, more
fine-grained sentiment analysis, including lagging variables, can be
performed that allows to fine-tune the campaign. In sum, we feel
that our proposed approach is a promising path for many sentiment
analysis applications.

6. Limitations and future research

Sentiment analysis can be applied to a wide range of sources.
Our research shows that leading and lagging information can be very
valuable in the context of sentiment analysis on Facebook posts.
It remains unclear whether a similar approach can work for other
media such as Twitter and review data, but we argue that the central
idea is generalizable. Indeed, Twitter also includes leading infor-
mation such as a concise user profile and previous tweets, while
retweets and favorites can be seen as lagging information embedded
in Twitter. An interesting avenue for further research would thus be
to extend the application to other social media platforms.

Although our study extends the use of data that is available in
social media to predict sentiment, and includes emotional contagion
to some extent, we did not include complete network information
in the analysis. Network effects are, to the best of our knowl-
edge, not yet discussed in the area of sentiment analysis. However,
there is a growing amount of research on social networks report-
ing the importance of network effects on a wide range of behaviors
(e.g., Bakshy et al. [5]). As the main drivers of these effects are
homophily and social influence [43], it can be expected that a user’s
emotions are related to the emotions of a user’s network. Further
research could try to incorporate network data and improve our
results.

The third direction for future research is to use a more theo-
retical angle to approach the problem, while our primary goal was
to look at the added value of leading and lagging variables tak-
ing a data mining approach. With the current results, it can be
interesting to take a look at the underlying constructs of (indi-
vidual and network) well-being, mood and personality, and incor-
porate these constructs rather than all Facebook variables sepa-
rately (e.g., by using a questionnaire). In this study we use latent
constructs to provide plausible explanations of our findings about
the relationship between the observed characteristics and the out-
come variable, sentiment. As mentioned in the literature review,
our data do not allow us to model the latent constructs as our
measurement model is incomplete. We work with observed data
and retrofitted latent constructs on these variables. Future research
could start from latent constructs and make sure appropriate vari-
ables are included to fully measure each construct, which would
allow for a formal measurement model. A logical approach would
be to use data generated through surveys and use appropriate mea-
surement scales. Because this study uses observed data we are
unable to sort this out. Nevertheless, the unobserved concepts allow
us to strengthen the theoretical underpinnings of our study, and
facilitate the discussion of our results. We also feel that our con-
ceptual model is a good basis for future theoretical and empirical
research.

The fourth limitation is selection effects. It might be possible that
the users whose information was obtained by using the application
may be different from users that did not use the application. The
Facebook application was developed for a European soccer team,
which means that the users of the application are interested in
soccer. This can also have its repercussions on the posts that are
analyzed (i.e., they may be more soccer-oriented than the average
Facebook post). In our opinion, this does not impose serious reper-
cussions on the obtained results. In the case the posts are more
biased towards one domain (e.g., soccer), it is likely that the text
variables become more predictive because posts are more related
and that sentiment is easier to predict [72]. In this context, we were
able to substantially improve our predictions by adding leading and
lagging information. In case the domain is less bounded, it is likely
that leading and lagging information can have even more predictive
value.

The fifth limitation of this study is the limited number of values
that some of the variables can have. Facebook limits the num-
ber of occurrences of a variable (e.g., the likes of a user) to the
25 most recent entries. This issue is most important for frequency
variables that are included as part of the user profile information
(which is part of the leading information). In order to deal with
this limitation, we calculated frequency within a specific period of
time. The length of this time window per variable is determined
as to no user in our database reaches the maximum number of 25
entries.

As a final remark we want to say that although this study has
some shortcomings, it is the first sentiment analysis study using
such a variety of data. We feel that this is a valuable contribution to
literature.
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Appendix A. Variable list

Table A1
Focal post’s variables.

Variable name Variable description (Category)

SVD concept 1 - 100 SVD concepts (Lexical)
Number_uppercase Number of uppercase letters in post (Lexical)
Number_punct Number of punctuations in post (Lexical)
Number_qm Number of question marks in post (Lexical)
Number_em Number of exclamation marks in post (Lexical)
Number_nbr Number of numbers in post (Lexical)
Number_wow Number of ‘wow’ (or similar like ‘woooow’)

mentioned in post (Lexical)
Number_pf Number of ‘Pf’ (or similar like ‘Pffff’) mentioned

in post (Lexical)
Number_lol Number of ‘lol’ mentioned in post (Lexical)
Number_characters Number of characters in post (Lexical)
Number_words Number of words in post (Lexical)
Number_pos_words Number of positive words in post (Lexicon)
Number_neg_words Number of negative words in post (Lexicon)
Positive_polarity Sum of positive polarity scores for the post

(Lexicon)
Negative_polarity Sum of negative polarity scores for the post

(Lexicon)
Polarity Sum of polarity scores for the post (Lexicon)
Subjectivity Sum of subjectivity scores for the post (Lexicon)
POS_noun Number of nouns in post (Syntactic)
POS_verb Number of verbs in post (Syntactic)
POS_adj Number of adjectives in post (Syntactic)
Month Month of post (Time)
Weekday Day of week of post (1 to 7) (Time)
Weekend Dummy indicating if post occurred during

weekend (Time)
Time_of_day Time of the day of post (Time)

Table A2
Leading variables.

Variable name Variable description (category)

Previous post information
Mean_neg_emo Average number of negative comments received

on previous posts
Mean_pos_emo Average number of positive comments received

on previous posts
Mean_likes_posts Average number of likes received on previous

posts
Mean_comm_posts Average number of comments received on

previous posts
Mean_comm_likes_user Average number of comments received on

previous posts, liked by the user
Total_nbr_likes Total number of likes received on previous posts
Total_nbr_comments Total number of comments received on previous

posts
Mean_polarity Mean polarity of previous posts
Mean_pos_words Mean number of positive words in previous

posts
Mean_neg_words Mean number of negative words in previous

posts
Mean_subjectivity Mean subjectivity of previous posts
Mean_nbr_words Mean number of words in previous posts
Deviation_polarity Deviation in polarity of the focal status

compared to previous posts
Deviation_pos_words Deviation in number of positive words in the

focal status compared to previous posts
Deviation_neg_words Deviation in number of negative words in the

focal status compared to previous posts
Deviation_subjectivity Deviation in subjectivity of the focal status

compared to previous posts
Deviation_nbr_words Deviation in number of words in the focal status

compared to previous posts
Total_nbr_posts Total number of previous posts

General Facebook information
Age Age of user (personal information)
Gender Gender of user (personal information)
Relationship_single Dummy indicating whether the person is in a

relationship or not (personal information)

Table A2 (continued)

Variable name Variable description (category)

General Facebook information
Heterosexual Dummy indicating whether the person is

heterosexual (personal information)
Account_age Age of the Facebook account of the user (personal

information)
Number_friends Number of friends of the user (personal information)
Number_groups Number of Facebook groups the user is member of

(engagement behavior)
Number_likes Number of Facebook pages the user has liked

(engagement behavior)
Number_events Number of Facebook events the user had indicated to

attend (engagement behavior)
Number_interests Number of interests as expressed on Facebook by the

user (engagement behavior)
Number_check-ins Number of check-ins registered on Facebook

(engagement behavior)
Number_cin_likes Number of likes on check-ins (engagement behavior)
Number_cin_tags Number of tags related to check-ins (engagement

behavior)
Number_cin_comments Number of comments related to check-ins

(engagement behavior)
Number_photos Number of photos (general FB behavior)
Number_videos Number of videos (general FB behavior)
Number_links Number of links (general FB behavior)
Number_posts Number of posts (general FB behavior)
Number_comm_photos Number of comments received on photos (general FB

behavior)
Number_comm_videos Number of comments received on videos (general FB

behavior)
Number_comm_links Number of comments received on links (general FB

behavior)
Number_likes_photos Number of likes received on photos (general FB

behavior)
Number_likes_videos Number of likes received on videos (general FB

behavior)
Number_likes_links Number of likes received on links (general FB

behavior)
Recency_comment Recency of comments received from other users

(general FB behavior)
Recency_likes Recency of likes received from other users (general

FB behavior)
Recency_photo Recency of last photo at time of post posting (general

FB behavior)
Recency_video Recency of last video at time of post posting (general

FB behavior)
Recency_link Recency of last link at time of post posting (general

FB behavior)
Recency_check-in Recency of last check-in at time of post posting

(general FB behavior)
Recency_like Recency of last page like at time of post posting

(general FB behavior)
Recency_post Recency of last post at time of focal post (general FB

behavior)
Mean_time_photos Average time between photo uploads (general FB

behavior)
Mean_time_videos Average time between video uploads (general FB

behavior)
Mean_time_links Average time between links (general FB behavior)
Mean_time_likes Average time between user likes (on pages) (general

FB behavior)
Mean_time_posts Average time between post (general FB behavior)
SD_time_photos Standard deviation of the time between photo

uploads (general FB behavior)
SD_time_videos Standard deviation of the time between video

uploads (general FB behavior)
SD_time_links Standard deviation of the time between links

(general FB behavior)
SD_time_likes Standard deviation of the time between user likes (on

pages) (general FB behavior)
SD_time_posts Standard deviation of the time between post (general

FB behavior)
Profile_completeness Number of Facebook profile items filled in by the

user (general FB behavior)
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Table A3
Lagging variables.

Variable name Variable description

Nbr_likes Number of likes the focal post received in 7 days
Nbr_comments Number of comments the focal post received in 7 days
Nbr_own_comm Number of comments made on the focal post by the

focal user
Nbr_comm_persons Number of persons commenting on the focal post
Nbr_comm_likes Number of likes on comments received on the focal post
Nbr_words_comm Number of words in the comments received on the

focal post
Nbr_punct_comm Number of punctuations in comments received on the

focal post
Nbr_qm_comm Number of question marks in comments received on

the focal post
Nbr_em_comm Number of exclamation marks in comments received

on the focal post
Nbr_upper_comm Number of uppercase letters in comments received on

the focal post
Nbr_lol_comm Number of ‘lol’ mentioned in comments received on

the focal post
Neg_emo_comm Number of negative emoticons in comments received

on the focal post
Pos_emo_comm Number of positive emoticons in comments received

on the focal post
Dev_nbr_likes Deviation in the number of likes received on the focal

post compared to previous posts
Dev_nbr_comments Deviation in the number of comments received on the

focal post compared to previous posts
Dev_nbr_own_comm Deviation in the number of own comments made on

the focal post compared to previous posts
Dev_nbr_comm_persons Deviation in the number of commenting persons on the

focal post compared to previous posts
Dev_nbr_comm_likes Deviation in the number of likes received on comments

on the focal post compared to previous posts
Dev_neg_emo Deviation in the number of negative emoticons in

comments received on the focal post compared to
previous posts

Dev_pos_emo Deviation in the number of positive emoticons in
comments received on the focal post compared to
previous posts

Comments_span The time span in which comments were received

Appendix B. Variable importance scores

Table B1
Variable importances (top 50).

Rank 5*2 CV
median mean
mecrease in Gini

Variable name Category

1 159 Number_uppercase Focal post’s variables
2 150 Nbr_likes Lagging variables
3 135 Neg_emo_comm Lagging variables
4 134 Dev_neg_emo Lagging variables
5 117 Dev_nbr_likes Lagging variables
6 109 Month Focal post’s variables
7 69 Deviation_neg_words Leading variables
8 69 Polarity Focal post’s variables
9 67 Mean_neg_emo Leading variables
10 61 Deviation_polarity Leading variables
11 56 Mean_pos_emo Leading variables
12 45 Number_punctuation Focal post’s variables
13 45 Age Leading variables
14 43 Number_neg_words Focal post’s variables
15 42 Dev_nbr_comments Lagging variables
16 42 Dev_pos_emo Lagging variables
17 38 SVD Concept 1 Focal post’s variables
18 37 SVD Concept 22 Focal post’s variables
19 35 Weekday Focal post’s variables
20 35 SVD Concept 29 Focal post’s variables
21 34 SVD Concept 2 Focal post’s variables
22 33 Mean_likes_posts Leading variables

Table B1 (continued)

Rank 5*2 CV
median mean
mecrease in Gini

Variable name Category

23 32 Nbr_comm_persons Lagging variables
24 32 SVD Concept 62 Focal post’s variables
25 31 Nbr_words_comm Lagging variables
26 31 Total_nbr_likes Leading variables
27 31 SVD Concept 21 Focal post’s variables
28 31 SVD Concept 28 Focal post’s variables
29 30 SVD Concept 99 Focal post’s variables
30 30 Mean_time_likes Leading variables
31 29 SVD Concept 48 Focal post’s variables
32 29 Deviation_subjectivity Leading variables
33 29 SVD Concept 10 Focal post’s variables
34 29 Mean_polarity Leading variables
35 29 SVD Concept 6 Focal post’s variables
36 29 SVD Concept 81 Focal post’s variables
37 29 SVD Concept 34 Focal post’s variables
38 28 SVD Concept 78 Focal post’s variables
39 28 Number_characters Focal post’s variables
40 28 SVD Concept 13 Focal post’s variables
41 28 SVD Concept 83 Focal post’s variables
42 28 SVD Concept 9 Focal post’s variables
43 28 SVD Concept 3 Focal post’s variables
44 28 SVD Concept 25 Focal post’s variables
45 28 SVD Concept 63 Focal post’s variables
46 28 SVD Concept 53 Focal post’s variables
47 28 SD_time_likes Leading variables
48 28 SVD Concept 18 Focal post’s variables
49 28 SVD Concept 7 Focal post’s variables
50 28 Nbr_comments Lagging variables
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