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A B S T R A C T

Brands are one of the most important of a firm’s assets. Brand-managing activities are typically related
to brand positioning and integration with marketing campaigns, and can involve complex decisions. The
branding of an organization is indeed a dynamic system with many cause-effect relationships as well as
intangible and heterogeneous variables. In order to help brand managers and marketers, we propose a
decision support system, named Identimod, for modeling and evaluating branding strategies. Identimod
uses non-linear dynamic modeling and soft computing to identify the branding system from different data
sources through a linguistic user interface, and to provide advanced methods for diagnostics and validation.
Identimod steps through a participatory, cyclic, and iterative process consisting of four different modules to
increase the confidence and validity of the model, which should facilitate its acceptance by managers and
stakeholders. Throughout this paper we demonstrate the modeling process and managerial benefits of Iden-
timod by forming and answering the marketing questions for a real rebranding case of a seafood company
in Spain.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

For companies, branding is a top management priority as brands
are one of the most valuable intangible assets that firms have [1,
2, 23, 25]. The decisions made by marketers, especially frequent
ones, must be aligned with the brand management of the com-
pany, which involve tasks such as developing brand positioning,
integrating marketing activities, assessing brand performance, and
strategically growing the brand [25]. The brand image management
of an organization is a process that regularly includes group deci-
sion making, managers’ experience, intuition, and judgment, and
so is complex because it generates a high level of uncertainty and
ambiguity [31].

Managing brands requires studying and anticipating the effects
of complex dynamic interactions between a company, the business
environments, and all the stakeholders. Managerial decisions usually
involve intangible variables related to the brand, called brand intan-
gibles, which are aspects of a product/service that do not involve
physical or concrete attributes/benefits and play an important role
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for building the brand image and reputation of a firm [25, 26].
Marketers also need to integrate strategies built on intangible brand
variables with marketing activities, which affect the brand position-
ing and equity of the company [25].

The main goal of the presented work is to propose a decision
support system (DSS) to help marketers and stakeholders when
modeling branding systems that have intangible variables. This work
contributes to existing literature by defining the architecture and
implementing a DSS with a new way of dealing with intangible
branding variables and their relationships. The proposed DSS is able
to handle branding variables and their complex relationships with
linguistic interfaces, and is designed to facilitate the iterative nature
of the modeling process. It also highlights the need for a complete
model validation process and provides the DSS user with tools to do
it [43]. Another important feature of the DSS is the use of a partici-
patory modeling process to involve stakeholders and promote better
marketing decisions [51], meaning that both modelers and decision
makers contribute to the modeling process. The stakeholders’ partic-
ipation is a key requirement for appropriate model development and
promotes the final adoption of the model’s results.

Identimod is the name of our proposed DSS, whose methodol-
ogy is based on Vester’s sensitivity model (VSM) [49, 50], a semi-
quantitative modeling tool using system dynamics [17] and fuzzy
logic [52]. This methodology has already been applied to different
problems [22, 44]. Broadly speaking, system dynamics is a modeling
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tool appropriate for brand value management [2] because brands
can be considered a dynamic system where all their components are
treated as resources which grow or erode over time [36]. Beyond the
VSM approach, we also incorporate soft computing [9] techniques
into Identimod to better cope with the branding complexity. The
branding complexity occurs when dealing with many managerial
problems, in part caused by the presence of a heterogeneous group of
stakeholders who need to make decisions [31, 51]. This participatory
modeling needs methods able to deal with human feelings, percep-
tions, and their corresponding uncertainty [51]. Extending VSM with
soft computing techniques in Identimod allows managers to easily
model the uncertainty present in branding and marketing systems
by defining linguistic variables, effects, and simulation cases with a
human-centric interface [20].

The proposed DSS aims to promote the discussion and improve-
ment of the branding models by identifying their structure, validat-
ing the model with respect to the brand in reality, and run what-if
scenarios to test marketing actions. Identimod relies on an itera-
tive and cyclic modeling process, and its DSS architecture is divided
into four modules: (i) a generation module, where modelers iden-
tify the variables of the branding system and their relationships with
respect to the stated goals with the collaboration of stakeholders;
(ii) a diagnostics module, where modelers make use of diagnostics
tools to ease the analysis of the branding model structure; (iii) a val-
idation module, to check the validity of the model using a set of tools
such as automatic model calibration with respect to the historical
brand evolution; and (iv) a utilization module, to forecast the values
of the branding variables to evaluate the most convenient marketing
policies for different scenarios.

Previous studies already pointed out the successful use of soft
computing and DSSs for strategic marketing [30, 31]. The use of soft
computing, specifically fuzzy logic and computing with words [53],
has important advantages when dealing with human perceptions
and uncertainty. Fuzzy logic enables the use of natural language
structures by computing with words to convey decision making.
In essence, computing with words is a methodology for reasoning,
computing, and decision-making with information described in nat-
ural language. The use of linguistic information in decision making
demands computing processes using words to solve the related deci-
sion problems. A wide group of DSSs based on computing with words
is reviewed in [32]. Identimod includes another soft computing tech-
nique, evolutionary algorithms [7], that have the ability to search for
optimal solutions to complex problems and in a reasonable amount
of time [7, 19].

In this paper, we initially present the background motivation for
our work (Section 2). Later, Section 3 describes the architecture of
the DSS, and Section 4 details the modules, processes, and stages in
detail. Finally, we apply the Identimod framework and its four mod-
ules for a brand management case study of a real Spanish seafood
company. This company produces and sells fish and seafood prod-
ucts (e.g., elver and surimi). Managers of the company wanted to
prepare the brand for the upcoming launch of more products and a
diversification of its product portfolio. Section 5 explains how Identi-
mod can be used to model and answer the latter marketing questions
for this real branding problem, from the use of data and expert
knowledge for building validated models, to the simulation of three
different scenarios. A final discussion about the managerial impact of
Identimod and future areas for improvement is given in Section 6.

2. Background

There are different modeling methodologies for building complex
business problems with the involvement of stakeholders [51]. These
methodologies use non-linear dynamic models to characterize real-
world, complex systems and the relationships of their elements. They

are also particularly suited to building systems with a high number of
interrelated variables and with scarce and/or uncertain data [38]. An
important feature of the stated methodologies is they provide sim-
ulation tools to compare alternative business strategies and better
assist decision makers with their managerial decisions [51].

A prominent example among the set of existing methodologies
is system dynamics, which presents a theoretical framework with
tools and techniques for developing mathematical models of com-
plex systems for social, biological, and economic scenarios [17, 45].
System dynamics is intended to solve more strategic-level problems
rather than other methodologies such as discrete-event simula-
tions [47]. It is a methodology aimed at studying the structures of
social or organizational systems by representing the causal relation-
ships among their elements and the evolution of a system over time.
System dynamics promotes the ongoing dialog among modelers and
managers regarding strategy formation and its evaluation, and have
been successfully applied to a diverse set of applications [4, 14, 41].
Among this diverse set of applications, few are used for branding.
Crescitelli and Figueiredo [13] analyzed the brand equity evolution
using system dynamics, and Chan and Ip [11] constructed a model for
predicting the customer equity value for new product development.
Gani and Groessler [18] conceptualized the linkage between brand
equity and customer equity in a system dynamics model to provide
insights on how these two concepts interact with each other. Finally,
Mukherjee and Roy [36] developed a model for managing the brand
equity and reputation of an Indian television show.

Brand value management can be seen as a complex, adaptive, and
dynamic environment. The environment is usually a system with a
high number of variables and contains non-linearities, inertia, delays,
and bi-directional network feedback loops. System dynamics is an
ideal methodology for such complex feedback systems, like brand
management [36]. As pointed out by Crossland et al. [15], system
dynamics allows brand managers to evaluate both the structure and
the dynamic relationships between components of a brand man-
agement system, but traditional system dynamics lack the human-
centric modeling features [20] necessary when modeling branding
systems. Examples of these features are the inclusion of uncertainty
into the model and linguistic definitions of the variables and the
relationships among them.

One of the existing system dynamics variants is Vester’s sensitiv-
ity model (VSM) [49, 50], which offers a semi-quantitative system
dynamics modeling tool based on fuzzy logic [52], and has been
applied to different fields of research such as environmental man-
agement and tourism [22, 44]. Its main advantages are the ease of
use when discussing results with stakeholders and the utilization of
feedback analysis as the core component of the modeling process.
Structurally, VSM can be seen as a fuzzy cognitive map as it consists
of nodes (or concepts), which are the variables, connected by edges
that represent the fuzzy causal relationships between the concepts.
A relationship (name effect) can be either positive (when growth of a
concept stimulates growth in another) or negative (when growth of
a concept inhibits growth in another).

Fuzzy logic is well known for its ability to model linguistic con-
cepts (computing with words) [53] and it can formalize, either as
an approximation or with more precision, vague concepts. The use
of fuzzy sets and systems lets us move from computing with num-
bers to computing with perceptions [53] and it becomes natural
moving from traditional system identification to more advanced
identification such as in business, where product attributes and their
relationships cannot be easily measurable and are defined impre-
cisely [34].

Fuzzy logic is a part of soft computing [9], an area of artificial
intelligence focused on the design of intelligent systems to process
uncertain, imprecise, and incomplete information from real-world
problems. Soft computing methods frequently offer more robust,
tractable, and less costly solutions compared to those obtained
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by conventional mathematical techniques [24]. The set of soft
computing techniques is diverse in their typology and areas of
application. In addition to fuzzy logic, evolutionary algorithms [7]
are another outstanding soft computing technique which include
biologically-inspired algorithms to solve complex optimization prob-
lems. Genetic algorithms (GAs) [19] are the most representative
evolutionary algorithm. GAs are general-purpose search algorithms
that evolve a population of chromosomes representing candidate
solutions to the optimization problem towards better solutions
through a competitive and iterative process. We can find many stud-
ies where fuzzy logic and/or evolutionary algorithms were applied to
the design of DSSs in the marketing field [5, 29, 30].

3. General description of the DSS

3.1. Architecture and main components

The DSS architecture and four main modules of Identimod are
shown in Fig. 1. This architecture diagram shows the core computa-
tional techniques used in each module, the principal participants of
the modules, and the marketing data used for building the models.
There is not a strictly linear order in a participatory modeling process
but an iterative process [51], because branding modelers and stake-
holders need to go back through again several times, depending on
the goal of the study and the gained marketing insights. Although
modelers, marketers, and managers must be involved in all the stages
of the modeling process, each module has a main participant role
who has the most important involvement and is in charge of its out-
put (see the main participant roles in Fig. 1). We briefly describe the
four modules of the DSS architecture below, although the specific
details of each are later explained in Section 4:

• Generation module: This module comprises two main stages:
variable identification and structure definition by means of
effects between the variables. During variable identification,
modelers identify the goals of the model and collect data and
expert knowledge from the company, in collaboration with

marketers and stakeholders. Then a discussion is needed to
choose the main variables of the branding system, taking into
account the goal of the model and the available data. To facil-
itate this task, each variable of the branding system is defined
using fuzzy linguistic terms with free semantics [6] and several
fuzzy behavioral rules. Section 4.1.1 shows how to include and
specify the variables of the model in Identimod. Once all the
main variables are identified, the aim of the structure definition
stage is to build the fuzzy causal diagram of the branding model
by mimicking the effects between variables. Identimod facili-
tates a linguistic effect editor and visual graphs to easily build
the diagram for the branding dynamics (see Section 4.1.2 for
the complete description).

• Diagnostics module: Identimod provides modelers with two
processes to diagnose the causal diagram that is built when
generating the branding model. First, there is a feedback anal-
ysis tool to study the structural branding dynamics. This tool
helps modelers verify the structure of the model and the type
of system they are working with. Second, there is an automatic
key variable detection algorithm that uncovers the variables
of the model generating the most significant changes on the
system. Sections 4.2.1 and 4.2.2 describe these two diagnos-
tic stages to analyze the model structure. The generation and
diagnostics modules are closely related and are used together
to refine and re-model the system.

• Validation module: Identimod primarily does model calibra-
tion, which is the process of estimating the model param-
eters to achieve a reasonably accurate relationship between
observed and simulated structures and behaviors [37, 43]. To
do this, Identimod provides an automatic calibration tool based
on GAs. Together with calibration, sensitivity analysis is cru-
cial and further validates the model by exploring its sensitivity
to a particular set of parameter values and inputs [37], being
key ingredients to the quality of a model-based study [42].
Sensitivity analysis also reveals those parameters to which the
model behavior is highly sensitive [42]. Sections 4.3.1 and 4.3.2
detail the capabilities of calibration and sensitivity analysis,
respectively.

Fig. 1. Architecture diagram with the four modules of Identimod, their stages, main actors, and marketing databases to generate and validate the branding models.
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• Utilization module: The variables and effects of the branding
model represent a dynamic system whose evolution over time
provides branding insights for marketers and managers. The
simulation engine is based on handling fuzzy variables and
effects of the model, and propagates these events in a discrete
simulation for a given period of time. In addition, modelers can
define and run what-if scenarios using the validated model and
strategic actions associated with variables in order to increase
the brand equity, brand loyalty, and/or purchase consideration,
or to answer other branding questions. Once discussed with
the involved decision makers and marketers, the results of the
strategies can be transformed into decisions. Identimod’s sim-
ulation and strategies within what-if scenarios are given in
Section 4.4.

As can be seen in the architecture diagram of Fig. 1, the compu-
tational techniques presented in Identimod (e.g., VSM, fuzzy logic,
computing with words, and GAs) are independent from the spe-
cific goals of the modules. Such a modular DSS architecture can ease
the deployment of new computational techniques or the further
improvement of the existing ones for each of the four modules. These
changes to the used techniques will not have a significant impact on
the modules of DSS if they follow the basic principles of Identimod.

3.2. Linguistic modeling and validation tools for identifying the
branding system

When dealing with a branding problem, different and heteroge-
neous data sources are provided by the company. In the absence
of structured data and in the presence of diverse sources of precise
numerical data, linguistic information, questionnaires, customers’
panels, and expert knowledge, there is no model structure assumed
and virtually any system can be represented by a model [6, 12].
The architecture and advanced methods included in Identimod facil-
itate a participatory modeling and validation scheme to help with
system identification (i.e., main branding variables and their rela-
tionships and causal effects) in light of the available data from the
company.

Even with having numerical data for all the branding variables,
the identification of a linguistic model is not straightforward because
one has to estimate the linguistic variables and their relationships
[6, 12]. For Identimod we have considered a linguistic modeling
approach where variables, when identified, do not take any a pri-
ori defined linguistic values but are customizable and agreed on by
modelers and stakeholders from the available numerical data, lin-
guistic information, and expert knowledge. To check the validity of
the built model, Identimod incorporates the diagnostics and valida-
tion modules to provide numerical, graphical, and assisted validation
tools to help with the analysis of the model consistency and whether
its results are correct or not [43].

The use of linguistic terms in Identimod does not limit but
instead facilitates the interaction between stakeholders in cross-
cultural market situations. Generally, experts are more comfortable
with expressing themselves using words instead of numbers since
humans usually deal with concepts by describing them in words [35].
The specific linguistic values of each branding variable can be cus-
tomizable depending on the marketing and cultural context to facili-
tate the modeling dialog. Besides, it is important to mention that the
DSS internally uses numerical values for the linguistic terms and the
DSS modeler can always make them visible instead of the linguistic
values.

3.3. DSS implementation details

Existing studies applying system dynamics to branding problems
used standard commercial tools and generic graphical simulation

programs, like iThink, Powersim, and Vensim [11, 13, 18, 36]. These
commercial tools help to evaluate the structure and run simulations.
However, they are problem-generic and lack flexibility when creat-
ing a DSS that deals with complex environments where uncertainty,
vagueness, linguistic descriptions, and intangible variables are cru-
cial for adequately solving the problem. In addition, DSSs usually
consist of three subsystems: a user interface, a database, and a model
processing [35].

Identimod aims to bridge that gap by considering these three
subsystems for an ad hoc implementation for managing brand-
ing problems based on a client–server architecture. A remote
database stores all the models, their users, and their associated roles
(i.e., modeler, marketer, manager), and each software client accesses
the database manager (e.g., Microsoft SQL Server) via a Web server
(e.g., IIS Microsoft Windows Server on an Amazon Web Services
machine). The software client uses C++ for the computational and
processing techniques for each module, and Microsoft Visual Studio
C# for the graphical user interface. In order to facilitate the modular
architecture and computational techniques update, a model-view-
controller approach is used for the software architecture.

4. Module description

4.1. Generation module

In this module, the branding variables and their relationships
are defined, and in particular the variable identification stage
(Section 4.1.1) aims to determine the main variables of the system.
Once they are identified, the structure definition of the system aims
to describe the causal diagram of the branding system by means of
its effects (Section 4.1.2).

4.1.1. Branding variable identification using linguistic terms
According to the description of VSM, it is possible to deliver a

fairly appropriate description of a system’s behavior even with a
small amount of data, or with fuzzy, estimated, or missing data, as
long as the dataset satisfies the criteria necessary for understanding
a systemic pattern of interactions [49]. The key lies in aggregat-
ing details in essential model variables. The first step to modeling a
branding system is to identify the variables that dynamically interact
with each other to generate the model behavior. These branding vari-
ables can fall under measurements of brand value [1, 2] (i.e., brand
interest, loyalty, perceived quality, and brand associations) and fac-
tors that affect them (marketing activities, word-of-mouth, or brand
competition).

We have modeled these intangible and tangible variables using
fuzzy terms [53]. This is due to the linguistic nature of both the
variables and the record source, which consists of qualitative infor-
mation and expert knowledge in unstructured natural language.
Fig. 2 shows the graphical interface where the modeler can define
a variable. Identimod includes fields such as the variable name,
description, optimal criteria, current linguistic value, and limitation
of the variable value when simulating the system. Although the DSS
screenshot shows a slider-bar with linguistic terms, Identimod inter-
nally represents each variable i of a system composed of N variables
with a numerical value vi ∈ [0, 100] which is transparent to the DSS
user. Identimod also allows the modeler to specify more advanced
rules for each branding variable (see Rules panel of Fig. 2):

• When the variable can be used for a marketing strategy: If it
is negative, this variable is locked when defining strategies in
Identimod. This type of “non-actionable” variable corresponds
to external factors that may have an important influence in the
model but that modelers cannot modify and can only account
for them. See Section 4.4 for more details about strategies.

Please cite this article as: M. Chica, et al., Identimod: Modeling and managing brand value using soft computing, Decision Support Systems
(2016), http://dx.doi.org/10.1016/j.dss.2016.06.007

http://dx.doi.org/10.1016/j.dss.2016.06.007


M. Chica, et al. / Decision Support Systems xxx (2016) xxx–xxx 5

ARTICLE IN PRESS

Fig. 2. Identimod linguistic creation of the intangible brand awareness variable.

• When the variable includes a self-loop (i.e., an effect where
the source and target are the variable itself): At this stage in
Identimod, no more details are provided about the self-loop
as modelers and/or stakeholders provide a general description
of the branding system. Thus, the details of the self-loop are
specified during the structural modeling stage.

• When the variable has a random behavior: Identimod will
run stochastic simulations where at least one random vari-
able is defined together with its random noise level. For more
details about the simulation consequences of declaring a ran-
dom variable, see the description of the simulation engine in
Section 4.4.

4.1.2. Building the system structure by using linguistic effects
Once the model variables are identified, modelers need to define

the dynamics of the branding system by building a causal diagram of
variables and the relationships between them, which are defined by a
fuzzy effect (i.e., an edge between a source and a target variable that
denotes a structural influence). Identimod provides a visual interface
to represent and modify the directed graph of variables and fuzzy
effects between them. In a first step, effects between variables are
drawn by only specifying if they are direct (a change in the source
variable modifies the target directly and proportionally) or inverse
(a change in the source variable modifies the target variable inversely
proportional to the source). The latter consideration is needed for
the feedback analysis of the diagnostics module (see Section 4.2.1).
When modelers and stakeholders agree on the causal diagram of the
branding problem, modelers can specify the details of each effect in a
second step. Identimod follows an iterative process when specifying
the system variables and effects (as well as with other steps of the
branding system generation). For instance, it might happen that new
variables are identified during the discussions of the causal diagram.
The modeler will thus go back to the system identification phase and
create the required variable.

Unlike traditional system dynamics techniques, Identimod offers
a linguistic interface to easily define the attributes of an effect in a
human-centric approach [20]. We use a fuzzy effect editor to define

qualitative relationships between every two variables by means of
a fuzzy effect. The modeler can modify five qualitative attributes by
using graphical sliders to define the effect through the editor (see
Fig. 3). Again internally, Identimod stores each of the five sliders that
define an effect e as a value between [−100, 100] where 0 means no
effect on the target variable and ±100 mean the highest decrease
and increase in the target variable. The specific effect value to be
applied changes depending on the current value of the source vari-
able. Internally, a complete interpolated effect function is internally
built by using these five qualitative attributes and is then applied
when running a simulation (see Section 4.4 for more details about
the simulation engine and effects application). The rest of the compo-
nents of the effect that can be defined by the Identimod effect editor
are the following:

• Intensity: regulates the quantitative value of the effect change.
This value is one of the most difficult to define for a modeler
and therefore, Identimod allows the modeler to automatically
calibrate the intensities of all the effects in order to adjust the
behavior of the model to the historical data of brand changes
over time. See the calibration process in Section 4.3.1.

• Delay: an effect that has a delay for its application. It repre-
sents the number of months the application of the effect will be
postponed during a simulation. This component is interesting
because some branding variables and factors (e.g., marketing
campaigns) do not have an immediate effect but need a certain
period of time for it to affect the brand.

• Confidence level: modelers can associate their confidence
when defining the effect. This confidence comes from data
analysis and/or information provided by stakeholders and
marketers through interviews, questionnaires, and/or surveys.
Given the difficulty to accurately define the details of the
effects, the calibration engine is devoted to adjust them to
match the system with the brand in reality. The calibra-
tion engine, which belongs to the validation module (see
Section 4.3.1), uses the confidence level to set a higher or lower
importance level on the adjustment of the effect parameters.
If the confidence level is very high, the calibration engine will
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Fig. 3. Linguistic definition of a direct effect between two branding variables: brand affinity and customers’ recommendation.

slightly adjust the intensity of the effect. If modelers and stake-
holders do not have enough certainty about the effect, the
confidence is set to low and the calibration engine will be
allowed to drastically modify the effect parameters to match
the historical trends of the branding system.

4.2. Diagnostics module

In this section we detail the two main components of the sec-
ond module of Identimod. Their purpose is to diagnose the causal
diagram of the branding model to help the modeler with their
evaluation. First, we present the analysis of the feedback loops
(Section 4.2.1) and second, the automatic detection of key variables
for the system (Section 4.2.2).

4.2.1. Feedback analysis
One of the most important components of system dynamics and

VSM is the feedback loops that embody the information feedback
structure of the system [45, 50]. The reason for emphasizing the feed-
back analysis is that it is often necessary to consider feedback within
management systems in order to understand what is causing the pat-
terns of behavior [27]. Specifically, feedback loops form the core of
the structure that enables growth or erosion of brand value [36]. A
feedback is a closed sequence of causes and effects, that is, a closed
path of action and information [27], or more formally, a feedback f
is a synonym of elementary cycle in a directed graph. There are sev-
eral classical algorithms that enumerate the full list of elementary
cycles in directed graphs. One of the most well-known is Tiernan’s
algorithm [48], which enumerates all the feedback loops in graph
models and is used in Identimod to return the set of all the feedback
loops F of the casual diagram of the branding model.

A feedback loop can be of two types: balancing or reinforcing.
In balancing feedback, an initial variation in a variable of the loop
changes the variable in the opposite direction, mitigating the initial

change. In reinforcing feedback, the initial change in a variable of the
loop is reinforced through the feedback process. Feedback is consid-
ered as balancing or reinforcing by counting the number of direct and
inverse effects that make up the loop [27, 45]. Specifically, a feedback
loop is called reinforcing if it contains an even number of inverse
causal effects. A feedback loop is called balancing if it contains an odd
number of inverse causal effects.

The rationale is that an even number of inverse effects will
provoke an uncontrolled increase or decrease of the values of the
variables. When we have a feedback with one, three or more odd
numbers of inverse effects, all the effects are counteracted. Consider
a model example with four branding variables (A, B, C, and D), three
inverse effects (A − − → B, B − − → C, and C − − → D), and one
single direct effect (D → A). If an external change were to make A
fall, B would rise (i.e., move in the opposite direction as A), C would
fall (i.e., move in the opposite direction as B), D would rise (i.e., move
in the opposite direction as C), and A would rise (i.e., move in the
same direction as D). The rise in A after the initial change propagates
around the feedback loop, acts to stabilize the system and thus, is
counteracted by the branding system’s response.

When a branding model has more balancing than reinforcing
feedback loops, the system is more stabilized and changes are
smooth. To summarize the stated model features and develop addi-
tional feedback analysis, Identimod does not only show the set of
total feedback loops F, balancing B or reinforcing R, but also calcu-
lates several metrics to reveal the structure of the branding system.
These metrics are computed from the list of enumerated feedback
loops as follows:

• self-organizing (k ∈ [0, ∞)): measures the ratio between the
number of feedback loops (|F|) and the number of variables of
the system (N) by k = |F|

N . When k is high, the system has
self-organized behavior. In the case of few feedback loops, the
model may have dependency on external factors [50].
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• elasticity (4 ∈ [1, ∞)): computed as the average length of all the
feedback loops F, weighted by the number of variables |N|, and
taking into account the amount of delay for each effect (adding
from 0 to 12 months). Small 4 values mean short cycles and
therefore swift reactions to strategies. When a branding system
shows a high structural elasticity, modelers must check if the
long feedback loops are mitigating or reinforcing in order to
anticipate abrupt or extremely slow behavior [50].

• stability (s ∈ [−1, 1]): defined as the ratio between the num-
ber of balancing (B) and reinforcing feedback loops (R) by s =
|B|−|R|
|B|+|R| . This ratio yields positive results when |B| > |R| and
means structural stability of the branding system. This ratio is
0 when we have the same number of balancing and reinforcing
feedback (|B| = |R|). Stability returns 1 when there is no feed-
back (|R| = |B| = 0) and stability is maximum. If |R| > |B|, s is
negative and the system may have drastic changes.

4.2.2. Automatic key variable detection
A key variable of a system dynamics model is defined as a

variable able to generate significant changes in the whole system
(i.e., the whole set of variables of the model) [8]. The identification
of key variables provides the modeler with descriptive information
about the model’s dynamics and constitutes an additional boundary
and structure verification test for the model [37, 39]. The identifica-
tion of key variables is also useful for modelers to better focus their
strategic actions on what-if scenarios.

However, it is usually difficult to visually identify these variables
in models with a large number of variables; we can easily find up to
40 variables in branding management problems. Therefore, the goal
of this diagnostic tool is to automatically detect the set of key vari-
ables of an Identimod branding model, following a similar approach
to the one proposed in [8]. First, the detection algorithm computes a
quality metric for every variable of the graph structure of the brand-
ing model. This quality metric can be seen as an indicator of the level
of its relevance or importance. Then, the algorithm ranks the vari-
ables according to their metric values and finally returns the highest
ranked variables to the DSS user.

The most important step within the key variable detection
algorithm is the computation of the quality metric, which makes use
of the network-based properties of the model structure. Its compu-
tation is based on social network analysis [10] and specifically on
centrality metrics that provide structural local measurements. These
metrics share the common objective of identifying key actors in
social networks and they are considered as a measure of centrality
or prestige. For instance, they have already been used in DSS to locate
influencers in customer networks [28].

A well-known centrality metric is the closeness centrality that
measures how close a node is to all the other nodes in a social net-
work. In our approach, we extend it to include information about
how many variables are reached directly or indirectly by proposing
a new metric called elastic distance (ED). This ED also considers the
delay of each effect of the branding model by adding it as the weight
(effect delay) of the edges of the graph. The ED is computed as the
average of the shortest weighted distances from the variable being
evaluated to all the remaining variables of the system. Distances to
non-reachable variables are fixed to a sufficiently large value, defined
by a maximum distance constant M:

ED(i) =
1
n

n∑

j=1

d(i, j), ∀i �= j, (1)

where d(i, j) = M when there is not any path between variables i and
j of the branding model.

Once the ED metric is calculated for all the variables of the brand-
ing system, the detection algorithm ranks them in ascending order.

Later, the algorithm sets a threshold to only return a subset of the
variables with the highest rank and only those variables with a met-
ric value below this threshold are returned to the DSS user. The
calculation of the threshold is based on the best and worst qual-
ity metric values, EDmin and EDmax respectively. Mathematically, a
variable i of the system is selected as a key variable if and only if:

ED(i) ≤ a(EDmax − EDmin) + EDmin,

where a is a user parameter to restrict the size of the set of key
variables. When a = 0, only the highest-ranked variable is returned.

4.3. Validation module

One of the decisive and iterative steps when modeling with sys-
tem dynamics is model validation and testing [37]. The validation of
non-linear models for real-world problems such as those created by
Identimod is not straightforward, and can be seen as a learning pro-
cess where the modelers’ understanding is enhanced through their
interaction with the formal and mental models. As models are used,
they are adapted as a function of feedback from the real world [45],
and as they are tested, modelers fit them to the properties of the
phenomenon to be modeled. We include two main validation tools
in Identimod to assist modelers in validating their branding systems:
first, an automated calibration engine based on genetic algorithms
(GAs) [7] (Section 4.3.1), and second, an automated sensitivity anal-
ysis [37, 42] that assesses changes of the model behavior given a
systematic variation of input parameters (Section 4.3.2).

4.3.1. Automatic calibration of the system effects
Model calibration is the process of estimating the model param-

eters to obtain a match between observed and simulated structures
and behaviors [37, 43]. Automated calibration is a useful tool for
model validation that is mainly based on gradient search and soft
computing methods such as evolutionary algorithms [7]. This cal-
ibration process can be seen as an optimization problem where
the optimal values of the model parameters are searched for by
comparing the outputs of the model with historical data [37].

Identimod offers a calibration tool to select both the objective
variables that fit their historical trends and the effects (i.e., their
intensities) to be calibrated. Within this calibration tool we can man-
ually select the effects to calibrate or to choose a complete effects
calibration where all the system effects are adjusted by the cali-
bration method at once. This module of the DSS also shows the
temporal evolution of the selected variables to be calibrated (before
and after calibrating) together with their historical trends as well as
a numerical deviation measure.

Methodologically, GAs are one of the most-used optimization
methods to calibrate non-linear models [16]. Miller [33] was the first
to use GAs for model calibration as they provide a more powerful
search than classical methods and show some additional advantages,
in particular their capability to explore wider ranges of parame-
ters and parameter settings (with a higher resolution), as well as to
consider potentially non-linear interactions between those param-
eters [46]. Therefore, we use a GA as the calibration engine of
Identimod to automatically adjust the parameters of the effects with
the goal of tuning some objective variable trends.

Specifically, Identimod uses a generational GA with a population
of 100 chromosomes, a k-tournament selection mechanism (k = 3),
and a stopping criteria of 20,000 chromosome evaluations. The GA
design has weak elitism, i.e., the best chromosome is always pre-
served at every generation, and uses a single-objective fitness func-
tion which evaluates how good a chromosome (solution) is by mea-
suring the Euclidean distance between the branding variable model’s
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output and the available empirical data (model fitting).1 The chromo-
somes are integer-based and have a fixed length where their genes’
values are subject to the interval-based constraints of the decision
variables (effect parameters to be calibrated). During its execution,
all the feasible values vi of an effect parameter i can be assigned to
the i -th gene of the chromosome.

The GA initialization of the chromosome consists of creating a list
of possible values for each gene and selecting one of them uniformly
at random. The crossover operator is applied with a probability
pc = 1. It generates two offspring from two chromosome parents by
combining genes using a modified version of the BLX-a real-coded
crossover operator [21], which is adapted for an integer represen-
tation scheme. The crossover operator truncates the selected values
over the gene set of feasible values after randomly selecting the new
value from interval [cmin − Ia, cmax + Ia], where cmax = max

(
v1

i , v2
i

)
,

cmin = min
(
v1

i , v2
i

)
and I = cmax − cmin. v1

i and v2
i are the feasible

decoded values from the genes of the parents. The variable a is the
exploration parameter of the operator and is set to 0.5. Addition-
ally, the mutation operator mutates the genes of the chromosomes
of the population by a probability pm = 0.1 (per gene). If a gene
is to be mutated, the operator generates a new value for it by run-
ning a uniform random distribution over the feasible values of its
corresponding model parameter.

4.3.2. Sensitivity analysis and condition tests
Sensitivity analysis reveals those parameters to which the model

behavior is highly sensitive [42]. Together with calibration, sensitiv-
ity analysis is crucial to further validate the model by exploring its
sensitivity to a particular set of parameter values and inputs [37],
being key ingredients of the quality of a model-based study [42].
Despite its importance, sensitivity analysis is a practice that is
often ignored by practitioners. Moreover, it often covers only a few
parameters or it neglects potential non-linear interactions between
parameters when it is performed [46].

Identimod incorporates a tool for running sensitivity analysis in
which the modeler can see potential non-linear interactions among a
large number of parameters. It is thus possible to determine the con-
fidence intervals for the parameter estimates by performing direct
sensitivity analysis. In some models we can only observe the best
behavior when parameter ranges are constrained to very specific
configurations, but the sensitivity tool of Identimod can run several
changes in variables and ease the observation of the results when
simulating the branding system. Finally, Identimod also allows the
modeler to run another structural validity test, called extreme condi-
tion tests [40]. Such tests involve setting the majority of the variables
to their medium values and some of them to either their maximum
or minimum values. By simulating the model under these conditions
we can compare the output with the expected behavior of the brand.

4.4. Utilization module

A simulation engine is needed to assist marketers in making a
better decision as soon as the model behavior passes the valida-
tion process. Its aim is to understand the effects of what-if scenarios
and apply new marketing strategies through the definition of strate-
gic actions. To set up a simulation, Identimod initially considers the
model built by the graph of variables with interconnected effects
and user-defined initial conditions such as the simulation length (in
months), the period of time of the strategy as well as initial conditions
of the scenario. The modeler can freely modify the scenario to focus
their analysis on partial scenarios of the global branding system.

1 After a preliminary experimentation with different measures we adopted the L2

or Euclidean distance to measure the distance between the output vectors of the
model and the historical data.

Identimod offers a graphical interface to change the initial condi-
tions of the scenario, simulate the branding system, and observe the
simulation outputs. Additionally, marketers and modelers can spec-
ify a management strategy to be applied to the current scenario by
the definition of a set of strategic actions. Every action, assigned to a
variable of the defined scenario, should be defined on an “actionable”
variable (unlocked). The screenshot of Fig. 4 shows the components
of an Identimod simulation with user-defined branding strategies.

In addition to the period of time for its application, the strat-
egy includes a list of actions to be applied to the selected variables
of the scenario. The user of the DSS can define the change in the
variable and how this change is implemented during the simula-
tion if: a) there is a delay in its application, b) the total change in
the variable is split up into different changes by cycles, and c) there
are application restrictions with respect to the variable value limits
and the period of time of the strategy. The list of defined marketing
actions for the scenario is always editable and visible from the simu-
lation view (strategy section in the screenshot of Fig. 4). In the next
sub-sections we will explain how Identimod internally manages the
simulations.

4.4.1. Pre-processing the simulation
The output of a simulation is an array of the state of the N vari-

ables for all the months of the simulation scenario (M). For each step
of the simulation (each month m) and after applying the input effects
on variable vi, Identimod needs to calculate the updated value of the
variable, vi

m, from the previous step value vi
m−1. When the current

step m finishes, all the input effect changes on variable vi are applied
synchronously to obtain vi

m.2

The first step of the simulation engine is to get the active variables
and effects (only active items are received as inputs by the simulation
engine) of the scenario as inputs and pre-process the list of effects
and strategies. The internal infrastructure of the list of effects is based
on a queue policy; for instance, when an effect has a delay, the engine
pre-computes the effect updates by setting its change to the queue
for future application after the specified months of delay. For each
active effect, Identimod creates a complete mapping correspondence
between all the values of the source and target variables by using
four linear functions between the four consecutive pairs of linguistic
terms from the fuzzy effect editor.

4.4.2. Application of strategic actions
When a simulation contains strategic actions, these actions are

assigned to the queue of temporal events. Generally, all the updates
given by strategic actions are also pre-computed during the pre-
processing stage to be applied at the corresponding month. These
updates are stored as an absolute change in value without taking into
account any other change produced by the graph of effects or by the
random behavior of the variables.

The simplest action is a variable change which has neither delay
nor cycle; i.e., it is atomic and immediately applied at the beginning
of the simulation. However a strategic action can be extended with
a delay and/or a cycle. The value of the delay in a strategic action
defines the month when the action is applied for the first time. As
said, when there is no delay, strategic actions are applied between
months 0 and 1; but an action with a delay of d months is applied
between months d and d + 1. The maximum delay must be strictly
lower than total strategy length (Slength).

2 In the preliminary experimentation we checked the differences between applying
all active effects in parallel (synchronously) versus selecting a specific order of them at
each month (asynchronously). As we did not obtain significant differences, we decided
to always run simulations with a parallel effects application (i.e., all effects have the
same priority and thus, they are applied in parallel by default). Likewise, we facilitate
the labor of the modeler who will not have to determine the specific application order
of each effect.
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Fig. 4. Causal diagram and simulation view. The graphical interface shows the simulation output and a list of the strategic actions to be applied when simulating the branding
system.

The other temporal factor of a strategic action is the cycle, which
determines if the value update is applied in a single round, monthly,
quarterly, or biannually. If the action is cyclic, the change in the
strategic action variable is then evenly distributed as partial updates
with respect to this cycle. By default, the partial updates to reach the
desired value of the actionable variable are computed and limited to
the total strategy length Slength minus the specified delay, if it exists.
However, the modeler can specify if a cyclic action can exceed the
strategy period of time (see the corresponding option in the action
dialog in Fig. 4).

4.4.3. Effect propagation and output generation
Once the previous steps are finished, the simulation engine starts

a loop to iterate all the months sequentially. Starting with the values
of the variables in the previous month vi

m−1 (vi
0 in the case of the first

month), the simulation engine performs the following three steps for
each of the M months of the simulation:

1. Application of the pre-processed strategic actions. These
actions modify the corresponding variables by changing their
values according to the strategic action rules.

2. Random noise generation for variables with a random behav-
ior. A random noise generator performs two decisions in a
random variable. Both of them depend on the randomness
weight of the variable yi ∈ (0, 1], defined by the DSS user in
the variable editor, as shown in Section 4.1.1. First, the gener-
ator decides whether or not the noise should be applied at the
current month. The randomness weight yi is used as a thresh-
old of a uniform random distribution for the decision to apply
the random noise to variable vi at month m. If the decision
is positive, the noise is computed and the random weight yi

of the variable also influences how strong the random noise
is. We use a normal distribution with mean l = 0 and stan-
dard deviation s i = MAXnoise ∗ yi to change the value of the
variable; where MAXnoise was empirically set to 0.1 to specify

a maximum possible 10% noise variable perturbation at each
month m.

3. Application of the effects. An effect is computationally defined
by the interpolated functions from the five slider values and
its fuzzy intensity (Fig. 3). Each effect computes the change in
the target values, taking into account the value of the source
variable. All the effect changes are applied independently and
use absolute changes to the target variable.

5. Application to a branding case of a seafood company

Our case study involves a Spanish seafood company that pro-
duces and sells fish and seafood products (e.g., elver and surimi).
Even though the seafood products offered by the company had a
good reputation and perceived quality by customers, the aware-
ness of the main company brand was not high. Marketers wanted
to evaluate three different options: a) keep the current brand image
for all the offered products, b) re-brand and create a new image
for the whole portfolio, and c) re-style the current brand image of
the company. We used a brand architecture called brand relation-
ship spectrum [3] for the definition of the system and scenarios.
This methodology helps marketers create and evaluate coherent and
effective brand architectures with sub-brands, endorsed brands, and
other alternatives.

5.1. Generation module: identifying the variables and their effects

After studying the current branding state and the goals of the
case study with the managers and stakeholders of the company,
we collected all the available data. Five data sources provided by
the company were used to identify and define the set of variables:

• D1: Spanish seafood brand monitoring and research pro-
vided by an independent consulting company. This research
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contains quantitative and qualitative studies. They run eight
panel groups in groups of two customers and in six different
Spanish locations for the qualitative study. For the brand health
quantitative study, they ran 1600 on-line interviews of 15 min
in 2015 and 2016.

• D2: Report with brands’ annual sales of the seafood sector in
Spain in 2015 and 2016.

• D3: Media and ad monitoring from an independent consulting
agency.

• D4: Internal reports and expert knowledge from stakeholders
about the brand situation and creative quality of the brand.

• D5: Kantar World Panel about seafood products manufactured
by the company.

We used Identimod to define the set and to discuss with mar-
keters the branding variables that are applicable to this specific
case. Fig. 5 shows a diagram with the agreed 23 variables together
with their definition, current linguistic values, and the data source
used to model and define them. Our case study model uses all 23
variables, which are also related to the set of five brand equity
components defined by Aaker [1]: brand loyalty, brand awareness,
perceived quality, brand associations, and other proprietary assets
(e.g., competitive advantage).

Fig. 6 shows the causal diagram (with nodes and names in two
views) of the seafood company case with 23 variables and 47 direct
and inverse effects. Direct effects are represented by continuous
arrows and inverse effects by dashed arrows. Each node of the graph
(variable of the branding system) is also colored according to its
current linguistic value.

5.2. Diagnostics module: feedback loops and key variables

The diagnostics user interface shows the feedback analysis for the
seafood company system. This case study has 129 feedback loops,
composed of 72 balancing and 57 reinforcing. It means the case is
stable (s = 0.1162) as there are more balancing than reinforcing
loops. The model is adequately self-organized because the number
of feedback loops is almost the double of the number of variables
(k = 5.6086). When the general analysis of the system is done,
the modeler must examine the feedback loops and the variables
involved. For instance, we see that variables Brand extension and
Brand strength are involved in more than 100 feedback loops each,
and this set has more balancing than reinforcing feedback loops.
This fact means that these variables are central in the model and
well connected to the whole system. More importantly, it is not easy
to change their value as they correspond to a lot of balancing feed-
back loops and are regulated through the dynamics of the branding
system. In general, as happened for this case, increasing the brand
strength needs time to show its strength in a competitive situation
(i.e., market share, perceived leadership, and price premium) [23].

The Name of the brand and Brand vision variables are the key vari-
ables returned by the automatic detection algorithm of Identimod,
and were assigned values of 5.6818 and 6.9545, respectively. The
importance of the first variable resides in its direct and rapid con-
nection to central branding variables such as Personality, Authenticity,
Brand image and Brand affinity. The second key variable, Brand vision,
has direct effects to Brand positioning, Brand extension and Brand
elasticity. Both key variables are related to the brand equity of the
company and have easy access to the central variables and high in-
degree. The key variable analysis also shows that this set of variables

Fig. 5. List of the identified variables of the seafood company case. Source data and current value of the variables are included in the diagram.
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Fig. 6. Structure of the seafood company model using Identimod in two views: one with graph nodes (left) and other with variable names (right).

could be good candidates for performing strategic actions to obtain
quick changes in the system. Generally in Identimod, the key vari-
able diagnostic tool can also help modelers detect inconsistencies in
the model, because the key variables of the model might match the
key aspects of the brand reality of the case. Once detected, the model
can be further refined through the iterative modeling process.

5.3. Validation module: replicating historical brand trends

Product image (13), Brand image (14), and Brand awareness (15)
are the objective variables with historical data selected to calibrate
the system. In the case of these variables, historical data for the
Product image was obtained from Kantar World Panel on fish prod-
ucts in Spain (data source D5), and historical data for Brand image and
Brand awareness was collected from the qualitative and quantitative
brand tracking studies of an independent company (data source D1).
Additionally, the objective variables to be fitted must be involved in
the most important dynamics of the system to modify their value
when the genetic algorithm (GA) automatically adjusts the effects
of the system. The feedback analysis of the diagnostics module can
be used to identify those variables involved in a high number of
feedback loops.

By running the GA algorithm of the calibration tool, the three
objective variables achieve a combined fitting value of 96.2% (98.1%
for variable Product image, 95.9% for Brand image, and 94.6% for Brand
awareness). This is done by adjusting the parameters of the effects
that have low confidence for modelers and marketers, however, the
use of the calibration tool must be iterative since the modeler must
also determine if the dynamics and trends of the variables are cor-
rect. Although the automated calibration is a useful tool for modeling
this kind of system, the calibration results should be analyzed with
caution [37]. The modeler must carefully analyze the calibration
results, check the entire model, and study if it is possible to better fit
the historical trend by modifying the system or if it is an acceptable
calibration for the model. When the DSS user is satisfied with the cal-
ibration results, they can consolidate the modified model parameters
to be used in the iterative Identimod modeling process.

Fig. 7 shows a screenshot of a sensitivity analysis for the case,
where the modeler is able to test variable changes to an inde-
pendent variable (Leadership) and the final simulation effects on

the dependent variable (Competitive advantages). In this example, we
observe how the results are logical; when Leadership is decreasing,
the Competitive advantages of the fish products brand with respect
to competitors decreases as it also affects the Brand positioning
(variable 9). When running the analysis, the rest of the model and its
variables keep their values, then the modeler must analyze the sen-
sitivity analysis results and see if the impact, sign of the change, and
speed of change are appropriate.

5.4. Utilization module: evaluating three branding strategies

Managers of the company wanted to know the best option to
establish a house of brands [3] for their portfolio of products. They
defined three main strategies: a) keep the current brand image,
b) rebrand the company, and c) restyle the current brand. In order to
accomplish this set of scenarios in Identimod we defined the three
simulation scenarios for a time span of four years. We also defined
the needed strategic actions for each scenario as having a strategy
duration of one year. The strategic actions are applied to a set of six
linguistic model variables depending on the scenario. These actions
are shown in Table 1.

Performing a rebranding of the seafood company directly implies
the brand awareness fall to a zero value (variable 15, Brand
awareness). Then, it is necessary to increase the customers’ aware-
ness by marketing and advertisement campaigns. In the case of a
re-styling, the brand awareness fall is less important. For all the
three scenarios we define the same costs for the marketing cam-
paign by including a strategic action to variable Ad investment that
increases its linguistic value to High (i.e., 1,5 million euros). Also,
the action for the design of the packaging (increase variable Packag-
ing design to Attractive) is equal for the three scenarios because of
the lack of differences in keeping, rebranding, or re-styling the com-
pany. Finally, strategic actions on Personality, Name of the brand, and
Brand identity codes differ on the three scenarios as both rebranding
and re-styling look to increase and change the current brand values.
However, when rebranding the company, the new linguistic values
of these three variables are closer to their optima.

Fig. 8 shows the simulation outputs in Identimod for the evolu-
tion of variables Brand image, Brand awareness, Purchase considera-
tion, and Brand extension when applying the set of strategic actions
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Fig. 7. Sensitivity analysis in Identimod for the seafood company case. This window shows the evolution of Competitive advantages when different actions are performed on
Leadership.

for keeping the brand (left image) and rebranding it (right image).
We can see how the ad investment quickly increases the value of
the Brand awareness with the current brand (plot on the left of the
image). We can also see how the branding system increases the
values of Brand image and Purchase consideration when the aware-
ness variable is above 75% of its optimum value.

In the marketing scenario of totally rebranding the company
(right plot of Fig. 8), changing the awareness of the brand from a
very low value is difficult even with high ad investment from the
company. The reset of the obtained brand awareness by rebranding
the company penalizes the values of the Brand image and Purchase
consideration during the four-year simulation.

Fig. 9 shows the same plots for comparing the current brand sce-
nario and a re-styling of the brand. In the case of re-styling the brand,
there is a decrease on the brand awareness (variable 15) and its
value is recovered after one year of ad investment (represented by
a vertical blue line on the graph). The same applies for Brand image
and Purchase consideration which only improve their values after one
year. The influence of the brand in terms of Purchase consideration is
also slightly better when keeping the current brand with respect to a
brand re-styling.

To sum up, the simulations and strategic actions on what-if sce-
narios in Identimod suggested that, for this validated case study,
the most recommendable strategy is to keep the current brand
and only act on less internal branding variables such as Personality

(e.g., value, mission), Brand identity codes (e.g., colors, fonts, icons),
and an improvement on the Packaging design. In a four year time
span, a focus on a deeper branding change is not worth the invest-
ment. However, a re-styling of the brand could also be positive for
the company in a longer term scenario, since it seems to reinforce
the Brand image and Brand awareness of the seafood company.

6. Final discussion and future work

In this paper we have proposed Identimod, a new methodology
and DSS to model branding problems. Identimod is based on soft
computing and Vester’s sensitivity model (VSM) which are appro-
priate techniques to deal with the intangible variables, uncertainty,
linguistic terms, and the complexity that can be found in this type
of managerial problem. This paper does not just present the DSS
but provides the complete modeling process for branding, divided
into four different modules. These modules range from the initial
identification of the intangible fuzzy variables to the utilization of
the final validated model by marketers and decision makers.

We highlighted the importance of involving stakeholders in
the brand modeling for its acceptance, and Identimod is therefore
designed to support the stakeholders’ discussion and the model
agreement in a participatory modeling process through the stages
of the four modules. These modules follow an iterative and cyclic

Table 1
Strategic actions on the linguistic branding variables for the three scenarios.

Variable Keep brand image Rebrand the company Restyle the company

(3) Personality Slightly increase above Generic Increase to Very defined Increase to Defined
(4) Name of the brand N/A Move to Symbolic Move to Toponymic
(15) Brand awareness N/A Decrease to Very low Decrease to Medium low
(18) Ad investment Ad investment to High from Very low
(19) Brand identity codes Slightly increase above Low differentiation Increase to Very distinguishable Increase to Distinguishable
(20) Packaging design Increase design up to Attractive
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Fig. 8. Identimod simulation outputs a list of strategic actions when comparing the current scenario (left image) and a rebranding strategy (right image).

process needed to create, diagnose, validate, and simulate brand-
ing applications. The DSS incorporates the linguistic definition of
variables and effects, along with visual graphs and straightforward
simulation tools. In addition, Identimod provides the modeler with
specific tools for studying the structure of the model and validating it
by means of automatic methods. These methods also represent novel
applications of advanced computational techniques; for instance,
genetic algorithms (GAs) for automatic calibration of VSM, and social
network analysis metrics for key variable detection.

We applied Identimod to the branding problem and to market-
ing data from a seafood company in Spain. The case demonstrated
that, by using Identimod, marketers are able to answer some of the
most important and difficult questions of the branding problem of

an organization [25]. Some of the questions that can be analyzed by
Identimod for real branding problems are:

• How stable is the brand equity of the organization?
• How does the effectiveness of marketing drivers of brand

equity change over time?
• Which attributes of the product are the most stable and bene-

ficial for a brand over time?
• What is the relative impact of company actions, agents, and

customers on brand equity?

The managerial benefits of Identimod are clear. The DSS helps
modelers defend their model with the different stakeholders of the

Fig. 9. Identimod simulation outputs and list of strategic actions when comparing the current scenario (left image) and a re-styling strategy (right image).
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firm. As pointed out by Voinov and Bousquet [51], only by includ-
ing stakeholders and managers within the modeling phase can we
ensure the results’ adoption. Stakeholders and marketers are also
able to learn about the interactions within their system and likely
consequences of their decisions when using a type of DSS like Iden-
timod. Another managerial benefit of Identimod is its intensive use
of validation tools and diagnostics, which increases the model con-
fidence level and thus facilitates its adoption by decision makers. To
our knowledge, this is the first DSS for branding problems that put
emphasis on the stated key aspects.

However, the presented work has some limitations. Although
Identimod works with fuzzy variables and effects, the internal
simulation engine does not use fuzzy reasoning but instead precise
values. One future improvement is to work on the simulation engine
of Identimod by considering more sophisticated simulations based
on fuzzy logic. Additionally, the utilization module of Identimod is
lacking automatic methods, which would reduce modeler efforts.
Along these same lines, an optimization method based on soft com-
puting and evolutionary algorithms, able to find the best branding
strategy in an automatic way, could add more value to the DSS. The
stated automatic strategy generator could also incorporate the spe-
cific costs of the different marketing actions to provide managers
with a DSS that can balance the benefits of the strategic actions and
their implementation costs.
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