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a b s t r a c t

An increasing number of studies have addressed the impact of Audience Response Systems
(ARS) on academic performance at all stages of education, although the evidence does not
seem conclusive. With the aim of shedding light on the extent and diversity of the research
outcomes, we conduct a meta-analysis of studies worldwide on this topic to assess
whether the exam scores of students included in ARS experiments achieve better results
than others taught using more conventional teaching tools. From an initial sample of 254
studies, data from 51 papers published between 2008 and 2012 (involving 14,963 par-
ticipants) that set academic quality criteria, were extracted and analyzed following tech-
nical protocols for meta-analyses. Their high degree of heterogeneity shows that the effect
of ARS on exam scores seems to be moderated by specific features. So, through a random-
effects model, our results provide a positive, although moderated pooled effect of ARS on
examination scores that is much greater in experiments performed in non-university
contexts (Hedges' g ¼ 0.48; S.E. ¼ .2665) than at the university level (Hedge's g ¼ 0.22,
S.E. ¼ .0434). Specifically, the categories of university disciplines in which ARS in-
terventions are implemented seem to influence their usefulness for achieving better ac-
ademic marks, being more effective when either Pure Soft Sciences or Applied Hard
Sciences are considered. These findings might provide guidance for governments, re-
searchers and educators into the effectiveness of learning based on the new interactive
technologies.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Today the role that the so-called Information and Communication Technologies (ICTs) have played as an innovative
teaching support in university education is undisputed (Caird & Lane, 2015). According to researchers such as Lantz (2010)
and Lara, Lizcano, Martínez, Pazos, and Riera (2014), in Europe ICTs have helped overhaul teaching methods in the wake
of the implementation of the European Higher Education Area by responding to the new needs of the teaching-learning
process and optimizing their adaptation to the economic-social environment.
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The academic literature illustrates perfectly what ICTs have achieved with respect to student learning (Padilla-Mel�endez,
�Aguila-Obra, & Garrido-Moreno, 2015; Webster & Son, 2015), and demonstrates the limitations of traditional teaching ap-
proaches, including less active learner (university student or school pupil) involvement in the classroom (Stowell, Oldham, &
Bennett, 2010) and the lack of periodic feedback on the degree to which the knowledge conveyed has been assimilated (Gok,
2011).

Among the ICT-based tools used to support teaching that can be highlighted are the so-called Audience Response Systems
(hereinafter, ARS). Following DeSorbo, Noble, Shaffer, Gerin, andWilliams (2013: 531), an ARS can be defined as “an interactive
electronic tool used to survey an audience for their responses to specific questions”.

The current paper uses a meta-analysis to summarize the prior evidence for the effectiveness of ARS for improving the
academic score of students by education level and academic disciplines compared to other learning methods.

Following Fern�andez-Alem�an, S�anchez, L�opez, and L�opez (2014), ARS were first used in US universities in the nineteen-
sixties, although it was not until the nineteen-nineties that their use began to become widespread. From the technical
point-of-view, ARS are normally based on a receiver system connected to learners' computers (which are in turn permanently
linked to a projector), combined with a series of small hand held response devices that learners use to send a signal to the
receiver system (King & Robinson, 2009). Students can thus use their devices to respond to the questions that the instructor
brings up on the screen (or an interactive whiteboard). These are usually in the format of a Power Point presentation or
similar. Following Sutherlin, Sutherlin, and Akpanudo (2013), the questions can be multiple choice (in which the learner has
to choose one answer as correct); questions in a trueefalse format; fill in the blank or numerical questions and, as Desrochers
and Shelnutt (2012) also consider, short word answers. Once the question has been answered by the learners, it is processed
by the software in the instructor's computer, which checks the results of the test in real time (DeSorbo et al., 2013; Tlhoaele,
Hofman, Naidoo, & Winnips, 2014).

The main advantages of this tool are, first, that it enables learners to be anonymous and so provides an incentive to
participate for any learners who are usually too shy to do so (Bojinova & Oigara, 2013), reducing conformity, shame and
anxiety in class (Stowell& Nelson, 2007; Stowell et al., 2010); and, second, that it enables information to be processed quickly
and easily, both for instructors and for learners (Duncan, 2007; Hill & Babbit, 2013; Wood, 2004), thus enabling any concepts
that have not been properly assimilated to be emphasized (Vana, Silva, Muzyka, & Hirani, 2011).

However, there are also some disadvantages to the ARS method, particularly the following: malfunctions (Desrochers &
Shelnutt, 2012) produced by technology failures (White, Syncox, & Alters, 2011) e mainly in signal transmission (Guse &
Zobitz, 2011); economic barriers, due to the high initial cost of acquiring the system, as stated by Desrochers and Shelnutt
(2012) and Fern�andez-Alem�an et al. (2014). King and Robinson (2009) and Rothman (2014) state that this means that on
some occasions the cost has to be passed directly on to learners. Other authors, such as White et al., (2011), also consider the
possibility of cheating as one of the most worrying disadvantages of ARS use, although for Roberson (2009) this technology
has the opposite effect, limiting cheating during examinations.

As Arnesen, Sivertsen Korpås, Hennissen, and Birger (2013) and Costello (2010) suggest, technological advances, especially
the spread of Wi-Fi networks to campuses and, to a lesser extent, high schools, combined with the success of smartphones,
enables the main disadvantages of ARS to be overcome. For example, today it may be enough to have the computer connected
to the projector and use smartphones (Arnesen et al., 2013; Stav, Nielsen, Hansen-Nygård, & Thorseth, 2010), tablets
(Bryfczynski et al., 2014) or laptops (Costello, 2010) as response devices. Downloading ARS applications to these devices or
using free web-based software thus makes it possible for the use of ARS to be generalized at a much lower cost (Fern�andez-
Alem�an et al., 2014; Hecht, Adams, Cunningham, Lane, & Howell, 2013).

From an academic point-of-view, as Blasco-Arcas, Buil, Hern�andez-Ortega, and Sese (2013) and Rothman (2014) state,
research on the use of ARS applications in teaching is quite recent, although studies can be found that cover different aca-
demic levels and a range of disciplines. By education level, most studies focus on the university environment, where ex-
periments have been carried out in a number of disciplines in the Experimental Sciences (Addison, Wright, & Milner, 2009;
Nicol & Boyle, 2003), the Health Sciences (Levesque, 2011; Patterson, Kilpatrick, & Woebkenberg, 2010) and the Social Sci-
ences (Castillo-Manzano, Castro-Nu~no, Sanz Díaz, & Y~niguez, 2015; Stowell & Nelson, 2007). Studies have also been carried
out at pre-university levels (Wash, 2012) for both primary education (DeSorbo et al., 2013) and secondary education (Barnes,
2008; Kay, 2009).

Broadly-speaking, these studies pursue objectives that, on the one hand, focus on learners' attitudes and perceptions
regarding the application of ARS and on the effects that they have on the learning process; and, on the other hand, there are
studies that analyze the impact of these tools in terms of academic performance.

The methodology used in the majority of the studies in the first group is usually interview- and survey-based. Using a
Likert scale and implemented among the learners involved in the experiment, they are used to build a database and the data
are analyzed descriptively and statistically (detailing indicators, such as the mean, mode frequency analysis, etc.). These
studies use a wide range of outcomes to analyze the effects of ARS on learning, whether they aim to evaluate the learner's
involvement in the classroom or active learning (Gauci, Dantas, Williams, & Kemm, 2009), or one or various related aspects,
such as increases in attendance (Lattesa & Mouw, 2005; Preszler, Dawe, Shuster, & Shuster, 2007; Schackow, Chavez, Loya, &
Friedman, 2004), attention levels (Burnstein & Lederman, 2001; Cue, 1998; Gachago, Morris, & Simon, 2011); and engage-
ment (Cain, Black,& Rohr, 2009; Freeman, Haak,&Wenderoth, 2011; Preszler et al., 2007; Stowell& Nelson, 2007), classroom
interactivity and participation (Bright, Reilly Kroustos, & Kinder, 2013; DeBourgh, 2008; Denker, 2013; Siau, Sheng, & Nah,
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2006; Sprague& Dahl, 2010); the fostering of peer discussion (Berry, 2009; Nicol& Boyle, 2003; Smith& Rosenkoetter, 2009)
and peer instruction (Fies & Marshall, 2006); and even formative assessment (Beatty & Gerace, 2009).

While ARS are widely advocated for their capacity to enhance learner motivation and engagement overall for large classes
(Cheong, Bruno, & Cheong, 2012; Draper & Brownw, 2004; Gok, 2011), it is not so clear that they lead to improved learner
academic performance in terms of exam scores (Arnesen et al., 2013; Berry, 2009; Fortner-Wood, Armistead, Marchand, &
Morris, 2013; Han, 2014). In this environment, research is not conclusive. On the one hand some studies, such as Bright et al.
(2013), Levesque (2011) and Mostyn, Meade, and Lymn (2012), report some degree of positive correlation between the use of
ARS and perceived learning through specific exams results. Conoley, Croom, Moore, and Flowers (2007) and Mostyn et al.
(2012) associate these better results achieved with ARS with the feedback that learners receive with this technology.
However, and to the contrary, Gauci et al. (2009) note that the better results achieved in grade marks with ARS use are linked
to greater learner participation.

However, other studies state that the effect of ARS use is not sufficiently significant in terms of learners' examination
scores, and that the evidence found is not sufficiently robust to state that groups included in an ARS experiment achieve
better results than others that are taught using more conventional alternative teaching techniques. This is the case of studies
such as Anthis (2011) and Patterson et al. (2010), which compare the academic results obtained to those using a raised hand
response, when exactly the same questions are asked.

Among the possible explanations for this unclear effect we find studies that state that the benefit of ARS in terms of learner
scores is dependent upon specific factors linked directly to an individual's intrinsic characteristics, such as prior academic
performance (Addison et al., 2009) or gender (Kang, Lundeberg, Wolter, DelMas, & Herreid, 2012). In others, such as
FitzPatrick, Finn, and Campisi (2011), the outcomes regarding the scores are different depending on the subject in which the
experiment is done.

Finally, Elicker and McConnell (2011) analyze the effect of ARS on participation in class and examination performance and
compare it to the effects of other, more traditional teaching techniques (hand-held flashcards, and hand raising). They
conclude that although learners like the technological method more, no differences can be seen in examination results.

Authors such as Arneja, Narasimhan, Bouwman, and Bridge (2009) offer false positives as another explanation for the lack
of consistency in the findings when evaluating the effectiveness of ARS in score terms, highlighting the bias introduced by the
favorable attitude of instructors and learners alike to new technologies, dubbed the “Hawthorne effect”.

The debate aroused around the question of the effectiveness of ARS in teaching is also brought to light in the various
literature reviews published on the topic in recent years, including those by Caldwell (2007); Fies and Marshall (2006); Han
(2014); Judson and Sawada (2002); Kay and LeSage (2009); Keough (2012) and Simpson and Oliver (2007). To be specific, on
the one hand Kay and LeSage (2009) state that the use of ARS improves learning performance, although they recognize that
research combining qualitative and quantitative methods needs to be done to analyze this aspect. On the other hand, Han
(2014) states that although the use of ARS is positive in learners' perceptions of their engagement and learning, the effect
of their use in enhancing learner performance is not so evident, as a result of which he considers that quantitative research
methods need to be applied that help close gaps in the literature on this topic.

These criticisms seem to be confirmed by the lack of studies that have applied a meta-analysis to analyze the effectiveness
of ARS as a teaching tool. As far as we know, there are only two obvious studies to date. The first of these, by L�eger, Bourque,
and Richard (2010), performs a meta-analysis to test the effectiveness of ARS for academic outcome. Said study, which finds a
positive relationship between ARS use and learner outcome, has the limitation that it uses a small sample composed of only
eight scientific articles (with a total of 17 estimates), the last of which is for 2009. A subsequent meta-analysis by Nelson,
Hartling, Campbell, and Oswald (2012) seeks to determine the effects of ARS use on teaching outcomes in the area of the
Health Sciences. Said meta-analysis looks at 21 studies up to 2010 and concludes that ARS use can improve knowledge
outcomes in the short and long term.

However, meta-analysis is a methodology that has been used in a number of studies in the area of teaching and education.
As an example, both more general meta-analyses that study the impact of computer technology on education (Archer et al.,
2013; Liao, 2007; Schmid et al., 2014; Tamim, Bernard, Borokhovski, Abrami,& Schmid, 2011) can be cited, and also others that
analyze the use of more specific traditional educational tools and methods in the learning process, such as concept and
knowledge maps (Nesbit & Adesope, 2006); bilingualism (Adesope, Lavin, Thompson, & Ungerleider, 2010); mobile devices
(Wu et al., 2012); verbally redundant presentations (Adesope&Nesbit, 2011); virtual patients in medical education (Consorti,
Mancuso, Nocioni, & Piccolo, 2012); instructional support in game-based learning (Wouters & Van Oostendorp, 2013);
intelligent tutoring systems (Ma, Adesope, Nesbit,& Liu, 2014); virtual reality technology-based instruction (Merchant, Goetz,
Cifuentes, Keeney-Kennicutt, & Davis, 2014), and argumentation in computer-supported collaborative learning (Wecker &
Fischer, 2014).

The present article seeks to offer the most comprehensive analysis to date of the effectiveness of ARS for learner academic
performance at a time when the cost of using the system has fallen dramatically. Specifically, our research contributes to the
literature by performing ameta-analysis of the effects of ARS use based on previous empirical studies on this topicworldwide.
In this respect, taking all the foregoing into account, our study is justified both by the advances and extraordinary progress
achieved by publications on the topic in recent years, and the lack of application to date of a robust methodology that enables
a quantitative synthesis to be carried out of their results.
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2. Methodological issues

2.1. Research questions

We aim to respond to the following research questions:

� are better examination scores achieved by learners who use ARS, with its immediate feedback, to prepare content and as
an evaluation method, than learners who do not use ARS in any phase of the learning-teaching process?

� do the new teaching technologies based on interactive involvement with ARS achieve better, worse or similar academic
results to other methods?

� is the effectiveness of ARS dependent on education level, high school compared to university, for example? And, within the
university, does the effectiveness of ARS vary from one academic discipline to another?
2.2. Search strategy

During the process to find relevant studies for our meta-analysis two researchers exhaustively consulted typical electronic
bibliographic databases using a double-blind process and without having any contact with one another. The databases
included Web of Science, Google Scholar, Science Direct and Scopus, as well as databases specifically devoted to educational
affairs, such as ERIC (Education Resources Information Center), Education Research Databases and ProQuest® Education
Journal, for the time period of 1970 to March 2015, since, as commented in the introduction, ARS first started to be imple-
mented in the nineteen-sixties.

During a second phase, searches were done of the references sections in the papers found in the above-described search to
find additional references. Similarly, articles with systematic reviews of the preceding literature and two previous meta-
analyses found in the databases, as commented in the previous section, were also reviewed in depth in order to find any
possible further papers on the subject.

Twenty search terms were used1 that fitted in with the definition of ARS given in the Introduction, irrespective of the
commercial brand, to ensure that all the relevant studies on the topic were considered.

The initial search process returned 254 studies.
2.3. Screening and codification

Using the results of this initial search as our basis, a series of criteria were implemented to select the studies for
consideration in the meta-analysis. These had to be studies that specifically:

1. Contained original data based on experiments done on learners (not on teachers) and that isolated and quantified the
effectiveness of ARS. Any other studies that used ARS in combination with other innovative teaching tools and did not
enable the individualized result of ARS use to be extracted were excluded.

2. Evaluated the effectiveness of ARS objectively using learners' examination scores as a measure of academic performance
(and that had precision measurement systems in place that enabled the rigor of the findings to be clearly seen). Studies
that considered other outcomes related to the learning process with ARS use, such as attitudes, perceptions, learner
satisfaction, ability to retain knowledge, feedback, stimulus for peer-discussion among learners, level of engagement or
motivation, opinions and any other factor that was subjective, were all rejected. In this regard, we know that scores may
not capture the full process of learner learning, but we focus on exam scores because, following Mohr (2013), they are the
most direct measure of academic performance, specifically when innovative strategies are applied in large sized classes.

3. Compared the scores of learners who had used ARS as a learning or assessment tool with those of learners who had not
used the system or had used a different learning or assessment system. To put it another way, studies that included control
groups.

4. Were published in accordance with internationally accepted quality criteria; in other words, papers published in journals
indexed in the Journal Citation Reports (of both Science Citation Index and the Social Science Citation Index).

5. Were published after 2008 and up toMarch 2015. The year 2008was chosen as the beginning of the time period due to the
fact that Kay and LeSage (2009) stated in their exhaustive systematic review of studies on ARS that ameta-analysis was not
feasible with the literature available up to said year because of the lack of a formal statistical evaluation approach in the
majority of the studies.
1 The specific keywords used were: audience-response devices, audience-response systems, audience response technology, BYOD (Bring your own
device), classroom communication systems, classroom performance system, classroom response systems, clickers, electronic classroom voting systems,
electronic response systems, electronic student response technology, group response systems, interactive classroom communications systems, keypad,
personal response systems, personal response units, real-time polling, student response systems, voting machines and wireless course feedback systems.



J.I. Castillo-Manzano et al. / Computers & Education 96 (2016) 109e121 113
In short, two other researchers in our research group independently analyzed the initial 254 papers and rejected any that
did not comply with the previously established criteria, noting the reasons for their exclusion. Any issues that had arisen
during the codification process were discussed and settled by consensus.

The two researchers in question codified information about these studies in keeping with the following parameters: (a)
place where the experiment had taken place; (b) level of education (university or non-university); (c) field of study, following
a classification based on the proposals of Becher (1989), Biglan (1973) and Lam, McNaught, Lee, and Chan (2014); (d) duration
of the experiment; (e) intervention group size; (f) intervention group profile; (g) control group size; (h) experiment design; (i)
statistical evaluation methods; (j) way that the results were expressed, and (k) accuracy of the results.
2.4. Sample characteristics

After applying our selection criteria, 33 papers remained to be coded, with a total of 14,963 participants in the intervention
groups. The sample estimates for our meta-analysis were taken from these papers, and totaled 53 in all. Of these, 41 were
independent estimates obtained from experiments performed on different samples and, in some cases, even from the same
study (e.g., Kang et al., 2012 with 8 independent estimates from different samples). The remaining estimates (12) up to a total
of 53 for the sample were combined estimates of dependent outcomes (59 dependent estimates in total), i.e., taken from
experiments that measured the effectiveness of ARS taking into account the same groups (e.g., Christopherson, 2011 provided
6 dependent estimates that result in 1 combined estimate).

The sample size was greater than that of the other two meta-analyses cited in the preceding section on ARS, which only
contained 17 (L�eger et al., 2010) and 21 (Nelson et al. (2012) estimates, respectively.

Focusing on the characteristics of the studies considered in our sample, the following special features can be highlighted:

(i) by geographical area, most studies (20) were carried out in North America (19 exclusively in the United States and one
for learners in the United States and Canada); followed by Europe (5 studies: 3 in Spain and 2 in the United Kingdom);
Asia (4 studies, specifically in Taiwan, Singapore, China and Japan); and finally, Australia (2 studies) and Africa (2, one in
South Africa and the second in Nigeria).

(ii) according to the level of education, university and post-university learners at any stage were the most frequent
research populations in our sample (in 28 of the 33 studies considered), compared to lower levels of education (in the 5
remaining studies, specifically Agbatogun, 2012; Barnes, 2008; DeSorbo et al., 2013; Mun, Hew, & Cheung, 2009; and
Vital, 2012).

(iii) by field of education, as previously commented, we used the codification of our selected studies according to a clas-
sification of disciplines into 2 dimensions and 4 categories inspired by the well-known Becher (1989) and Biglan (1973)
approaches, developed by Lam et al. (2014):
Dimension 1: Pure Sciences
Category 1.1 Pure Hard: natural sciences and mathematics.
Category 1.2 Pure Soft: humanities and social sciences.

Dimension 2: Applied Sciences
Category 2.1 Applied Hard: science-based professions and engineering fields.
Category 2.2 Applied Soft: social professions, education, social work and law.
Following this classification our sample, grouped by discipline, is relatively balanced, with 9 studies in the pure soft
category; 8 in applied hard; 6 in pure hard, and 5 in applied soft.

(iv) all the experiments consisted of using ARS in treatment groups compared to control groups that did not use the device.
The type of voting method used for comparison stood out in some cases, such as raising hands (Fern�andez-Alem�an
et al., 2014); paddles (Brady, Seli, & Rosenthal, 2013); mobile polling (Sun, 2014) or holding up response cards
(Desrochers & Shelnutt, 2012). Regarding the type of test, while some studies in our sample used ARS in lecture classes
and tested the results in a final examination (e.g., Castillo-Manzano et al., 2015), in many the final grade was usually a
result of tests done using ARS (e.g., Morling, McAuliffe, Cohen,& DiLorenzo, 2008; Patterson et al., 2010; Tlhoaele et al.,
2014; and Vital, 2012). In other cases, students were awarded points for attending classes in which ARS were used
(Mayer et al., 2009) or were given a grade based on their involvement, regardless of whether the answer was correct or
not (FitzPatrick et al., 2011). If we analyze the question format, most of the studies in our sample used some type of
multiple choice questions (e.g., Castillo-Manzano et al., 2015; Desrochers & Shelnutt, 2012; Millor et al. 2015; Morling
et al. 2008; and FitzPatrick et al., 2011) or even true/false questions (Christopherson, 2011).

(v) from the perspective of the different methodologies used and the subsequent way of reporting the results, the majority
of the studies considered expressed their findings in a comparison of the treatment group and the control group,
basically in the form of means differences with post-data (as in e.g., Liu, Gettig,& Fjortoft, 2010 and Rothman, 2014), or
pre-post data for both groups (as in e.g., FitzPatrick et al., 2011, and Lin, Liu,& Chu, 2011). In certain cases, such as in the
Levesque (2011) study, where the results of an experiment were expressed in more than one way (e.g., both means
differences and correlations) the decisionwas taken to select either the result that was most similar in methodological
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terms to the other studies considered (so as to facilitate the calculation of the size of the effect), or the overall result,
should one exist, that synthesized the foregoing partial results (e.g., Patterson et al., 2010).

3. Results and discussion2

3.1. Extracting data and calculating effect sizes

As stated above, from the 33 studies that remained after applying our inclusion/exclusion criteria, we obtained a summary
of 53 estimates (in fact, our meta-analysis sample), as several of the studies provided multiple outcomes.

Using Comprehensive Meta-Analysis (CMA) softwareeversion 3.3.070 (www.meta-analysis.com), we transformed each
effect of ARS on academic scores from all individual studies into a common measure of effect size (ES). Taking into account
that most of the estimates from primary studies were reported as the difference in means between the ARS treatment and the
control groups, we opted to consider a typical summary measure for continuous data from the so-called ‘d-family’ in terms of
standardized mean difference (see Lakens, 2013). The measure that we chose to consider was the common Hedges' g instead
of the popular Cohen's d. Both of thesemeasures consist of the standardized estimate of the difference inmeans divided by the
pooled standard deviation, although following scholars such as Adesope and Nesbit (2011), Lipsey and Wilson (2001) and
Hedges and Olkin (1985), Cohen's d may bias effect sizes because of differential sample sizes across primary studies. As this
bias can be reduced by a correction proposed by Hedges (1981), we calculated the effect sizes for our sample of estimates from
this unbiased estimate or the Hedges' g standardized mean difference to minimize scale differences.

When estimates from primary studies were provided in the form of other statistics (e.g., point estimates, such as in
Castillo-Manzano et al., 2015), the CMA softwarewas applied to obtain equivalent transformations in term ofHedges' g ES (see
Borenstein, Hedges, Higgins, & Rothstein, 2009).

Table 1 shows the Hedges' g and basic descriptive statistics for all the studies considered in our meta-analysis, according to
Adesope et al. (2010), Adesope and Nesbit (2011) and Wecker and Fischer (2014), among many others. In our case this un-
biased estimator suggested by Hedges and Olkin (1985) could be interpreted as a standardized ES mean difference between
treatment-control groups, i.e., the difference in mean examination scores or achievement between learners who used ARS for
any part of the teaching-learning process (e.g., as a tool for exam response or to analyze partial tests on subject content),
compared to other learners who, instead of ARS, used other or traditional teaching tools (hand-raising, pencil and paper),
divided by the pooled standard deviation of the two groups.

In our sample, 11 studies provided independent experiments (based on interventions over different treatment and control
groups) that led tomultiple and independent outcomes that we have representedwith a subscript number added to the study
name in Table 1 (e.g., Kang et al. 1, Kang et al. 2, Kang et al. 3, and so on). Other studies evaluated the effects of ARS using
similar constructions of both treatment and control groups (e.g., the same intervention group with different control groups),
resulting in dependent outcomes. In order to resolve this statistical dependence and generate a real sample of independent
ES, following previous meta-analyses, such as Merchant et al. (2014) and Nesbit and Adesope (2006), we transformed these
multiple dependent outcomes into a single combined estimate through a weighted average ES. This was the case for studies
such as Castillo-Manzano et al. (2015), Gauci et al. (2009), Morling et al., (2008) and Vital (2012), for example. Table 1 presents
in total 11 studies with independent estimates, and 12 combined estimates derived from dependent results from different
studies.

Bearing in mind that positive ES would indicate a favorable impact on examination scores when learners have used ARS
during the teaching-learning process, and using the definition of ES considered by Cohen (1988) to assess the obtained ES
(large ES if > 0.8, moderate ES if between 0.5 and 0.8, and small ES when between 0.5 and 0.2), we can see in Table 1 that
77.35% of estimates reported a positive ES; 18.87% (10 out of 53 estimates) gave a negative ES, and only 2 estimates provided a
neutral ES (Kang et al. 4, 2012 and Roberson 2, 2009). Specifically, the Hedges' g varied in a range between the value for
DeSorbo et al. (2013) (g ¼ þ35.8810, SE ¼ 1.9127), and the ES for FitzPatrick et al. 2 (2011) (g ¼ �1.0183, SE ¼ 0.2748).

3.2. Statistical procedure and heterogeneity diagnosis

We synthesized the overall 53 Hedges' g from Table 1 into a Summary Effect (SUE) computed by the weighted mean of ES
for a 95% confidence interval of statistical significance, where, following typical meta-analytic, technical and practical pro-
cedures (see e.g., analytic expressions by Adesope et al., 2010; Borenstein, Hedges, Higgins, & Rothstein, 2010; Castillo-
Manzano & Castro-Nu~no, 2012; Castro-Nu~no, Molina-Toucedo, & Pablo-Romero, 2013; Glass, McGaw, & Smith, 1981; Lip-
sey & Wilson, 2001), each ES is computed in the SUE inversely weighted by its precision (statistical weight). The resulting
values are given in Table 2, where we also include the assessment of variability in ES through a heterogeneity analysis.

Following Huedo-Medina, S�anchez-Meca, Marín-Martínez, and Botella (2006) and Lipsey and Wilson (2001), we tested
the assumption of homogeneity between estimates using the Q statistic following a chi-squared distributionwith k-1 degrees
of freedom (k¼ number of ES, 52 in our case). The excessive Q obtained (Q¼ 705.815) led us to reject (at level p < .05) the null
hypothesis of homogeneity, indicating that the variability between ES was higher than could be expected from pure
2 All the outcome graphics from our meta-analysis are available from the authors upon request.
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Table 1
Descriptive statistics of overall sample of studies and estimates.

Study name a No. of
combined
multiple
dependent
outcomes

Treatment
group size

Education level Category of
university
disciplines

Hedges' g
(effect
Size)(ES)

Standard
error (SE)

Lower and upper
confidence interval
(95% level)

Z-
Value

p-
Value

Agbatogun, 2012 41 Non-university 1.5493 0.2816 0.9973 2.1013 5.5012 0.0000
Barnes 1, 2008 25 Non-university 0.3119 0.3053 �0.2864 0.9103 1.0217 0.3069
Barnes 2, 2008 17 Non-university 0.3325 0.3186 �0.2919 0.9569 1.0438 0.2966
Brady et al., 2013 83 University Pure soft 0.3914 0.1606 0.0765 0.7062 2.4364 0.0148
Castillo-Manzano

et al., 2015
2 119 University Applied soft 0.4230 0.3919 �0.3452 1.1912 1.0793 0.2804

Christopherson,
2011

6 21 University Pure soft 0.4360 0.3197 �0.1907 1.0626 1.3637 0.1727

DeSorbo et al., 2013 5 105 Non-university 35.8810 1.9127 32.1322 39.6298 18.7594 0.0000
Desrochers &

Shelnutt, 2012
35 University Pure soft 0.1142 0.2366 �0.3495 0.5779 0.4827 0.6293

Elashvili et al. 1,
2008

4 40 University Applied hard 0.4059 0.2355 �0.0556 0.8673 1.7237 0.0848

Elashvili et al. 2,
2008

4 37 University Applied hard 0.1359 0.2286 �0.3121 0.5839 0.5946 0.5521

Fern�andez-Alem�an
et al., 2014

58 University Applied hard 0.5010 0.1781 0.1519 0.8502 2.8127 0.0049

FitzPatrick et al. 1,
2011

58 University Applied hard �0.0140 0.1853 �0.3771 0.3491 �0.0756 0.9398

FitzPatrick et al. 2,
2011

2 32 University Applied hard �1.0183 0.2748 �1.5570 �0.4796 �3.7050 0.0002

Gauci et al., 2009 4 169 University Applied hard 0.7431 0.1198 0.5082 0.9780 6.2009 0.0000
Gebru, Phelps, &

Wulfsberg, 2012
38 University Pure hard 0.1009 0.2101 �0.3109 0.5127 0.4803 0.6310

Jones et al. 1, 2013 24 University Pure soft 0.1245 0.2815 �0.4272 0.6762 0.4423 0.6583
Jones et al. 2, 2013 21 University Pure soft 0.7520 0.3260 0.1131 1.3909 2.3070 0.0211
Kang et al. 1, 2012 1540 University Pure hard 0.1829 0.0435 0.0976 0.2683 4.2007 0.0000
Kang et al. 2, 2012 1238 University Pure hard 0.2555 0.0512 0.1550 0.3559 4.9855 0.0000
Kang et al. 3, 2012 549 University Pure hard 0.0895 0.0742 �0.0559 0.2350 1.2064 0.2277
Kang et al. 4, 2012 850 University Pure hard 0.0000 0.0529 �0.1037 0.1038 0.0008 0.9993
Kang et al. 5, 2012 1675 University Pure hard �0.2707 0.0454 �0.3598 �0.1817 �5.9583 0.0000
Kang et al. 6, 2012 1726 University Pure hard �0.0303 0.0472 �0.1228 0.0623 �0.6407 0.5217
Kang et al. 7, 2012 1538 University Pure hard 0.0180 0.0427 �0.0656 0.1016 0.4218 0.6732
Kang et al. 8, 2012 1840 University Pure hard 0.0756 0.0437 �0.0101 0.1612 1.7296 0.0837
King & Robinson,

2009
145 University Pure hard 0.0645 0.1441 �0.2179 0.3469 0.4476 0.6545

Levesque 1, 2011 30 University Pure hard 0.7538 0.2530 0.2580 1.2496 2.9800 0.0029
Levesque 2, 2011 33 University Pure hard 0.8089 0.2449 0.3289 1.2890 3.3026 0.0010
Lin et al., 2011 2 50 University Pure hard �0.2702 0.1563 �0.5766 0.0362 �1.7282 0.0839
Liu et al., 2010 2 88 University Applied hard 0.1687 0.1494 �0.1241 0.4615 1.1291 0.2588
Mayer et al., 2009 111 University Pure soft 0.3829 0.1289 0.1303 0.6355 2.9708 0.0030
Millor et al., 2015 87 University Applied hard 0.3921 0.1520 0.0942 0.6899 2.5797 0.0099
Morling et al., 2008 2 560 University Pure soft 0.1949 0.0625 0.0724 0.3173 3.1197 0.0018
Mun et al., 2009 35 Non-university 0.8493 0.2471 0.3651 1.3335 3.4376 0.0006
Patterson et al.,

2010
38 University Applied soft 0.2280 0.2381 �0.2386 0.6946 0.9578 0.3382

Roberson 1, 2009 110 University Applied soft 0.0779 0.2048 �0.3234 0.4793 0.3806 0.7035
Roberson 2, 2009 112 University Applied soft 0.0000 0.1994 �0.3909 0.3909 0.0000 1.0000
Rothman, 2014 235 University Pure soft �0.1560 0.0796 �0.3120 �0.0001 �1.9607 0.0499
Shaffer & Collura,

2009
42 University Pure soft 0.4577 0.2103 0.0455 0.8698 2.1765 0.0295

Stowell et al.1, 2010 10 University Pure soft 0.7350 0.3295 0.0891 1.3808 2.2305 0.0257
Stowell et al.2, 2010 20 University Pure soft 0.8033 0.2437 0.3257 1.2810 3.2962 0.0010
Stowell et al.3, 2010 40 University Pure soft 0.6041 0.1833 0.2448 0.9634 3.2955 0.0010
Sun 1, 2014 13 University Applied soft �0.0057 0.3735 �0.7377 0.7264 �0.0152 0.9879
Sun 2, 2014 19 University Applied soft �1.0058 0.3234 �1.6396 �0.3721 �3.1106 0.0019
Tlhoaele et al., 2014 36 University Applied hard 2.5710 0.3189 1.9460 3.1960 8.0630 0.0000
Tregonning,

Doherty,
Hornbuckle, &
Dickinson, 2012

106 University Applied hard 0.2335 0.1367 �0.0344 0.5014 1.7081 0.0876

Vana et al., 2011 78 University Applied soft 0.1254 0.1752 �0.2180 0.4689 0.7157 0.4742
Vital 1, 2012 13 66 Non-university �0.0926 0.3206 �0.7210 0.5357 �0.2890 0.7726
Vital 2, 2012 13 45 Non-university �0.1759 0.3321 �0.8268 0.4751 �0.5295 0.5965

366 University Pure hard 0.0302 0.0786 �0.1239 0.1843 0.3843 0.7007

(continued on next page)
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Table 1 (continued )

Study name a No. of
combined
multiple
dependent
outcomes

Treatment
group size

Education level Category of
university
disciplines

Hedges' g
(effect
Size)(ES)

Standard
error (SE)

Lower and upper
confidence interval
(95% level)

Z-
Value

p-
Value

Voelkel and
Bennett 1, 2014

Voelkel and
Bennett 2, 2014

326 University Pure hard 0.0383 0.0796 �0.1177 0.1942 0.4810 0.6305

Voelkel and
Bennett 3, 2014

206 University Pure hard 0.4968 0.1087 0.2837 0.7098 4.5693 0.0000

Voelkel and
Bennett 4, 2014

77 UniversitY Pure hard 0.5788 0.1573 0.2704 0.8871 3.6783 0.0002

Note: a ¼ superscript numbers indicate independent estimates of each study.
*, ** and *** ¼ statistical significance at 0.1, 0.05 and 0.01, respectively.
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randomness (within-study variance due to sampling error). Because of the low power of this test, highlighted by Takkouche,
Cadarso-Su�arez, and Spiegelman (1999), we introduced as a complement the I2 statistic proposed by Higgins, Thompson,
Deeks, and Altman (2003), which indicates the proportion of the variation between studies (between-studies variance) in
the total variation; that is, the proportion of total variation due to heterogeneity, with I2 < 0.25 representing low hetero-
geneity, I2 < 0.50 moderate heterogeneity, and I2 > 0.75 high heterogeneity.

Table 2 reveals an I2¼ 0.92633 for the overall sample of estimates. Thus, according to Borenstein et al. (2009), estimated ES
of the included estimates are only a random sample of all those possible and do not estimate a common populationmean, but
differ from each other. Therefore, we included in Table 2 SUE pooled both according to the Fixed Effects Model, or FEM, (where
the inference is made by the inverse variance weightedmethod, under the premise that there is homogeneity among ES and the
only determinant of the weight of each study would be its own variance), and the Random Effects Model, or REM, (which
considers that the ES are only a random sample of all those possible and that there are two sources of variance within the
studies or random error, and between studies or true dispersion) (see Castro-Nu~no et al., 2013 for equations). Taking into
account the variability detected by the above heterogeneity analysis, and considering the great differences between exper-
iments and interventions with ARS implemented in primary studies, REMmay be a more accurate technique (see Borenstein
et al., 2009; 2010) with theweighted average of the ES used tominimize any possible bias caused by the considerable variance
in the ES in our estimate sample (Consorti et al., 2012).

Thus, the resulting Hedges' g using REM, applying the variance-weighted method, in Table 2 was g ¼ þ0.288 (SE ¼ 0.058;
C.I.¼ 0.175e0.401), evidencing a greater value than Hedges' g for FEM (g¼ 0.099) (both p < .001), but nevertheless, a positive
moderate-small effect of ARS on examination scores.

With the goal of achieving a more homogenous analysis, we used the CMA software to search for potential outlier studies,
removing one to one estimates from the initial sample and recalculating the SUE and meta-analysis outcomes. After
examining our sample, we saw that, as stated above, the study by DeSorbo et al. (2013) clearly presented an overstated upper
ES than the remaining sample of estimates (nearly 35 times greater), so it was considered to be an outlier and removed from
the distribution. Said study presented special features, as the subject being assessed to analyze the effectiveness of ARS in
school pupils of 9e11 years of age was not academic, but consisted of health education programs. Thus, the ES for the
remaining sample of 52 estimates ranged from g ¼ 2.571 (SE ¼ 0.319) for Tlhoaele et al. (2014) to g ¼ �1.018 (SE ¼ 0.275) for
FitzPatrick et al. 2 (2011). Although the SUE (by REM) varied from g ¼ 0.240 (SE ¼ 0.043, C.I. at 95% ¼ 0.1548e0.3245) to (by
FEM) g ¼ 0.097 (SE ¼ 0.014, C.I. at 95% ¼ 0.070e0.124), the recalculated results showed that the hypothesis of homogeneity
had again been rejected and did not produce a more homogeneous solution (Q (51) ¼ 355.8172; p < .001; I2 ¼ 85.667%).
3.3. Moderator variables analysis and discussion

Considering the categorization and coding variables for our filtered studies already mentioned in Section 2, we explored
the variability for the new sample of estimates (excluding DeSorbo et al., 2013). Specifically, we conducted a new meta-
analysis combining the estimates within subgroups and, following Adesope et al. (2010) and Borenstein et al. (2009),
implementing a Mixed-Effects Model (MEM) for a moderator variable analysis. MEM summarizes ES for each subgroup using
Table 2
Summary effect (SUE) and meta-analysis outcomes for overall estimates.

Meta-analysis I No. of estimates Fixed Hedges' g/Z-value Random Hedges' g/Z-value Heterogeneity measures

Q value I2 (%) Tau2

Overall estimates 53 0.099/7.127*** 0.288/4.980*** 705.815*** 0.134

*, ** and *** ¼ statistical significance at 0.1, 0.05 and 0.01, respectively.
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REM and calculates the difference between the subgroups with FEM. The results for this second meta-analysis framework are
given in Table 3.

First, we conducted a meta-analysis for a categorization based on a first moderator: the level of education, separating
studies which considered the effects of ARS on learners' scores at university level (with a subsample of 46 estimates) versus
other intervention groups with ARS in the non-university context (with a subsample of 6 estimates). Comparatively, the
impact of ARS on examination marks is positive but still moderate-small for both scenarios, although clearly greater for non-
university studies (under FEM, g ¼ 0.5496, SE ¼ 0.1209; under REM, g ¼ 0.4801, SE ¼ 0.266) than for university experiments
(under FEM, g ¼ 0.0909, SE ¼ 0.0140; under REM, g ¼ 0.2156, SE ¼ 0.0434). In short, our results highlight a differential
assessment of ARS depending on the education level, in the sense that an inverse effect of ARS on examination performance
was found with more advanced education levels.

From the homogeneity point of view, a higher I2 statistic was observed for the university group (I2 ¼ 0.8583) than the non-
university group (I2 ¼ 0.7910); i.e., for university studies, 85.83% of the variance was due to between-studies variance (with a
tau-square of 0.0569). Therefore, we decided to focus on the specific effect of the university discipline categorization on the
SUE, and a second moderator analysis was conducted by MEM to further determine if the academic field might explain the
variability in ES within the university group. As can be seen in Table 3, we used the codification into 2 dimensions and 4
categories already explained in Section 2.

Table 3 shows that the Hedges' g resulting from REM are more appropriate for our categorizations of academic university
disciplines, insomuch as the heterogeneity analysis of studies was still moderate-high, as shown by a wide dispersion of the
selected studies, especially the Hard categories within both dimensions. Resulting SUE were positive in all cases except for
Applied Soft Sciences (with a g ¼ �0.0018, SE ¼ 0.1366), although this average effect was statistically non-significant. When
SUE was compared in the remaining science dimensions, we noted that it was rather weak for the Pure Hard disciplines
(g ¼ 0.1180, SE ¼ 0.4999, p < .01), while both Pure Soft and Applied Hard sciences showed a clearly positive and statistically
significant pooled effect of ARS on examination scores greater than the effect seen in meta-analysis I (overall estimates, Table
2).

Beyond variations in teaching approaches across disciplines evidenced by authors such as Lindblom-Yl€anne, Trigwell,
Nevgi, and Ashwin (2006), we particularly highlight the difference found between the two categories of Pure sciences,
with a higher effect of ARS on learners of the Pure Soft sciences type. This may be supported by the hypothesis introduced by
Laird, Shoup, Kuh, and Schwarz (2008) to the effect that learners from Soft disciplines are more likely to be amenable to active
learning, which, as is known, is one of the characteristic features of ARS use.

In this line, the greatest effectiveness of ARS for the Applied Hard disciplines (with a g¼ 0.3921, SE¼ 0.1808, p < .05) might
be supported by the study by Neumann (2001), who claimed that multiple choice questions (the usual tool for ARS imple-
mentation) are more likely favored in applied than in pure fields.
3.4. Assessment of publication bias

Using CMA software and following the methodological indications of Borenstein et al. (2009), an analysis of publication
bias based on quantitative measures was carried out in our study to determine whether a potential bias could modify the
validity and robustness of our findings in different scenarios.

Statistical assessment for three common tests of publication bias is shown in Table 4: the so-called ‘classic fail-safe N0 test
that determines the number of studies that might have been missed or not included that would nullify the SUE found; the
Table 3
Summary effect (SUE) and meta-analysis outcomes for moderator analysis excluding the DeSorbo et al. (2013) outlier.

Meta-analysis II Scenario I: Education level Scenario II: Categories of disciplines at university level

Scenario II.A. Pure sciences Scenario II.B. Applied sciences

University Non-university Hard Soft Hard Soft

No. Estimates 46 6 17 12 10 7
Fixed effects Hedges' g 0.0909 0.5496 0.0522 0.1982 0.3790 0.0250
Z-value 6.5129 4.544 3.3154 5.0193 6.9071 0.2765
p-value 0.0000*** 0.0000*** 0.0009*** 0.0000*** 0.0000*** 0.7821
Standard Error (SE) 0.0140 0.1209 0.0157 0.0395 0.0549 0.0904
Random effects Hedges' g 0.2156 0.4801 0.1180 0.3520 0.3921 �0.0018
Z-value 4.9634 1.8017 2.3637 3.7449 2.1690 �0.0131
p-value 0.0000*** 0.0716* 0.0181** 0.0002*** 0.0301** 0.9895
Standard Error (SE) 0.0434 0.2665 0.0499 0.0940 0.1808 0.1366
Heterogeneity analysis
Q test 317.6924*** 23.9266*** 130.0387*** 42.1937*** 91.5698*** 12.3390*

I2 (%) 85.8354 79.1027 87.6960 73.9297 90.1714 51.3735
Tau2 0.0569 0.3354 0.0314 0.0639 0.2859 0.0634

*, ** and *** ¼ statistical significance at 0.1, 0.05 and 0.01, respectively.
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‘Egger's linear regression’ test that compares the size of the treatment effect through the slope of a regression line (B1) with
the potential bias represented by intercept (B0); and the ‘Duval and Tweedie trim and fill’ method (see Duval & Tweedie,
2000) that, under a REM, detects missing studies to the left/right of the mean effect and recomputes the combined effect.

As Table 4 shows, except in the case of the meta-analysis II scenario, moderator variable category discipline Applied Soft
(which, as stated above, is not statistically significant), these tests would suggest the absence of a relevant publication bias
that might significantly undermine the validity of the current meta-analyses.
4. Conclusions

Technological advances have overcome the main barrier to the widespread introduction of ARS into classrooms. Wi-Fi on
the majority of campuses in a large number of countries, combined with the mass consumption of smartphones by young
people, means that implementing ARS is not a utopia but a reasonable scenario.

In this new context, it makes sense to synthesize quantitatively all recent evaluations of the impact of these devices on
academic performance. Our paper specifically offers themost completemeta-analysis to date of studies of the effectiveness of
audience response systems at all stages of education. From 254 initial studies, our meta-analysis focuses on a sample of 51
papers that conform to both the formal (e.g., the reputation of the journal in which the results are published) and the un-
derlying (e.g., studies that apply a rigorousmethodology and carry out the experiment with a control group) academic quality
criteria set.

The high degree of heterogeneity found for the sample as a whole (see Table 2) shows that the effect of ARS on academic
performance seems to be moderated by the characteristics of the different combinations of subjects, especially by the
educational environment into which ARS are introduced. A clearly significant effect (at 1% and positive) can be seen in both
university and non-university studies. However, the effect is evidently much greater in experiments performed in non-
university contexts, with a 0.48 Hedges' g statistic that is very close to the 0.5 threshold that would allow us to speak of
an effect in the Cohen scale “middle band” (see Table 3). On the other hand, the 0.22 value for the university level statistic (see
Table 3) implies an effect which, despite being highly significant, is not so great and ismarked by the high heterogeneity of the
combination of subjects.

If a second moderating variable is introduced based on the type of scientific discipline, more specific results are obtained
by field of knowledge. In short, although ourmeta-analysis reports the favorable but limited effectiveness of ARS on academic
scores compared to other traditional formats of teaching-learning, our findings also provide evidence that suggest that
certain underlying factors may be affecting these modest results. Specifically, the educational context and the category of
discipline in which ARS interventions are implemented seem to influence their usefulness for achieving better academic
marks. Moreover, these systems seem to be more effective for lower levels of education and, within the university context,
when both Pure Soft Sciences (such as anthropology, sociology, psychology, etc.) and Applied Hard Sciences (mainly medicine
and engineering) are considered.

To summarize, this variability in the effects of ARS on academic performance suggests that any institutions that wish to
introduce the system into its teaching should behave prudently. Its introduction should be limited at first and followed up
with an assessment of the effect that the system's use has, and only if the assessment is positive should this teaching tool be
rolled out universally. Special attention should be paid to test and test content designwhen assessing the effectiveness of ARS
on academic performance in order to ensure that the final grade is really due to the use of this new technology and not to
other factors that affect subject content and pedagogical methodology. For example, the simplification effect should be
excluded that results from converting subject content into immediate response questions and adapting the teaching staff's
teaching model to focus more on favoring student interactivity, and concepts that have not been fully grasped by students
should be reinforced.

Some of these results may well appear disappointing at first, but if we return to the current context in which the cost of
using ARS in teaching is much lower than in the past, in general terms the introduction of the systemwould present a clearly
Table 4
Publication Bias Analysis for all scenarios of meta-analysis performed.

Publication bias measures Meta-analysis I:
Overall
estimates

Meta-analysis II: Education level
moderator variable

Meta-analysis II: University disciplines
moderator variable

University Non-university Pure hard Pure soft Applied hard Applied soft

Classic fail-safe N (No. of
missing studies that would
raise p-value>.05)

2.184 1.012 212 43 116 106 0

Egger' s regression intercept
(B0)

2.511
(SE ¼ 0.736)

1.713
(SE ¼ 0.607)

18.864
(SE ¼ 4.251)

2.255
(SE ¼ 1.403)

2.185
(SE ¼ 0.863)

0.073
(SE ¼ 3.833)

�1.290
(SE ¼ 2.061)

Duval and Tweedie Trim and
Fill (No. of missed studies
under REM)

0 left of the
mean
16 right of the
mean

0 left of the
mean
2 right of the
mean

10 left of the
mean
0 right of the
mean

0 left of the
mean
0 right of the
mean

3 left of the
mean
0 right of the
mean

0 left of the
mean
3 right of the
mean

2 left of the
mean
0 right of the
mean
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positive social cost-benefit analysis for the academic institution in question. Therefore, ARS should be expected to have a
promising future.
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